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RETRIEVING LÉVY PROCESSES FROM OPTION PRICES:
REGULARIZATION OF AN ILL-POSED INVERSE PROBLEM∗
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Abstract. We propose a stable nonparametric method for constructing an option pricing model
of exponential Lévy type, consistent with a given data set of option prices. After demonstrating the
ill-posedness of the usual and least squares version of this inverse problem, we suggest to regularize
the calibration problem by reformulating it as the problem of finding an exponential Lévy model that
minimizes the sum of the pricing error and the relative entropy with respect to a prior exponential
Lévy model. We prove the existence of solutions for the regularized problem and show that it yields
solutions which are continuous with respect to the data, stable with respect to the choice of prior,
and which converge to the minimum entropy least squares solution of the initial problem when the
noise level in the data vanishes.
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1. Introduction. The specification of an arbitrage-free option pricing model on
a time horizon T∞ involves the choice of a risk-neutral measure [25]: a probability
measure Q on the set Ω of possible trajectories {St}t∈[0,T∞] of the underlying asset
such that the discounted asset price e−rtSt is a martingale (where r is the discount
rate). Such a probability measure Q then specifies a pricing rule which attributes to an
option with terminal payoff HT at T the value C(HT ) = e−rTEQ[HT ]. For example,
the value under the pricing rule Q of a call option with strike K and maturity T
is given by e−rTEQ[(ST −K)+]. Given that data sets of option prices have become
increasingly available, a common approach for selecting the pricing model is to choose,
given option prices (C(Hi))i∈I with maturities Ti payoffs Hi, a risk-neutral measure
Q compatible with the observed market prices, i.e., such that C(Hi) = e−rTiEQ[Hi].
This inverse problem of determining a pricing model Q verifying these constraints is
known as the “model calibration” problem. The number of observed options can be
large (� 100–200 for index options) and the Black–Scholes model has to be replaced
with models with richer structure such as nonlinear diffusion models [18] or models
with jumps [13]. The inverse problem is ill-posed in these settings [14, 33] and various
methods have been proposed for solving it in a stable manner, mostly in the framework
of diffusion models [1, 4, 5, 6, 9, 16, 18, 26, 28, 32, 33].

Given the ill-posed nature of the inverse problem, an extra criterion must be
used to select a model compatible with observed option prices. The use of relative
entropy as a model selection criterion has solid theoretical foundations [17] and has
been investigated by many authors in the context of option pricing.
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The notion of minimal entropy martingale measure (MEMM)—the pricing mea-
sure Q that minimizes the relative entropy with respect to a reference probability
P—has been investigated by many authors [22, 19, 29]. However, option prices com-
puted using the MEMM are in general not consistent with the market-quoted prices
of traded European options and can lead to arbitrage opportunities with respect to
market-traded options.

The notion of minimal entropy distribution consistent with observed market
prices was introduced in a static framework in [4, 3, 35]; given prices of call options
{CM (Ti,Ki)}i∈I and a prior distribution P on scenarios, it is obtained by minimizing
relative entropy over all probability measures Q ∼ P such that

CM (Ti,Ki) = EQ[e−rTi(STi −Ki)
+] for i ∈ I.(1.1)

This approach is based on relative entropy minimization under constraints [17] and
yields a computable result. It was extended to the case of stochastic processes by the
weighted Monte Carlo method of Avellaneda et al. [5], but the martingale property is
not taken into account since it would yield an infinite number of constraints [30]. As
a result, derivative prices computed with the weighted Monte Carlo algorithm may
contain arbitrage opportunities, especially when applied to forward start contracts.

Goll and Rüschendorf [24] consider the notion of consistent (or calibrated) MEMM
(CMEMM), defined as the solution of

I(Q∗|P ) = min
Q∈M∗

I(Q|P ),

where the minimum is taken over all martingale measures Q ∼ P verifying (1.1).
While this notion seems to conciliate the advantages of the MEMM and Avellaneda’s
entropy minimization under constraints, no algorithm is proposed in [24] to compute
the CMEMM. In fact, the notion of CMEMM does not in general preserve the struc-
ture of the prior—e.g., the Markov property—and it may be difficult to represent.1

We also note that such model selection methods based on relative entropy are
not convenient when dealing with one-dimensional diffusion models since as soon as
the model has a diffusion coefficient different from the prior their measures become
singular and the relative entropy is infinite.

In this paper we show that the shortcomings of the above approaches can be
overcome by enlarging the class of models to include processes with jumps and using
relative entropy as a regularization criterion rather than a selection criterion. On
one hand, introducing jumps in the prior model allows us to obtain a large class of
equivalent martingale measures which also have finite relative entropy with respect to
the prior, avoiding the singularity which arises in diffusion models. On the other hand,
by restricting the class of pricing models to exponential Lévy models—where the risk-
neutral dynamics of the logarithm of the stock price is given by a Lévy process—we
are able to go beyond a simple existence result and obtain a computable alternative to
the CMEMM. Also, unlike the weighted Monte Carlo approach, our approach yields
as a solution a continuous-time price process whose discounted value is a martingale.
Finally, the use of regularization yields a stable solution to the inverse problem for
which a computational approach is possible [14].

The relation between the option prices and the parameters of the process (its Lévy
measure) being nonlinear, we face a nonlinear, infinite-dimensional inverse problem.

1In particular, if X is a Lévy process under the prior P , it will in general no longer be a Lévy
process under a consistent MEMM.
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After demonstrating the ill-posedness of the usual and least squares version of this
inverse problem, we show that it can be regularized by using as a penalization term
the relative entropy with respect to a prior exponential Lévy model. We show that
our approach yields solutions which are continuous with respect to the data, stable
with respect to the choice of prior, and which converge to the minimum entropy least
squares solution of the initial problem.

Unlike linear inverse problems for which general results on regularization methods
and their convergence properties are available [20], nonlinear inverse problems have
been explored less systematically. Our study is an example of rigorous analysis of
regularization using entropy for a nonlinear, infinite-dimensional inverse problem.
Previous results on regularization using entropy have been obtained in a Banach
space setting [21] by mapping the problem to a Tikhonov regularization problem.
Using probabilistic methods, we are able to use a direct approach and extend these
results to the spaces of probability measures considered here.

The paper is structured as follows. Section 2 recalls basic facts about Lévy pro-
cesses and exponential Lévy models. In section 3 we formulate the calibration problem
as that of finding a martingale measure Q, consistent with market-quoted prices of
traded options, under which the logarithm of the stock price process remains a Lévy
process. We show that both this problem and its least squares version are ill-posed:
a solution need not exist and, when it exists, may be unstable with respect to pertur-
bations in the data. Section 4 discusses relative entropy in the case of Lévy processes
and its use as a criterion for selecting solutions, and introduces the notion of minimum
entropy least squares solution. In section 5 we formulate the regularized version of the
calibration problem, show that it always admits a solution depending continuously
on market data, discuss conditions for the solutions to be equivalent martingale mea-
sures, and formulate conditions under which they converge to the minimum entropy
least squares solutions as the noise level in the data goes to zero.

In section 6 we show that the solutions of the regularized calibration problem
are stable with respect to small perturbations of the prior measure. The solutions
of the regularized calibration problem with any prior measure can thus be approxi-
mated (in the weak sense) by the solutions of regularized problems with discretized
priors, which has implications for the discretization and the numerical solution of the
regularized calibration problem, further discussed in [14]. In the appendix we discuss
some properties of relative entropy in the case of Lévy processes.

2. Definitions and notation. Consider a time horizon T∞ < ∞ and denote by
Ω the space of real-valued cadlag functions on [0, T∞], equipped with the Skorokhod
topology [27]. The time horizon T∞ must be chosen finite since we will work with the
class of Lévy processes absolutely continuous with respect to a given Lévy process, and
on an infinite time interval this class is trivial since in this case absolute continuity
of Lévy processes is equivalent to identity in law [27, Theorem IV.4.39]. Unless
otherwise mentioned, X is the coordinate process: for every ω ∈ Ω, Xt(ω) := ω(t). F
is the smallest σ-field, for which the mappings ω ∈ Ω �→ ω(s) are measurable for all
s ∈ [0, T∞] and for any t ∈ [0, T∞], and (Ft) is the natural filtration of (Xt)t∈[0,T∞].
Weak convergence of measures will be denoted by ⇒.

Lévy processes. A Lévy process {Xt}t≥0 on (Ω,F , P ) is a stochastic process with
stationary independent increments satisfying X0 = 0. The characteristic function of
Xt has the following form, called the Lévy–Khinchin representation [34]:

E[eizXt ] = etψ(z) with ψ(z) = −1

2
Az2 + iγz +

∫ ∞

−∞
(eizx − 1 − izh(x))ν(dx),(2.1)
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where A ≥ 0 is the unit variance of the Brownian motion part of the Lévy process,
γ ∈ R, ν is a positive measure on R verifying ν({0}) = 0 and∫ ∞

−∞
(x2 ∧ 1)ν(dx) < ∞,

and h is the truncation function: any bounded measurable function R → R such that
h(x) ≡ x on a neighborhood of zero. The most common choice of truncation function
is h(x) = x1|x|≤1 but sometimes in this paper we will need h to be continuous. The
triplet (A, ν, γ) is called the characteristic triplet of X with respect to the truncation
function h.

Model setup. We consider exponential Lévy models, where the stock price St is
modeled, under a risk-neutral measure Q [25], as the exponential of a Lévy process:

St = S0e
rt+Xt ,(2.2)

where r is the interest rate. Since Q is a risk-neutral probability measure, eXt must
be a martingale. It follows from (2.1) that this is the case if and only if

A

2
+ γ +

∫ ∞

−∞
(ex − 1 − h(x))ν(dx) = 0.(2.3)

Under Q call option prices can be evaluated as discounted expectations of terminal
payoffs:

CQ(T,K) = e−rTEQ[(ST −K)+] = e−rTEQ[(S0e
rT+XT −K)+].(2.4)

Notation. In what follows P(Ω) denotes the set of probability measures (stochas-
tic processes) on (Ω,F), L denotes the set of all probability measures P ∈ P(Ω) under
which the coordinate process X is a Lévy process, and M stands for the set of all
probability measures P ∈ P(Ω), under which exp(Xt) is a martingale. LNA is the set
of all probability measures P ∈ L corresponding to arbitrage-free exponential Lévy
models, that is, to Lévy processes that are not almost surely increasing nor almost
surely decreasing. Furthermore, for B > 0 we define

L+
B = {P ∈ L, P [ΔXt ≤ B ∀t ∈ [0, T∞] ] = 1 },

the set of Lévy processes with jumps bounded from above by B.
The following lemma shows the usefulness of the above definitions.
Lemma 2.1. The set M∩L+

B is weakly closed for every B > 0.
Proof. Let {Qn}∞n=1 ⊂ M ∩ L+

B with characteristic triplets (An, νn, γn) with
respect to a continuous truncation function h and let Q be a Lévy process with
characteristic triplet (A, ν, γ) with respect to h, such that Qn ⇒ Q. Note that the
limit in distribution of a sequence of Lévy processes is necessarily a Lévy process; due
to convergence of characteristic functions, the limiting process must have stationary
and independent increments. Define a function f by

f(x) :=

⎧⎨
⎩

0, x ≤ B,
1, x ≥ 2B,
x−B
B B < x < 2B.

By Corollary VII.3.6 in [27],
∫∞
−∞ f(x)ν(dx) = limn→∞

∫∞
−∞ f(x)νn(dx) = 0, which

implies that the jumps of Q are bounded by B. Define

g(x) :=

{
ex − 1 − h(x) − 1

2h
2(x), x ≤ B,

eB − 1 − h(B) − 1
2h

2(B), x > B.
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Then, once again by Corollary VII.3.6 in [27] and because Qn satisfies the martingale
condition (2.3) for every n,

γ +
A

2
+

∫ ∞

−∞
(ex − 1 − h(x))ν(dx) = γ +

A +
∫∞
−∞ h2(x)ν(dx)

2
+

∫ ∞

−∞
g(x)ν(dx)

= lim
n→∞

{
γn +

An +
∫∞
−∞ h2(x)νn(dx)

2
+

∫ ∞

−∞
g(x)νn(dx)

}
= 0,

which shows that Q also satisfies the condition (2.3).

3. The calibration problem and its least squares formulation. Suppose
first that the market data CM are consistent with the class of exponential Lévy models.
This is, for example, the case when the market pricing rule is an exponential Lévy
model but can hold more generally since many models may give the same prices for a
given set of European options. For instance one can construct, using Dupire’s formula
[18], a diffusion model that gives the same prices, for a set of European options, as a
given exp-Lévy model [12]. Using the notation defined in the preceding section, the
calibration problem assumes the following form.

Problem 1 (calibration with equality constraints). Given prices of call options
{CM (Ti,Ki)}i∈I , find an arbitrage-free exponential Lévy model Q∗ ∈ M∩L such that

∀i ∈ I, CQ∗
(Ti,Ki) = CM (Ti,Ki).(3.1)

When the market data are not consistent with the class of exponential Lévy
models, the exact calibration problem may not have a solution. In this case one may
consider an approximate solution: instead of reproducing the market option prices
exactly, one may look for a Lévy triplet which reproduces them in a least squares
sense. Let w be a probability measure on [0, T∞] × [0,∞) (the weighting measure,
determining the relative importance of different data points). An option data set is
defined as a mapping C : [0, T∞] × [0,∞) → [0,∞) and the data sets that coincide
w-almost everywhere are considered identical. One can introduce a norm on option
data sets via

‖C‖2
w :=

∫
[0,T∞]×[0,∞)

C(T,K)2w(dT × dK).(3.2)

The quadratic pricing error in model Q is then given by ‖CM −CQ‖2
w. If the number

of constraints is finite, then w =
∑N

i=1 wiδ(Ti,Ki)(dT×dK) (with, e.g., N constraints),
where {wi}1≤i≤N are positive weights that sum up to one. Therefore, in this case

‖CM − CQ‖2
w =

N∑
i=1

wi(CM (Ti,Ki) − CQ(Ti,Ki))
2.(3.3)

The following lemma establishes some useful properties of the pricing error func-
tional.

Lemma 3.1. The pricing error functional Q �→ ‖CM−CQ‖2
w is uniformly bounded

and weakly continuous on M∩L.
Proof. From (2.4), CQ(T,K) ≤ S0. Absence of arbitrage in the market implies

that the market option prices satisfy the same condition. Therefore, (CM (T,K) −
CQ(T,K))2 ≤ S2

0 and, since w is a probability measure, ‖CM − CQ‖2
w ≤ S2

0 .
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Let {Qn}n≥1 ⊂ M∩L and Q ∈ M∩L be such that Qn ⇒ Q. For all T,K,

lim
n

CQn(T,K) = e−rT lim
n

EQn [(S0e
rT+XT −K)+]

= e−rT lim
n

EQn [S0e
rT+XT −K] + e−rT lim

n
EQn [(K − S0e

rT+XT )+]

= S0 −Ke−rT + e−rTEQ[(K − S0e
rT+XT )+] = CQ(T,K).

Therefore, by the dominated convergence theorem, ‖CM−CQn‖2
w → ‖CM−CQ‖2

w.
The calibration problem now takes the following form.
Problem 2 (least squares calibration problem). Given prices CM of call options,

find Q∗ ∈ M∩L such that

‖CM − CQ∗‖2
w = inf

Q∈M∩L
‖CM − CQ‖2

w.(3.4)

In what follows, any such Q∗ will be called a least squares solution and the set of all
least squares solutions will be denoted by LSS(CM ).

Several authors [2, 8] have used least squares formulations similar to (3.4) for
calibrating parametric models without taking into account that the least squares
calibration problem is ill-posed in several ways:

Lack of identification. Option prices are only available for a finite number of
strikes (typically between 10 and 100) and knowing the prices of a finite number of
options is not sufficient to reconstruct the Lévy process. This problem is discussed in
detail in [14, 36].

Absence of solution. In some cases even the least squares problem may not admit
a solution, as shown by the following (artificial) example.

Example 3.1. Suppose that S0 = 1, there are no interest rates or dividends, and
the (equally weighted) market data consist of the following two observations:

CM (T = 1,K = 1) = 1 − e−λ and CM (T = 1,K = eλ) = 0,(3.5)

with some λ > 0. It is easy to see that these prices are, for example, compatible with
the (martingale) asset price process St = eλt1t≤τ1 , where τ1 is the time of the first
jump of a Poisson process with intensity λ. We will show that if the market data are
given by (3.5), the calibration problem (3.4) does not admit a solution.

Equation (2.4) implies that in every risk-neutral model Q, for fixed T , CQ(T,K)
is a convex function of K and that CQ(T,K = 0) = 1. The only convex function
which satisfies this equality and passes through the market data points (3.5) is given
by C(T = 1,K) = (1 −Ke−λ)+. Therefore, in every arbitrage-free model that is an
exact solution of the calibration problem with market data (3.5), for every K ≥ 0,
P [S1 ≤ K] = e−λ1K≤eλ . Since in an exponential Lévy model P [S1 > 0] = 1, there is
no risk-neutral exponential Lévy model for which ‖CM − CQ‖w = 0.

On the other hand, infQ∈M∩L ‖CM−CQ‖2
w = 0. Indeed, let {Nt}t≥0 be a Poisson

process with intensity λ. Then for every n, the process

Xn
t := −nNt + λt(1 − e−n)(3.6)

belongs to M∩L and

lim
n→∞

E[(eX
n
t −K)+] = lim

n→∞

∞∑
k=0

e−λt (λt)
k

k!

(
e−nk+λt(1−e−n) −K

)+

= (1 −Ke−λt)+.

We have shown that infQ∈M∩L ‖CM − CQ‖2 = 0 and that for no Lévy process Q ∈
M ∩ L, ‖CM − CQ‖2 = 0. Thus the calibration problem (3.4) does not admit a
solution.
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Lack of continuity of solutions with respect to market data. Market option prices
are typically defined up to a bid-ask spread and the prices used for calibration may
therefore be subject to perturbations of this order. If the solution of the calibration
problem is not continuous with respect to market data, these small errors may dra-
matically alter the result of calibration, rendering it useless. In addition, in absence of
continuity small daily changes in prices could lead to large variations of calibrated pa-
rameters and of quantities computed using these parameters, such as prices of exotic
options.

When the calibration problem has more than one solution, care should be taken
in defining continuity. In what follows, we will use the following definition [7, 20].

Definition 3.2 (continuity with respect to data). The solutions of a calibration
problem are said to depend continuously on input data at the point CM if for every
sequence of data sets {Cn

M}n≥0 such that ‖Cn
M − CM‖w −−−→

n→∞
0; if, for every n, Qn

is a solution of the calibration problem with data Cn
M , then

1. {Qn}n≥1 has a weakly convergent subsequence {Qnm}m≥1.
2. The limit Q of every weakly convergent subsequence of {Qn}n≥1 is a solution

of the calibration problem with data CM .

If the solution of the calibration problem with the limiting data CM is unique,
this definition reduces to the standard definition of continuity, because in this case
every subsequence of {Qn} has a further subsequence converging towards Q, which
implies Qn ⇒ Q.

Remark 3.1. Note that the above definition can accommodate the presence of
random errors (“noise”) in the data. In this case the observational error can be de-
scribed by a separate probability space (Ω0, E , p0). The continuity property must then
be interpreted as almost-sure continuity with respect to the law p0 of the observational
errors: for every (random) sequence {Cn

M}n≥0 such that ‖Cn
M − CM‖w −−−→

n→∞
0 al-

most surely, any sequence of solutions with data {Cn
M}n≥0 must verify the properties

of Definition 3.2 p0-almost surely.

It is easy to construct an example of market data leading to a least squares
calibration problem (3.4) that does not satisfy the above definition.

Example 3.2. Assume S0 = 1, no interest rates or dividends, and observations
given by a single option price:

Cn
M (T = 1,K = 1) = E[(eX

n
1 −1)+] for n ≥ 1 and CM (T = 1,K = 1) = 1− e−λ,

where Xn
t is defined by (3.6) and λ > 0. Then ‖Cn

M − CM‖w −−−→
n→∞

0 and Xn
t is

a solution for data Cn
M , but the sequence {Xn

t } has no convergent subsequence (cf.
Corollary VII.3.6 in [27]).

In addition to these theoretical obstacles, even if a solution exists, it may be
difficult to compute numerically since, as shown in [14, 36], the pricing error ‖CM −
CQ‖2 is typically nonconvex and can have many local minima, preventing a gradient-
based minimization algorithm from finding the solution.

4. Relative entropy as a selection criterion. When constraints given by
option prices do not determine the exponential Lévy model completely, additional
information may be introduced into the problem by specifying a prior model : we
start from a reference Lévy process P and look for the solution of the problem (3.4)
that has the smallest relative entropy with respect to P . For two probabilities P and
Q on the same measurable space (Ω,F), the relative entropy of Q with respect to P
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is defined by

I(Q|P ) =

{
EP

[
dQ
dP log dQ

dP

]
if Q � P,

∞ otherwise,
(4.1)

where by convention x log x = 0 when x = 0. We define IT (Q|P ) := I(Q|FT
|P |FT

).

Problem 3 (minimum entropy least squares calibration problem). Given prices
CM of call options and a prior Lévy process P , find a least squares solution Q∗ ∈
LSS(CM ), such that

I(Q∗|P ) = inf
Q∈LSS(CM )

I(Q|P ).(4.2)

In what follows, any such Q∗ will be called a minimum entropy least squares solution
(MELSS) and the set of all such solutions will be denoted by MELSS(CM ).

P reflects a priori knowledge about the nature of possible trajectories of the
underlying asset and their probabilities of occurrence. A natural choice of prior,
ensuring absence of arbitrage in the calibrated model, is an exponential Lévy model
estimated from the time series of returns. Whether this choice is adopted or not does
not affect our discussion below. Other possible ways to choose the prior model in
practice are discussed in [14], which also gives an empirical analysis of the effect of
the choice of prior on the solution of the calibration problem.

The choice of relative entropy as a method for selection of solutions of the cali-
bration problem is driven by the following considerations:

• Relative entropy can be interpreted as a (pseudo-)distance to the prior P : it
is convex, nonnegative functional of Q for fixed P , and equal to zero if and
only if dQ

dP = 1 P -a.s. To see this, observe that

EP

[
dQ

dP
log

dQ

dP

]
= EP

[
dQ

dP
log

dQ

dP
− dQ

dP
+ 1

]
,

and that z log z − z + 1 is a convex nonnegative function of z, equal to zero
if and only if z = 1.

• Relative entropy for Lévy processes is easily expressed in terms of their char-
acteristic triplets (see Theorem A.1).

• Relative entropy has an information-theoretic interpretation and has been
repeatedly used for model selection in finance (see section 1).

Using relative entropy for the selection of solutions removes, to some extent, the
identification problem of least squares calibration. Whereas in the least squares case
this was an important nuisance, now, if two measures reproduce market option prices
with the same precision and have the same entropy relative to the prior, this means
that both measures are compatible with all the available information. Knowledge
of many such probability measures instead of one may be seen as an advantage,
because it allows us to estimate model risk and provide confidence intervals for the
prices of exotic options [12]. However, the calibration problem (4.2) remains ill-posed:
since the minimization of entropy is done over the results of least squares calibration,
problem (4.2) may only admit a solution if problem (3.4) does. Also, LSS(CM ) is not
necessarily a compact set, so even if it is nonempty, (4.2) may not have a solution.
Other undesirable properties such as absence of continuity and numerical instability
are also inherited from the least squares approach.



RETRIEVING LÉVY PROCESSES FROM OPTION PRICES 9

The MELSS does not always exist, but if the prior is chosen correctly such that
(3.4) admits a solution with finite relative entropy with respect to the prior, then
MELSSs will also exist.

Lemma 4.1. Let P ∈ LNA∩L+
B for some B > 0 and assume problem (3.4) admits

a solution Q+ with I(Q+|P ) = C < ∞. Then problem (4.2) admits a solution.
Proof. Under the condition of the lemma, it is clear that the solution Q∗ of

problem (4.2), if it exists, satisfies I(Q∗|P ) ≤ C. This entails that Q∗ � P , which
means by Theorem IV.4.39 in [27] that Q∗ ∈ L+

B . Therefore, Q∗ belongs to the set

L+
B ∩ {Q ∈ M∩L : ‖CQ − CM‖ = ‖CQ+ − CM‖} ∩ {Q ∈ L : I(Q|P ) ≤ C}.(4.3)

Lemma A.2 and the Prohorov’s theorem entail that the level set {Q ∈ L : I(Q|P ) ≤
C} is relatively weakly compact. On the other hand, by Corollary A.4, I(Q|P ) is
weakly lower semicontinuous with respect to Q for fixed P . Therefore, the set {Q ∈
P(Ω) : I(Q|P ) ≤ C} is weakly closed, and since by Lemma 2.1 M∩L+

B is also weakly
closed, the set M ∩ L+

B ∩ {Q ∈ L : I(Q|P ) ≤ C} is weakly compact. Lemma 3.1
then implies that the set (4.3) is also weakly compact. Since I(Q|P ) is weakly lower
semicontinuous, it reaches its minimum on this set.

Remark 4.1. It is essential for our analysis that the model has discontinuous
trajectories, i.e., the prior P corresponds to a process with jumps, not a diffusion
process. If P corresponds to the law of a Markovian diffusion model, then the set of
processes which have both the martingale property and finite entropy with respect to
P is reduced to a single element and the solution to 4.2 is trivial (this follows, e.g.,
from Theorem IV.4.39 in [27]).

5. Regularization using relative entropy. As observed in [14] and in section
4, problem (4.2) is ill-posed and hard to solve numerically. In particular its solutions,
when they exist, may not be stable with respect to perturbations of market data.
If we do not know the prices CM exactly but only dispose of observations Cδ

M with
||Cδ

M −CM ||w ≤ δ and want to construct an approximation to MELSS(CM ), it is not
a good idea to solve problem (4.2) with the noisy data Cδ

M because MELSS(Cδ
M ) may

be very different from MELSS(CM ). We therefore need to regularize the problem
(4.2), that is, construct a family of continuous “regularization operators” {Rα}α>0,
where α is the regularization parameter such that Rα(Cδ

M ) converges to an MELSS
as the noise level δ tends to zero if an appropriate parameter choice rule δ �→ α(δ) is
used [20]. The approximation to MELSS(CM ) using the noisy data Cδ

M is then given
by Rα(Cδ

M ) with an appropriate choice of α.
Following a classical approach to regularization of ill-posed problems [20, 4], we

regularize (4.2) by using the relative entropy as a penalization term:

Jα(Q) = ‖Cδ
M − CQ‖2

w + αI(Q|P ),(5.1)

where α is the regularization parameter. We then solve the following optimization
problem.

Problem 4 (regularized calibration problem). Given prices CM of call options,
a prior Lévy process P , and a regularization parameter α > 0, find Q∗ ∈ M∩L such
that

Jα(Q∗) = inf
Q∈M∩L

Jα(Q).(5.2)

Problem (5.2) can be thought of in two ways:
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• If the MELSS with the true data CM exists, (5.2) allows us to construct a
stable approximation of this solution using the noisy data.

• If the MELSS(CM ) = ∅, either because the set of least squares solutions is
empty or because the least squares solutions are incompatible with the prior,
the regularized problem (5.2) allows us to achieve, in a stable manner, a
trade-off between matching the constraints and the prior information.

In the rest of this section we study the regularized calibration problem. Under our
standing hypothesis that the prior Lévy process has jumps bounded from above and
corresponds to an arbitrage-free market (P ∈ LNA∩L+

B), we show that the regularized
calibration problem always admits a solution that depends continuously on the market
data. In addition, we give a sufficient condition on the prior P for the solution to be
an equivalent martingale measure and show how the regularization parameter α must
be chosen depending on the noise level δ if the regularized solutions are to converge
to the solutions of the minimum entropy least squares calibration problem (4.2).

5.1. Existence of solutions. The following result shows that, unlike the exact
or the least squares formulations, the regularized inverse problem always admits a
solution.

Theorem 5.1. Let P ∈ LNA∩L+
B for some B > 0. Then the calibration problem

(5.2) has a solution Q∗ ∈ M∩L+
B.

Proof. By Lemma A.5, there exists Q0 ∈ M∩L with I(Q0|P ) < ∞. The solution,
if it exists, must belong to the level set LJα(Q0) := {Q ∈ L : I(Q|P ) ≤ Jα(Q0)}.
Since Jα(Q0) = ‖CM − CQ0‖2

w + I(Q0|P ) < ∞, by Lemma A.2 LJα(Q0) is tight
and, by Prohorov’s theorem, weakly relatively compact. Corollary A.4 entails that
I(Q|P ) is weakly lower semicontinuous with respect to Q. Therefore, {Q ∈ P(Ω) :
I(Q|P ) ≤ Jα(Q0)} is weakly closed, and since by Lemma 2.1 M∩L+

B is weakly closed,
M∩L+

B ∩ LJα(Q0) is weakly compact. Moreover, by Lemma 3.1 the squared pricing
error is weakly continuous, which entails that Jα(Q) is weakly lower semicontinuous.
Therefore, Jα(Q) achieves its minimum value on M∩L+

B ∩LJα(Q0), which proves the
theorem.

Since P ∈ L+
B (i.e., with jumps of X bounded from above P -a.s.), solutions Q are

also in L+
B . This may seem a limitation if the data is generated by a Lévy process

with jumps unbounded from above. This case is unlikely in financial applications; the
form of Lévy densities found empirically in [14] gives little evidence for large upward
jumps. Even in the theoretical case where the observed option prices are generated
by an exponential-Lévy model with jumps unbounded from above, the localization
estimates in [15, Proposition 4.2.] show that we can reproduce such prices with a
Lévy process in L+

B by choosing B large enough.
Since every solution Q∗ of the regularized calibration problem (5.2) has finite

relative entropy with respect to the prior P , necessarily Q∗ � P . However, Q∗

need not in general be equivalent to the prior. When the prior corresponds to the
“objective” probability measure, absence of arbitrage is guaranteed if options are
priced using an equivalent martingale measure [25]. The following theorem gives a
sufficient condition for this equivalence.

Theorem 5.2. Let P ∈ LNA ∩L+
B and assume the characteristic function ΦP

T of
P satisfies ∫ ∞

−∞
|ΦP

T (u)|du < ∞(5.3)

for some T < T0, where T0 is the shortest maturity, present in the market data. Then
every solution Q∗ of the calibration problem (5.2) satisfies Q∗ ∼ P .
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Remark 5.1. Condition (5.3) implies that the prior Lévy process has a continuous
density at time T and all subsequent times. Two important examples of processes
satisfying the condition (5.3) for all T are

• processes with nonzero Gaussian component (A > 0).
• processes with stablelike behavior of small jumps, that is, processes whose

Lévy measure satisfies

∃β ∈ (0, 2), lim inf
ε↓0

ε−β

∫ ε

−ε

|x|2ν(dx) > 0.(5.4)

For a proof, see [34, Proposition 28.3]. This class includes tempered stable
processes [13] with α+ > 0 and/or α− > 0.

To prove Theorem 5.2 we will use the following lemma.
Lemma 5.3. Let P ∈ M∩L+

B with characteristic triplet (A, ν, γ) and character-
istic exponent ψ. There exists C < ∞ such that∣∣∣∣ψ(v − i)

(v − i)v

∣∣∣∣ ≤ C ∀v ∈ R.

Proof. From the Lévy–Khinchin formula and (2.3),

ψ(v − i) = −1

2
Av(v − i) +

∫ ∞

−∞
(ei(v−i)x + iv − ex − ivex)ν(dx).(5.5)

Observe first that

ei(v−i)x + iv − ex − ivex = iv(xex + 1 − ex) +
θv2x2ex

2
for some θ with |θ| ≤ 1.

Therefore, for all v with |v| ≥ 2,∣∣∣∣ei(v−i)x + iv − ex − ivex

(v − i)v

∣∣∣∣ ≤ xex + 1 − ex + x2ex.(5.6)

On the other hand,

ei(v−i)x + iv − ex − ivex

(v − i)v
=

iex(eivx − 1)

v
− i(ei(v−i)x − 1)

v − i

= −xex − ivx2

2
eθ1ivx + x +

i(v − i)x2

2
eθ2i(v−i)x

with some θ1, θ2 ∈ [0, 1]. Therefore, for all v with |v| ≤ 2,

∣∣∣∣ei(v−i)x + iv − ex − ivex

(v − i)v

∣∣∣∣ ≤ x(1 − ex) +
x2

2
(v +

√
1 + v2ex) ≤ x(1 − ex) + x2(1 + 2ex).

(5.7)

Since the support of ν is bounded from above, the right-hand sides of (5.6) and (5.7)
are ν-integrable and the proof of the lemma is completed.

Proof of Theorem 5.2. Let Q∗ be a solution of (5.2) with prior P . By Lemma
A.5, there exists Q0 ∈ M∩ L such that Q0 ∼ P . Denote the characteristic triplet of
Q∗ by (A, ν∗, γ∗) and that of Q0 by (A, ν0, γ0).



12 RAMA CONT AND PETER TANKOV

Let Qx be a Lévy process with characteristic triplet (A, xν0 + (1 − x)ν∗, xγ0 +
(1 − x)γ∗). From the linearity of the martingale condition (2.3), it follows that for
all x ∈ [0, 1], Qx ∈ M ∩ L. Since Q∗ realizes the minimum of Jα(Q), necessarily
Jα(Qx) − Jα(Q∗) ≥ 0 for all x ∈ [0, 1]. Our strategy for proving the theorem is first

to show that ‖CM−CQx‖2−‖CM−CQ∗
‖2

x is bounded as x → 0 and then to show that if
I(Qx|P )−I(Q∗|P )

x is bounded from below as x → 0, necessarily Q∗ ∼ P .

The first step is to prove that the characteristic function Φ∗ of Q∗ satisfies the
condition (5.3) for some T < T0. If A > 0, this is trivial. Assume that A = 0. In this
case, |Φ∗

T (u)| = exp(T
∫∞
−∞(cos(ux) − 1)ν∗(dx)). Denote dν∗

dνP := φ∗. Since Q∗ � P ,

by Theorem IV.4.39 in [27],
∫∞
−∞(

√
φ∗(x) − 1)2νP (dx) ≤ K < ∞ for some constant

K. Therefore, there exists another constant C > 0 such that

∫
{φ∗(x)>C}

(1 − cos(ux))|φ∗ − 1|νP (dx) < C

uniformly on u. For all r > 0,

∫ ∞

−∞
(1 − cos(ux))|φ∗ − 1|νP (dx) ≤ C +

∫
{φ∗(x)≤C}

(1 − cos(ux))|φ∗ − 1|νP (dx)

≤ C +
r

2

∫
{φ∗(x)≤C}

(1 − cos(ux))2νP (dx) +
1

2r

∫
{φ∗(x)≤C}

(φ∗ − 1)2νP (dx)

≤ C + r

∫ ∞

−∞
(1 − cos(ux))νP (dx) +

K(
√
C + 1)2

2r
.

This implies

∫ ∞

−∞
(cos(ux) − 1)ν∗(dx) ≤ (1 + r)

∫ ∞

−∞
(cos(ux) − 1)νP (dx) + C +

K(
√
C + 1)2

2r

for all r > 0. Therefore, if the characteristic function of P satisfies the condition (5.3)
for some T , the characteristic function of Q∗ will satisfy it for every T ′ > T .

Since P ∈ LNA∩L+
B , Qx ∈ M∩L+

B for all x ∈ [0, 1]. Therefore, condition (11.15)
in [13] is satisfied and option prices can be computed using equation (11.20) of [13]:2

CQx(T,K) = (1 −Ke−rT )+

+
1

2π

∫ ∞

−∞
e−iv logK+ivrT exp(T (1 − x)ψ∗(v − i) + Txψ0(v − i)) − 1

iv(1 + iv)
dv,

where ψ0 and ψ∗ denote the characteristic exponents of Q0 and Q∗. It follows that

CQx(T,K) − CQ∗
(T,K)

x

=
1

2π

∫ ∞

−∞
e−iv logK+ivrT eT (1−x)ψ∗(v−i)+Txψ0(v−i) − eTψ∗(v−i)

iv(1 + iv)x
dv.

2This method for option pricing by Fourier transform is originally due to Carr and Madan [10].
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Since �ψ0(v − i) ≤ 0 and �ψ∗(v − i) ≤ 0 for all v ∈ R, Lemma 5.3 implies∣∣∣∣∣e−iv logK+ivrT eT (1−x)ψ∗(v−i)+Txψ0(v−i) − eTψ∗(v−i)

iv(1 + iv)x

∣∣∣∣∣
≤ T

|eT (1−x)ψ∗(v−i)||ψ0(v − i) − ψ∗(v − i)|
|v(1 + iv)| ≤ T |eT (1−x)ψ∗(v−i)|C ′

for some constant C ′. From the dominated convergence theorem and since Q∗ satisfies

(5.3), ∂CQx (T,K)
∂x |x=0 exists and is bounded uniformly on T and K in the market data

set. This in turn means that ‖CM−CQx‖2−‖CM−CQ∗
‖2

x is bounded as x → 0. To

complete the proof, it remains to show that if I(Qx|P )−I(Q∗|P )
x is bounded from below

as x → 0, necessarily Q∗ ∼ P . Using the convexity (with respect to νQ and γQ) of
the two terms in the expression (A.1) for relative entropy, we have

I(Qx|P ) − I(Q∗|P )

x

=
T∞
2Ax

{
xγ0 + (1 − x)γ∗ − γP −

∫
|z|≤1

z(xν0 + (1 − x)ν∗ − νP )(dz)

}2

1A 
=0

− T∞
2Ax

{
γ∗ − γP −

∫
|z|≤1

z(ν∗ − νP )(dz)

}2

1A 
=0

+
T∞
x

∫ ∞

−∞
{(xφ0 + (1 − x)φ∗) log(xφ0 + (1 − x)φ∗) − xφ0 − (1 − x)φ∗ + 1}νP (dz)

− T∞
x

∫ ∞

−∞
{φ∗ log(φ∗) − φ∗ + 1}νP (dz)

≤ T∞
2A

{
γ0 − γP −

∫
|z|≤1

z(ν0 − νP )(dz)

}2

1A 
=0

− T∞
2A

{
γ∗ − γP −

∫
|z|≤1

z(ν∗ − νP )(dz)

}2

1A 
=0

+ T∞

∫
{φ∗>0}

{φ0 log(φ0) − φ0 + 1}νP (dz) − T∞

∫
{φ∗>0}

{φ∗ log(φ∗) − φ∗ + 1}νP (dz)

+ T∞

∫
{φ∗=0}

{φ0 log(xφ0) − φ0}νP (dz)≤ I(Q0|P )+T∞

∫
{φ∗=0}

(φ0 log x− 1)νP (dz).

Since Jα(Qx)−Jα(Q∗) ≥ 0, this expression must be bounded from below. Therefore,
because φ0 > 0, necessarily νP ({φ∗ = 0}) = 0 and Theorem IV.4.39 in [27] entails
that P � Q∗.

5.2. Continuity of solutions with respect to data.
Theorem 5.4 (continuity of solutions with respect to data). Let {Cn

M}n≥1 and
CM be data sets of option prices such that

‖Cn
M − CM‖w →

n→∞
0.

Let P ∈ LNA ∩ L+
B, α > 0, and for each n let Qn be a solution of the calibration

problem (5.2) with data Cn
M , prior Lévy process P , and regularization parameter α.
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Then {Qn}n≥1 has a subsequence converging weakly to Q∗ ∈ M∩ L+
B, and the limit

of every converging subsequence of {Qn}n≥1 is a solution of calibration problem (5.2)
with data CM , prior P , and regularization parameter α.

Proof. By Lemma A.5, there exists Q0 ∈ M ∩ L with I(Q0|P ) < ∞. Since, by

Lemma 3.1, ‖CQ0−Cn
M‖2 ≤ S2

0 for all n, αI(Qn|P ) ≤ S2
0 +αI(Q0|P ) for all n. There-

fore, by Lemmas 2.1 and A.2 and Prohorov’s theorem, {Qn}n≥1 is weakly relatively
compact. Together with Lemma 2.1 this proves the first part of the theorem.

Choose any subsequence of {Qn}n≥1 converging weakly to Q∗ ∈ M∩L+
B . To sim-

plify notation, this subsequence is denoted again by {Qn}n≥1. The triangle inequality
and Lemma 3.1 imply that

‖CQn − Cn
M‖2 −−−→

n→∞
‖CQ∗ − CM‖2.(5.8)

Since, by Lemma A.3, the relative entropy functional is weakly lower semicontin-
uous with respect to Q, for every Q ∈ M∩L+

B ,

‖CQ∗ − CM‖2 + αI(Q∗|P ) ≤ lim inf
n

{‖CQn − Cn
M‖2 + αI(Qn|P )}

≤ lim inf
n

{‖CQ − Cn
M‖2 + αI(Q|P )}

= lim
n

‖CQ − Cn
M‖2 + αI(Q|P )

= ‖CQ − CM‖2 + αI(Q|P ),

where the second inequality follows from the fact that Qn is the solution of the cali-
bration problem with data Cn

M and the last line follows from the triangle inequality.

5.3. Convergence to MELSSs. The convergence analysis of regularization
methods for inverse problems usually involves the study of the solution of the reg-
ularized problem as the noise level δ vanishes, the regularization parameter being
chosen as a function α(δ) of the noise level using some parameter choice rule. The
following result gives conditions on the parameter choice rule δ �→ α(δ) under which
the solutions of the regularized problem (5.2) converge to MELSSs defined by (4.2).

Theorem 5.5. Let {Cδ
M} be a family of data sets of option prices such that

‖CM −Cδ
M‖ ≤ δ, let P ∈ LNA ∩L+

B, and assume there exists a solution Q of problem
(3.4) with data CM (a least squares solution) such that I(Q|P ) < ∞.

In the case where the constraints are attainable, i.e., ‖CQ −CM‖ = 0, let α(δ) be

such that α(δ) → 0 and δ2

α(δ) → 0 as δ → 0. Otherwise, let α(δ) be such that α(δ) → 0

and δ
α(δ) → 0 as δ → 0.

Then every sequence {Qδk}, where δk → 0 and Qδk is a solution of problem (5.2)
with data Cδk

M , prior P , and regularization parameter α(δk), has a weakly convergent
subsequence. The limit of every convergent subsequence is a solution of problem (4.2)
with data CM and prior P . If the MELSS is unique (MELSS(CM ) = {Q+}), then

Qδ ⇒
δ→0

Q+.

Proof. By Lemma 4.1, there exists at least one MELSS with data CM and prior
P , with finite relative entropy with respect to the prior. Let Q+ ∈ MELSS(CM ).
Since Qδk is the solution of the regularized problem, for every k,

‖CQδk − Cδk
M ‖2 + α(δk)I(Q

δk |P ) ≤ ‖CQ+ − Cδk
M ‖2 + α(δk)I(Q

+|P ).
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Using the fact that for every r > 0 and for every x, y ∈ R,

(1 − r)x2 + (1 − 1/r)y2 ≤ (x + y)2 ≤ (1 + r)x2 + (1 + 1/r)y2,

we obtain that

(5.9) (1 − r)‖CQδk − CM‖2 + α(δk)I(Q
δk |P )

≤ (1 + r)‖CQ+ − CM‖2 +
2δ2

k

r
+ α(δk)I(Q

+|P ),

and since Q+ ∈ LSS(CM ), this implies for all r ∈ (0, 1) that

α(δk)I(Q
δk |P ) ≤ 2r‖CQ+ − CM‖2 +

2δ2
k

r
+ α(δk)I(Q

+|P ).(5.10)

If the constraints are met exactly, ‖CQ+ −CM‖ = 0, and with the choice r = 1/2,
the above expression yields

I(Qδk |P ) ≤ 4δ2
k

α(δk)
+ I(Q+|P ).

Since, by the theorem’s statement, in the case of exact constraints
δ2
k

α(δk) → 0, this

implies

lim sup
k

{I(Qδk |P )} ≤ I(Q+|P ).(5.11)

If ‖CQ+ − CM‖ > 0 (misspecified model), then the right-hand side of (5.10)

achieves its maximum when r = δk‖CQ+ − CM‖−1, in which case we obtain

I(Qδk |P ) ≤ 4δk
α(δk)

‖CQ+ − CM‖ + I(Q+|P ).

Since in the case of approximate constraints δk
α(δk) → 0, we obtain (5.11) once again.

Inequality (5.11) implies in particular that I(Qδk |P ) is uniformly bounded, which
proves, by Lemmas A.2 and 2.1, that {Qδk} is relatively weakly compact in M∩L+

B .
Choose a subsequence of {Qδk} converging weakly to Q∗ ∈ M∩L+

B . To simplify
notation, this subsequence is denoted again by {Qδk}k≥1. Substituting r = δ into
(5.9) and making k tend to infinity shows that

lim sup
k

‖CQδk − CM‖2 ≤ ‖CQ+ − CM‖2.

Together with Lemma 3.1 this implies that

‖CQ∗ − CM‖2 ≤ ‖CQ+ − CM‖2;

hence Q∗ is a least squares solution. By weak lower semicontinuity of I (cf. Lemma
A.3) and using (5.11),

I(Q∗|P ) ≤ lim inf
k

I(Qδk |P ) ≤ lim sup
k

I(Qδk |P ) ≤ I(Q+|P ),
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which means that Q∗ ∈ MELSS(CM ). The last assertion of the theorem follows
from the fact that in this case every subsequence of {Qδk} has a further subsequence
converging toward Q+.

Remark 5.2 (random errors). In line with Remark 3.1, it is irrelevant whether the
noise in the data is “deterministic” or “random,” as long the error level δ is interpreted
as a worst-case error level, i.e., an almost-sure bound on the error:

P0(||Cδ
M − CM || ≤ δ) = 1.(5.12)

In this case, Theorem 5.5 holds for random errors, convergence being interpreted as
almost-sure convergence with respect to the law P0 of the errors.

6. Stability with respect to the prior. If we choose a prior Lévy process P
with a finite number of jump sizes (sometimes called simple Lévy processes),

νP =

M−1∑
k=0

pkδ{xk}(dx),(6.1)

then the solution Q satisfies Q � P by Theorem IV.4.39 in [27]. Thus the corre-
sponding Lévy measure νQ satisfies νQ � νP and is of the form

νQ =

M−1∑
k=0

qkδ{xk}(dx).(6.2)

The calibration problem (5.2) is then a finite-dimensional optimization problem and
can be solved using a numerical optimization algorithm [14]. The advantage of this
method is that we are simply solving (5.2) with a specific choice of prior, so all results
of section 5 hold. Numerical methods for solving this problem are discussed in the
companion paper [14]. Here we will complement these results by a theorem showing
that the solution of a calibration problem with any prior can be approximated (in
the weak sense) by a sequence of solutions of calibration problems with simple Lévy
processes as priors. We start by showing that every Lévy process can be approximated
by simple Lévy processes of the form (6.1).

Lemma 6.1. Let P be a Lévy process with characteristic triplet (A, ν, γ) with
respect to a continuous truncation function h; for every n, let Pn be a Lévy process
with characteristic triplet (A, νn, γ) (with respect to h), where

νn :=

2n∑
k=1

δ{xk}(dx)
μ([xk − 1/

√
n, xk + 1/

√
n))

1 ∧ x2
k

,

xk := (2(k − n) − 1)/
√
n, and μ is a (positive and finite) measure on R, defined by

μ(B) :=
∫
B

(1 ∧ x2)ν(dx) for all B ∈ B(R). Then Pn ⇒ P .
Proof. For a function f ∈ Cb(R), define

fn(x) :=

⎧⎪⎨
⎪⎩

0, x ≥ 2
√
n,

0, x < −2
√
n,

f(xi),x ∈ [xi − 1/
√
n, xi + 1/

√
n) with 1 ≤ i ≤ 2n.

Then
∫

(1 ∧ x2)f(x)νn(dx) =
∫
fn(x)μ(dx). Since f(x) is continuous, fn(x)

n→∞−−−→
f(x) for all x and since f is bounded, the dominated convergence theorem implies

(6.3) lim
n

∫
(1 ∧ x2)f(x)νn(dx) = lim

n

∫
fn(x)μ(dx) =

∫
(1 ∧ x2)f(x)ν(dx).
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With f(x) ≡ h2(x)
1∧x2 the above yields∫

h2(x)νn(dx)
n→∞→

∫
h2(x)ν(dx).

On the other hand, for every g ∈ Cb(R) such that g(x) ≡ 0 on a neighborhood

of 0, f(x) := g(x)
1∧x2 belongs to Cb(R). Therefore, from (6.3), limn

∫
g(x)νn(dx) =∫

g(x)ν(dx) and by Corollary VII.3.6 in [27], Pn ⇒ P .
To compute numerically the solution of the calibration problem (5.2) with a given

prior P , we can construct, using Lemma 6.1, an approximating sequence {Pn} of
simple Lévy processes such that Pn ⇒ P . Problem (5.2) with P replaced by Pn

is then a finite-dimensional optimization problem that can be solved. The resulting
sequence {Qn} of solutions will converge, as shown in the following theorem, to a
solution of the calibration problem with prior P .

Theorem 6.2. Let P, {Pn}n≥1 ⊂ LNA ∩ L+
B such that Pn ⇒ P . Let α > 0, let

CM be a data set of option prices, and for each n ≥ 1 let Qn be a solution of the
calibration problem (5.2) with prior Pn, regularization parameter α, and data CM .
Denote the characteristic triplet (with respect to a continuous truncation function h)
of Pn by (An, ν

P
n , γP

n ) and that of P by (A, νP , γP ). If An → A > 0, then the sequence
{Qn}n≥1 has a weakly convergent subsequence and the limit of every weakly convergent
subsequence of {Qn}n≥1 is a solution of the calibration problem (5.2) with prior P .

Proof. By Lemma A.5, there exists C < ∞ such that for every n one can find

Q̃n ∈ M∩L with I(Q̃n|Pn) ≤ C. Since ‖CQ̃n −CM‖2
w ≤ S2

0 for every n and Qn is the
solution of the calibration problem, I(Qn|Pn) ≤ S2

0/α+C < ∞ for every n. Therefore,
by Lemma A.2, {Qn} is tight and, by Prohorov’s theorem and Lemma 2.1, weakly
relatively compact in M∩L+

B . Choose a subsequence of {Qn} converging weakly to
Q ∈ M ∩ L+

B . To simplify notation, this subsequence is also denoted by {Qn}n≥1.
It remains to show that Q is indeed a solution of (5.2). We can parameterize the
characteristic triplet of any Qφ ∈ M∩L with I(Q|P ) < ∞ as(

A, φνP , γφ := −A

2
−

∫ ∞

−∞
(ex − 1 − h(x))φνP (dx)

)
,

where φ ∈ L1( (|x|2 ∧ 1)νP (dx) ), φ ≥ 0. To prove that Q is a solution of (5.2), we
need to establish that

‖CQ − CM‖2
w + αI(Q,P ) ≤ ‖CQφ − CM‖2

w + αI(Qφ|P ).(6.4)

This will be shown in three steps.

Step 1. Let C
(k)
b (R) denote the set of continuous bounded functions φ : R → R

equal to k on some neighborhood of 0: for each φ ∈ C
(k)
b (R) there exists δ > 0 with

φ(x) = k for all x : |x| < δ. The first step is to prove (6.4) for every φ ∈ C
(1)
b . Choose

one such φ and let Qφ
n denote an element of M∩L with triplet(

An, φν
P
n , γφ

n := −An

2
−

∫ ∞

−∞
(ex − 1 − h(x))φνPn (dx)

)
.

Corollary VII.3.6 in [27] and the fact that Pn ⇒ P imply that Qφ
n ⇒ Qφ, and therefore

by Lemma 3.1,

lim
n

‖CQφ
n − CM‖2

w = ‖CQφ − CM‖2
w.
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Moreover, φ log φ + 1 − φ ∈ C
(0)
b (R) and h(φ − 1) ∈ C

(0)
b (R). Therefore, using once

again Corollary VII.3.6 in [27], we obtain (here, we use the hypothesis limAn = A > 0)

lim
n

I(Qφ
n|Pn) = lim

n

T∞
2An

{
γφ
n − γP

n −
∫ ∞

−∞
h(x)(φ− 1)νPn (dx)

}2

1An 
=0

+ lim
n

T∞

∫ ∞

−∞
(φ log φ + 1 − φ)νPn (dx) = I(Qφ|P ).

Lemma A.3 entails that

I(Q,P ) ≤ lim inf
n

I(Qn, Pn),(6.5)

and since, by Lemma 3.1, the pricing error is weakly continuous, we have, using the
optimality of Qn,

(6.6) ‖CQ − CM‖2
w + αI(Q,P ) ≤ lim inf

n
{‖CQn − CM‖2

w + αI(Qn, Pn)}

≤ lim inf
n
{‖CQφ

n − CM‖2
w + αI(Qφ

n, Pn)} = ‖CQφ − CM‖2
w + αI(Qφ, P ).

This proves (6.4) for all φ ∈ C
(1)
b (R).

Step 2. Let φ ∈ L1((|x|2 ∧ 1)νP ) such that φ ≥ 0 and |φ(x) − 1| ≤ C(|x| ∧ 1) for

every x ∈ R. Then there exists a sequence {φn} ⊂ C
(1)
b (R) such that φn → φ νP -a.e.

and |φn(x) − 1| ≤ C(|x| ∧ 1) for every n and every x ∈ R. Then by Step 1,

‖CQ − CM‖2
w + αI(Q,P ) ≤ ‖CQφn − CM‖2

w + αI(Qφn , P ) ∀n.(6.7)

Using the dominated convergence theorem and Corollary VII.3.6 in [27] yields that
Qφn ⇒ Qφ. Since |h(x)(φn − 1)| ≤ Ch(x)(|x| ∧ 1) and

φn log φn + 1 − φn ≤ (φn − 1)2 ≤ C2(|x|2 ∧ 1),

the dominated convergence theorem yields

lim
n

I(Qφn |Pn) = lim
n

T∞
2A

{
γφn − γP −

∫ ∞

−∞
h(x)(φn − 1)νP (dx)

}2

1A 
=0

+ lim
n

T∞

∫ ∞

−∞
(φn log φn + 1 − φn)νP (dx) = I(Qφ|P ).

Therefore, by passing to the limit n → ∞ in (6.7), we obtain that (6.4) holds for every
φ ∈ L1((|x|2 ∧ 1)νP ) such that φ ≥ 0 and |φ(x) − 1| ≤ C(|x| ∧ 1).

Step 3. Let us now choose a nonnegative φ ∈ L1((|x|2 ∧ 1)νP ). Without loss of
generality, we can assume I(Qφ|P ) < ∞. Let

φn(x) =

⎧⎪⎨
⎪⎩

1 − n(|x| ∧ 1), φ(x) < 1 − n(|x| ∧ 1),

1 + n(|x| ∧ 1), φ(x) > 1 + n(|x| ∧ 1),

φ(x) otherwise.

Then φn ≤ φ∨ 1 and, once again, the dominated convergence theorem and Corollary
VII.3.6 in [27] entail that Qφn ⇒ Qφ. Since |h(x)(φn − 1)| ≤ |h(x)(φ − 1)| and
φn log φn + 1− φn ≤ φ log φ+ 1− φ, again by dominated convergence we obtain that
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limn I(Q
φn |Pn) = I(Qφ|P ) and by passage to the limit n → ∞ in (6.7), (6.4) holds for

all φ ∈ L1((|x|2 ∧ 1)νP ) with φ ≥ 0, which completes the proof of the theorem.
Another implication of the above theorem is that small changes in the prior Lévy

process lead to small changes in the solution: the solution is not very sensitive to
minor errors in the determination of the prior measure. This result confirms the
empirical observations made in [14].

7. Conclusion. We have proposed here a stable method for constructing an op-
tion pricing model of exponential Lévy type, consistent with a given data set of option
prices. Our approach is based on the regularization of the calibration problem using
the relative entropy with respect to a prior exp-Lévy model as penalization term. The
regularization restores existence and stability of solutions; the use of relative entropy
links our approach to previous work using relative entropy as a criterion for selection
of pricing rules. This technique is readily amenable to numerical implementation, as
shown in [14], where empirical applications to financial data are also discussed.

The problem studied here is an example of regularization of a nonlinear, infinite-
dimensional inverse problem with noisy data. The above results may also be useful
for other nonlinear inverse problems where positivity constraints on the unknown
parameter make regularization by relative entropy suitable.

Finally, although we have considered the setting of Lévy processes, this approach
can also be adapted to other models with jumps—such as stochastic volatility models
with jumps (see [13, Chapter 15] for a review)—where the jump structure is described
by a Lévy measure to be retrieved from observations.

Appendix A. Relative entropy for Lévy processes. In this appendix we
explicitly compute the relative entropy of two Lévy processes in terms of their char-
acteristic triplets and establish some properties of the relative entropy viewed as a
functional on Lévy processes. Under additional assumptions the relative entropy of
two Lévy processes was computed in [11] in the case where Q is equivalent to P and
the Lévy process has finite exponential moments under P and in [30] in the case where

log dνQ

dνP is bounded. We give here an elementary proof valid for all Lévy processes.
Theorem A.1 (relative entropy of Lévy processes). Let {Xt}t≥0 be a real-valued

Lévy process on (Ω,F , Q) and on (Ω,F , P ) with respective characteristic triplets
(AQ, νQ, γQ) and (AP , νP , γP ). Suppose that Q � P (by Theorem IV.4.39 in [27],
this implies that AQ = AP and νQ � νP ) and denote A := AQ = AP . Then for
every time horizon T ≤ T∞ the relative entropy of Q|FT

with respect to P |FT
can be

computed as follows:

(A.1) IT (Q|P ) = I(Q|FT
|P |FT

) =
T

2A

{
γQ − γP −

∫ 1

−1

x(νQ − νP )(dx)

}2

1A 
=0

+ T

∫ ∞

−∞

(
dνQ

dνP
log

dνQ

dνP
+ 1 − dνQ

dνP

)
νP (dx).

Proof. Let {Xc
t }t≥0 be the continuous martingale part of X under P (a Brownian

motion), μ be the jump measure of X, and φ := dνQ

dνP . From [27, Theorem III.5.19],

the density process Zt :=
dQ|Ft

dP |Ft
is the Doléans-Dade exponential of the Lévy process

{Nt}t≥0 defined by

Nt := βXc
t +

∫
[0,t]×R

(φ(x) − 1){μ(ds× dx) − ds νP (dx)},
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where β is given by

β =

{ 1
A{γQ − γP −

∫
|x|≤1

x(φ(x) − 1)νP (dx)} if A > 0,

0 otherwise.

Choose 0 < ε < 1 and let I := {x : ε ≤ φ(x) ≤ ε−1}. We split Nt into two independent
martingales:

N ′
t := βXc

t +

∫
[0,t]×I

(φ(x) − 1){μ(ds× dx) − ds νP (dx)} and

N ′′
t :=

∫
[0,t]×(R\I)

(φ(x) − 1){μ(ds× dx) − ds νP (dx)}.

Since N ′ and N ′′ never jump together, [N ′, N ′′]t = 0 and E(N ′+N ′′)t = E(N ′)tE(N ′′)t
(cf. equation II.8.19 in [27]). Moreover, since N ′ and N ′′ are Lévy processes and
martingales, their stochastic exponentials are also martingales (Proposition 8.23 in
[13]). Therefore,

IT (Q|P ) = EP [ZT logZT ]

= EP [E(N ′)TE(N ′′)T log E(N ′)T ] + EP [E(N ′)TE(N ′′)T log E(N ′′)T ]

= EP [E(N ′)T log E(N ′)T ] + EP [E(N ′′)T log E(N ′′)T ](A.2)

if these expectations exist.
Since ΔN ′

t > −1 a.s., E(N ′)t is almost surely positive. Therefore, from Lemma
5.8 in [23], Ut := log E(N ′)t is a Lévy process with the following characteristic triplet:

AU = β2A,

νU (B) = νP (I ∩ {x : log φ(x) ∈ B}) ∀B ∈ B(R),

γU = −β2A

2
−

∫ ∞

−∞
(ex − 1 − x1|x|≤1)ν

U (dx).

This implies that U has bounded jumps and all exponential moments. Therefore,
E[UT e

UT ] < ∞ and can be computed as follows:

EP [UT e
UT ] = −i

d

dz
EP [eizUT ]|z=−i = −iTψ′(−i)EP [eUT ] = −iTψ′(−i)

= T

(
AU + γU +

∫ ∞

−∞
(xex − x1|x|≤1)ν

U (dx)

)

=
β2AT

2
+ T

∫
I

(φ(x) log φ(x) + 1 − φ(x))νP (dx).(A.3)

It remains to compute EP [E(N ′′)T log E(N ′′)T ]. Since N ′′ is a compound Poisson
process, E(N ′′)t = ebt

∏
s≤t(1 + ΔN ′′

s ), where b =
∫

R\I(1 − φ(x))νP (dx). Let ν′′ be

the Lévy measure of N ′′ and λ its jump intensity. Then

E(N ′′)T log E(N ′′)T = bTE(N ′′)T + ebT
∏
s≤T

(1 + ΔN ′′
s )

∑
s≤T

log(1 + ΔN ′′
s )

and

EP [E(N ′′)T log E(N ′′)T ]

= bT + ebT
∞∑
k=0

e−λT (λT )k

k!
E

⎡
⎣∏
s≤T

(1 + ΔN ′′
s )

∑
s≤T

log(1 + ΔN ′′
s )|k jumps

⎤
⎦ .
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Since, under the condition that N ′′ jumps exactly k times in the interval [0, T ], the
jump sizes are independent and identically distributed, we find, denoting the generic
jump size by ΔN ′′,

EP [E(N ′′)T log E(N ′′)T ]

= bT + ebT
∞∑
k=0

e−λT (λT )k

k!
kE[1 + ΔN ′′]k−1E[(1 + ΔN ′′) log(1 + ΔN ′′)]

= bT + λTE[(1 + ΔN ′′) log(1 + ΔN ′′)]

= bT + T

∫ ∞

−∞
(1 + x) log(1 + x)ν′′(dx)

= T

∫
R\I

(φ(x) log φ(x) + 1 − φ(x))νP (dx).

In particular, EP [E(N ′′)T log E(N ′′)T ] is finite if and only if the integral in the last line
is finite. Combining the above expression with (A.3) and (A.2) finishes the proof.

Lemma A.2. Let P, {Pn}n≥1 ⊂ L+
B for some B > 0, such that Pn ⇒ P . Then

for every r > 0, the level set Lr := {Q ∈ L : I(Q|Pn) ≤ r for some n} is tight.
Proof. For every Q ∈ Lr, choose any element of {Pn}n≥1 for which I(Q|PQ) ≤ r

and denote it by PQ. The characteristic triplet of Q is denoted by (AQ, νQ, γQ) and

that of PQ by (APQ , νPQ , γPQ). In addition, we define φQ := dνQ

dνPQ
. From Theorem

A.1, ∫ ∞

−∞
(φQ(x) log φQ(x) + 1 − φQ(x))νPQ(dx) ≤ r/T∞.

Therefore, for u sufficiently large,∫
{φQ>u}

φQνPQ(dx) ≤
∫
{φQ>u}

2φQ[φQ log φQ + 1 − φQ]νPQ(dx)

φQ log φQ
≤ 2r

T∞ log u
,

which entails that for u sufficiently large,∫
{φQ>u}

νQ(dx) ≤ 2r

T∞ log u

uniformly with respect to Q ∈ Lr. Let ε > 0 and choose u such that
∫
{φQ>u} ν

Q(dx) ≤
ε/2 for every Q ∈ Lr. By Corollary VII.3.6 in [27],∫ ∞

−∞
f(x)νPn(dx) →

∫ ∞

−∞
f(x)νP (dx)

for every continuous bounded function f that is identically zero on a neighborhood of
zero. Since the measures νP and νPn for all n ≥ 1 are finite outside a neighborhood
of zero and Pn ⇒ P , we can choose a compact K such that νPn(R \K) ≤ ε/2u for
every n. Then

νQ(R \K) =

∫
(R\K)∩{φQ≤u}

φQνPQ(dx) +

∫
(R\K)∩{φQ>u}

νQ(dx) ≤ ε.(A.4)

It is easy to check by computing derivatives that for every u > 0, on the set
{x : φQ(x) ≤ u},

(φQ − 1)2 ≤ 2u(φQ log φQ + 1 − φQ).
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Therefore, for u sufficiently large and for all Q ∈ Lr,∣∣∣∫
|x|≤1

x(φQ − 1)νPQ(dx)
∣∣∣

≤
∣∣∣∣∣
∫
|x|≤1, φQ≤u

x(φQ − 1)νPQ(dx)

∣∣∣∣∣ +

∣∣∣∣∣
∫
|x|≤1, φQ>u

x(φQ − 1)νPQ(dx)

∣∣∣∣∣
≤

∫
|x|≤1

x2νPQ(dx) +

∫
|x|≤1, φQ≤u

(φQ − 1)2νPQ(dx) + 2

∫
φQ>u

φQνPQ(dx)

≤
∫
|x|≤1

x2νPQ(dx) + 2u

∫ ∞

−∞
(φQ log φQ + 1 − φQ)νPQ(dx) +

4r

T∞ log u

≤
∫
|x|≤1

x2νPQ(dx) +
3ru

T∞
.(A.5)

By Proposition VI.4.18 in [27], the tightness of {Pn}n≥1 implies that

APn +

∫
|x|≤1

x2νPn(dx)(A.6)

is bounded uniformly on n, which means that the right-hand side of (A.5) is bounded
uniformly with respect to Q ∈ Lr. From Theorem IV.4.39 in [27], AQ = APQ for all
Q ∈ Lr because for the relative entropy to be finite, necessarily Q � PQ. Theorem
A.1 then implies that

{
γQ − γP −

∫ 1

−1

x(νQ − νP )(dx)

}2

≤ 2APQr

T∞
.

From (A.6), APn is bounded uniformly on n. Therefore, inequality (A.5) shows that
|γQ| is bounded uniformly with respect to Q. For u sufficiently large,

(A.7) AQ +

∫ ∞

−∞
(x2 ∧ 1)φQνPQ(dx) ≤ AQ + u

∫
φQ≤u

(x2 ∧ 1)νPQ(dx)

+

∫
φQ>u

φQνPQ(dx) ≤ APQ + u

∫ ∞

−∞
(x2 ∧ 1)νPQ(dx) +

2r

T∞ log u

and (A.6) implies that the right-hand side is bounded uniformly with respect to Q ∈
Lr. By Proposition VI.4.18 in [27], (A.4), (A.7), and the fact that |γQ| is bounded
uniformly with respect to Q entail that the set Lr is tight.

Lemma A.3. Let Q and P be two probability measures on (Ω,F). Then

I(Q|P ) = sup
f∈Cb(Ω)

{∫
Ω

fdQ−
∫

Ω

(ef − 1)dP

}
,(A.8)

where Cb(Ω) is space of bounded continuous functions on Ω.
Proof. Observe that

φ(x) =

{
x log x + 1 − x, x > 0,
∞, x ≤ 0,

and φ∗(y) = ey − 1 are proper convex functions on R, conjugate to each other, and
apply Corollary 2 in [31, p. 538].
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Corollary A.4. The relative entropy functional I(Q|P ) is weakly lower semi-
continuous with respect to Q for fixed P .

Lemma A.5. Let P, {Pn}n≥1 ⊂ LNA ∩ L+
B for some B > 0 such that Pn ⇒ P .

There exists a sequence {Qn}n≥1 ⊂ M∩L+
B with Qn ∼ Pn for every n and a constant

C < ∞ such that I(Qn|Pn) ≤ C for every n.
Proof. Let h : R → R be a continuous truncation function. For n ≥ 1, let

(An, νn, γn) be the characteristic triplet of Pn with respect to h and let

f(β, Pn) := γn +

(
1

2
+ β

)
An +

∫ ∞

−∞

{
(ex − 1)eβ(ex−1) − h(x)

}
νn(dx).

The first step is to show that for every n, there exists a unique βn such that f(βn, Pn) =
0 and that the sequence {βn}n≥1 is bounded.

Since for every n, Pn ∈ L+
B , the dominated convergence theorem yields

f ′
β(β, Pn) = An +

∫ ∞

−∞
(ex − 1)2eβ(ex−1)νn(dx) > 0,

and since Pn ∈ LNA, the Lévy process (X,Pn) is not a.s. increasing or a.s. decreasing,
which means that at least one of the following conditions holds:

1. An > 0,
2. νn((−∞, 0)) > 0 and νn(0,∞) > 0,
3. An = 0, νn((−∞, 0)) = 0 and γn −

∫∞
−∞ h(x)νn(dx) < 0,

4. An = 0, νn((0,∞)) = 0 and γn −
∫∞
−∞ h(x)νn(dx) > 0.

Since f ′
β(β, Pn) ≥ An + min(

∫ 0

−∞(ex − 1)2νn(dx),
∫∞
0

(ex − 1)2νn(dx)), if conditions 1
or 2 above hold, f ′

β(β, Pn) is bounded from below by a positive constant and therefore

∃!βn : f(βn, Pn) = 0.(A.9)

If condition 3 above holds, limβ→−∞ f(β, Pn) = γn −
∫∞
−∞ h(x)νn(dx) < 0 and

limβ→∞ f(β, Pn) = ∞, which means that (A.9) also holds. The case when condi-
tion 4 above is satisfied may be treated similarly.

Let us now show that the sequence {βn}n≥1 is bounded. Rewrite f(β, Pn) as

f(β, Pn) := γn +

(
1

2
+ β

)(
An +

∫ ∞

−∞
h2(x)νn(dx)

)

+

∫ ∞

−∞

{
(ex − 1)eβ(ex−1) − h(x) −

(
1

2
+ β

)
h2(x)

}
νn(dx).(A.10)

Since (ex − 1)eβ(ex−1) − x −
(

1
2 + β

)
x2 = o(|x|2) and the integrand in the last

term of (A.10) is bounded on (−∞, B], by Corollary VII.3.6 in [27], for every β,
limn f(β, Pn) = f(β, P ).

Since P also belongs to L+
B ∩ LNA, by the same argument as above, there exists

a unique β∗ such that f(β, P ) = 0 and f ′
β(β∗, P ) > 0. This means that there exist

ε > 0 and finite constants β− < β∗ and β+ > β∗ such that f(β−, P ) < −ε and
f(β+, P ) > ε. One can then find N such that for all n ≥ N , f(β−, Pn) < −ε/2 and
f(β+, Pn) > ε/2, which means that βn ∈ [β−, β+] and the sequence {βn} is bounded.
Let (X,Qn) be the Lévy process with characteristic triplet (with respect to h)

AQ
n = An, νQn = eβn(ex−1)νn,

γQ
n = γn + Anβn +

∫ ∞

−∞
h(x)(eβ(ex−1) − 1)νn(dx).
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The measure Qn is in fact the minimal entropy martingale measure for Pn [29], but
this result is not used here. From Theorem A.1,

I(Qn|Pn) = −T

{
βn

2
(1 + βn)An + βnγn +

∫ ∞

−∞
{eβn(ex−1) − 1 − βnh(x)}νn(dx)

}
.

(A.11)

To show that the sequence {I(Qn|Pn)}n≥1 is bounded, observe that for

∀x ∈ [−1, 1],
∣∣∣eβ(ex−1) − 1 − βx

∣∣∣ ≤ βeβ(e−1)+1(1 + βe)|x|2,

∀x ≤ B,
∣∣∣eβ(ex−1) − 1 − βx1|x|≤1

∣∣∣ ≤ βeβ(eB+1) + 1 + βB.

The uniform boundedness of the sequence of relative entropies now follows from (A.11)
and Theorem VI.4.18 in [27].
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and exponential Lévy models, SIAM J. Numer. Anal., 43 (2005), pp. 1596–1626.

[16] S. Crépey, Calibration of the local volatility in a trinomial tree using Tikhonov regularization,
Inverse Problems, 19 (2003), pp. 91–127.

[17] I. Csiszar, I-divergence geometry of probability distributions and minimization problems, Ann.
Probab., 3 (1975), pp. 146–158.

[18] B. Dupire, Pricing with a smile, RISK, 7 (1994), pp. 18–20.
[19] N. El Karoui and R. Rouge, Pricing via utility maximization and entropy, Math. Finance,

10 (2000), pp. 259–276.
[20] H. W. Engl, M. Hanke, and A. Neubauer, Regularization of Inverse Problems, Math. Appl.

375, Kluwer Academic Publishers, Dordrecht, The Netherlands, 1996.
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Abstract. The classical study of controllability of linear systems assumes unconstrained control
inputs. The “distance to uncontrollability” measures the size of the smallest perturbation to the ma-
trix description of the system rendering it uncontrollable and is a key measure of system robustness.
We extend the standard theory of this measure of controllability to the case where the control input
must satisfy given linear inequalities. Specifically, we consider the control of differential inclusions,
concentrating on the particular case where the control input takes values in a given convex cone.
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1. Introduction. Classical linear control theory concerns a system of the form

ẋ(t) = Ax(t) + Bu(t),(1.1)

where, at each time t, the state vector x(t) lies in the space R
n, the input control

u(t) lies in the space R
m, and the given matrices A and B are real and of appropriate

dimensions. A key question is controllability—whether x can be steered from the
origin to an arbitrary point in the state space. To fix the ideas, suppose the input
function u(·) is taken from

U =

{
u : [0, T ] → R

m |
∫ T

0

|u(t)|dt < ∞
}
,

the space of integrable functions over a prescribed time interval [0, T ]. The associated
trajectory

t �→ xu,A,B(t) =

∫ t

0

e(t−s)ABu(s)ds

is then an element of the function space

X = {x : [0, T ] → R
n | x is absolutely continuous}.

Controllability of the linear system (1.1), or equivalently of the pair (A,B), simply
means that {

xu,A,B(T ) | u ∈ U
}

= R
n.
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For convenience, we see (A,B) not just as a pair of matrices but also as an element
of L(Rn+m,Rn), the space of linear maps from R

n+m to R
n. Spaces of this type are

equipped with the operator (or spectral) norm, which we denote by ‖ · ‖. Norms in
standard Euclidean spaces are denoted simply by | · |. To avoid a possible misunder-
standing, let us be more explicit:

‖(A,B)‖ = sup
|(s,w)|=1

|As + Bw|.

As pointed out by Lee and Markus [25], the set

Ξ = {(A,B) ∈ L(Rn+m,Rn) | the system (1.1) is uncontrollable}

is closed. This fact prompted Paige [27] to introduce the number

μ(A,B) = inf
(C,D)∈Ξ

‖(A,B) − (C,D)‖(1.2)

as measure for the “degree of controllability” of a given (A,B). The number (1.2)
indicates how much we need to perturb the system (1.1) in order to destroy its con-
trollability.

The problem of estimating (1.2) is of importance for control theorists and engi-
neers alike. In section 3 we review what has been done already in connection with
the evaluation of Paige’s distance function μ : L(Rn+m,Rn) → R. We also clarify a
point that remained a bit obscure until now, namely, the difference between real and
complex controllability.

The purpose of our work is to go beyond the traditional context of the uncon-
strained linear model (1.1). As shown in section 5, the discussion becomes more
involved when the input function u(·) is subject to constraints. New concepts and
tools are needed to handle this more general situation. Sections 7 and 8 are devoted
to the controllability analysis of dynamical systems described by convex processes.

The notation that we employ is for the most part standard; however, a partial
list is provided for the reader’s convenience:

ImL = {Ls | s ∈ R
n} (range of an operator L defined on R

n),

KerL = {s ∈ R
n | Ls = 0} (nullspace of an operator L defined on R

n),

dist[z,Γ] = infγ∈Γ|z−γ| (distance from z to the set Γ),

spanK = K−K (space spanned by the cone K ⊂ R
n),

linK = K∩−K (lineality space of the cone K ⊂ R
n),

K+ = {q ∈ R
n | qT s ≥ 0 ∀s ∈ K} (dual cone of K ⊂ R

n),

S⊥ = {q ∈ R
n | qT s = 0 ∀s ∈ S} (orthogonal space of S ⊂ R

n),

grF = {(s, v) ∈ R
n×R

n | v ∈ F(s)} (graph of a process F : R
n −→−→R

n),

domF = {s ∈ R
n | F(s) �= ∅} (domain of a process F : R

n −→−→R
n),

ImF = ∪s∈RnF(s) (image of a process F : R
n −→−→R

n).
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2. The reduction lemma. Controllability is a linear-algebraic property of the
matrix pair (A,B), and in this framework, the problem of computing the distance to
uncontrollability is a matrix distance problem. As is often the case for such problems,
rank-one perturbations are important. We capture the essential idea in the following
abstract linear algebra result that plays a ubiquitous role throughout this work. The
notation xT indicates the transpose of the column vector x.

Lemma 2.1 (reduction lemma). Let Γ ⊂ R
p be a nonempty set, x ∈ R

n a nonzero
vector, y ∈ R

p, and F ∈ L(Rn,Rp). Then,

inf
E∈L(Rn,Rp)
Ex−y∈Γ

‖E − F‖ =
1

|x| dist[Fx− y,Γ].(2.1)

Furthermore, if γ is a point in Γ at minimal distance from Fx− y, then

E = F +
1

|x|2 (y − Fx + γ)xT(2.2)

achieves the infimum on the left-hand side of (2.1).
Proof. Denote by α the term on the left-hand side of (2.1). Then,

α = inf
E∈L(Rn,Rp)
Ex−y∈Γ

sup
|s|=1

|(E − F )s| ≥ inf
E∈L(Rn,Rp)
Ex−y∈Γ

∣∣∣∣(E − F )

(
x

|x|

)∣∣∣∣
≥ 1

|x| inf
E∈L(Rn,Rp)
Ex−y∈Γ

|(Ex− y) − (Fx− y)| ≥ 1

|x| dist[Fx− y,Γ].

To prove the reverse inequality, we find a sequence {γν}ν∈N in Γ such that

|Fx− y − γν | ≤ dist[Fx− y,Γ] + ν−1 ∀ν ∈ N.

(Recall that Γ is not assumed to be closed.) The corresponding linear map

Eν = F +
1

|x|2 (y − Fx + γν)x
T

satisfies Eνx− y ∈ Γ, and therefore

α ≤ ‖Eν − F‖ =
1

|x|2 sup
|s|=1

|(y − Fx + γν)x
T s|

≤ |y − Fx + γν |
|x| ≤ dist[Fx− y,Γ] + ν−1

|x| .

We now let ν → ∞ and arrive at the desired conclusion. The second part of the lemma
is obtained by working with γ instead of the minimizing sequence {γν}ν∈N.

What formula (2.1) says is that our complicated approximation problem in the
space (L(Rn,Rp), ‖ · ‖) can be reduced to a simpler approximation problem over the
Euclidean space (Rp, | · |).

3. The unconstrained linear model. Paige’s measure of controllability (1.2),
while rather natural, is not the most amenable to analysis. We therefore begin our ex-
position by discussing the easier case first analyzed by Paige, allowing the pair (A,B)
to have complex entries. Most of the material presented in this section is well known,
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but we take the opportunity to clarify some common points of confusion. The original
Paige measure of controllability is the distance function μcomplex : L(Cn+m,Cn) → R

defined by

μcomplex(A,B) = inf
(C,D) uncontrollable
(C,D)∈L(Cn+m,Cn)

‖(A,B) − (C,D)‖.(3.1)

A celebrated result due to Eising [9] asserts that

μcomplex(A,B) = inf
z∈C

σmin[A− zI,B],(3.2)

where the term on the right-hand side concerns the minimization of the smallest
singular value of the rectangular matrix [A − zI,B] with respect to the complex
scalar z. This minimization problem has been extensively studied in the last years
(cf. [6, 10, 11, 14, 17]), so we don’t indulge in this matter. Suffice it to say that the
Eising formula has its root in the Hautus [16] characterization of controllability:

(A,B) is controllable ⇐⇒ rank[A− zI,B] = n ∀z ∈ C.

We would like to stress the fact that in this paper we are going to work with control
systems described only in terms of real entries. The field of complex numbers is ill
adjusted when it comes to conically constrained control systems or, more generally,
with convex processes.

As shown by Gracia and de Hoyos [15], even if (A,B) has real entries, the uncon-
trollable (C,D) achieving the infimum in (3.1) may well have complex entries. The
“real” Paige function (1.2) is not just the restriction of μcomplex to the real field. The
question of estimating the real Paige function can be answered in at least two different
ways.

3.1. The approach of DeCarlo and Wicks. In what follows, we identify the
set

O(r, n) = {Q ∈ L(Rr,Rn) | QTQ = I}

with the collection of orthonormal matrices of size n × r. The following variational
formula involves a minimization over the collection of orthonormal matrices having
at most two columns.

Proposition 3.1 (see DeCarlo and Wicks [8]). Consider a controllable operator
(A,B) ∈ L(Rn+m,Rn). Then, one has

μ(A,B) = inf
Q∈O(1,n)∪O(2,n)

‖(QTA(I −QQT ), QTB)‖.(3.3)

From a computational point of view, formula (3.3) is not very satisfactory because
it involves a minimization problem over a complicated set of matrices. Notice that
(3.3) can be written in the form

μ(A,B) = min{μ1(A,B), μ2(A,B)},

where the term

μ1(A,B) = inf
Q∈O(1,n)

‖(QTA(I −QQT ), QTB)‖ = inf
|q|=1

[
|(I − qqT )AT q|2 + |BT q|2

]1/2

= inf
|q|=1

inf
λ∈R

[
|AT q − λq|2 + |BT q|2

]1/2

= inf
λ∈R

σmin[A− λI,B]
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is rather easy to evaluate, but the computation of

μ2(A,B) = inf
Q∈O(2,n)

‖(QTA(I −QQT ), QTB)‖

remains a difficult task. As observed in [15], the term μ1(A,B) is not necessarily
equal to μ(A,B). As a general rule, it is only an upper bound.

3.2. The approach of Hu and Davison. An alternative formula for estimat-
ing the real Paige function has been suggested by Hu and Davison [19, 20]. In the
proposition stated below, the symbols RW and IW refer, respectively, to the real part
and the imaginary part of a complex linear map W ∈ L(Cn+m,Cn). The notation
sssv(E) stands for the second-smallest singular value of the matrix E.

Proposition 3.2 (see Hu and Davison [19, 20]). Consider a controllable operator
(A,B) ∈ L(Rn+m,Rn). Then,

μ(A,B) = inf
z∈C

sup
γ∈]0,1]

sssv

([
RWz −γIWz

γ−1IWz RWz

])
(3.4)

with Wz = [A− zI,B].
Paradoxically, the evaluation of the real Paige function is much more involved

than the evaluation of the complex counterpart. This should not be very surprising,
however, for readers who have encountered a similar phenomenon while comparing
the real stability radius of a matrix to the complex one. (See the survey paper of
Hinrichsen and Pritchard [18].)

3.3. Partial perturbations. The case of perturbations in the pair (A,B) is the
most popular one, but other situations could be considered as well. It may happen,
for instance, that only the component A is subject to perturbations. The partial index

∂Aμ(A,B) = inf
C∈L(Rn,Rn)

(C,B) uncontrollable

‖A− C‖

indicates how much one needs to perturb the first component of (A,B) in order to
produce a pair which is uncontrollable. A similar interpretation must be given to the
number

∂Bμ(A,B) = inf
D∈L(Rm,Rn)

(A,D) uncontrollable

‖B −D‖.

Later on, these indices are used in the more general context of cone-constrained linear
systems (section 5) and control systems governed by convex processes (section 7).

4. Incorporating linear constraints on the input function. Our aim in
this work is to extend the classical theory of the distance to uncontrollability to the
case where the control u is constrained. As a first, easy but illuminating, step, let us
consider the case of linear equality constraints. The works of DeCarlo and Wicks [8]
and Hu and Davison [19, 20] can both be extended to the case of a linear system with
linear constraints on the input function:{

ẋ(t) = Ax(t) + Bu(t),
u(t) ∈ S.

(4.1)
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Controllability for the model (4.1) simply means that
{
xu,A,B(T ) | u ∈ US

}
= R

n,
with

US = {u ∈ U | u(t) ∈ S a.e. on [0, T ]}.

For convenience, we introduce the notation

Ξ(S) = {(A,B) ∈ L(Rn+m,Rn) | the system (4.1) is uncontrollable}.

Theorem 4.1 (transfer theorem). Let S be an r-dimensional subspace of R
m.

Then, the index of controllability

μS(A,B) = inf
(C,D)∈Ξ(S)

‖(A,B) − (C,D)‖(4.2)

for the model (4.1) is given simply by

μS(A,B) = μ(A,BQ),(4.3)

where Q ∈ L(Rr,Rm) is any orthonormal map having S as range.
Proof. The subspace S can be represented as the range of a certain orthonormal

map Q ∈ L(Rr,Rm). By writing the input u in the form u(t) = Qw(t), we arrive at
a linear control problem

ẋ(t) = Ax(t) + BQw(t),(4.4)

where the input function w is chosen without restrictions. It is not difficult to see
that (4.1) is controllable if and only if the pair (A,BQ) is controllable. This simple
but important fact is at the origin of formula (4.3). First, one can write

‖(A,B) − (C,D)‖ ≥ ‖(A,BQ) − (C,DQ)‖ ∀(C,D) ∈ L(Rn+m,Rn)

because Q is orthonormal. Thus,

μS(A,B) ≥ inf
(C,D)∈L(Rn+m,Rn)
(C,DQ) uncontrollable

‖(A,BQ) − (C,DQ)‖

≥ inf
(C,Y )∈L(Rn+r,Rn)
(C,Y ) uncontrollable

‖(A,BQ) − (C, Y )‖ = μ(A,BQ).

For the proof of the reverse inequality μS(A,B) ≤ μ(A,BQ), pick up any solution
(C∗, Y ∗) to the minimization problem{

minimize ‖(A,BQ) − (C, Y )‖,
(C, Y ) ∈ L(Rn+r,Rn) uncontrollable.

(4.5)

Since the map D ∈ L(Rm,Rn) �→ DQ ∈ L(Rr,Rn) is surjective, one can write

μ(A,BQ) = inf
D∈L(Rm,Rn)

DQ=Y ∗

‖(A,BQ) − (C∗, DQ)‖.(4.6)

We now construct a D∗ ∈ L(Rm,Rn) such that

D∗Q = Y ∗ and ‖(A,BQ) − (C∗, D∗Q)‖ = ‖(A,B) − (C∗, D∗)‖.(4.7)
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To see that this is possible, take an orthonormal map V ∈ L(Rm−r,Rm) such that
ImV = S⊥, and define

D∗ = Y ∗QT + BV V T .

With this particular choice, one has

D∗Q = Y ∗QTQ + BV V TQ = Y ∗,

D∗V = Y ∗QTV + BV V TV = BV.

Hence,

‖(A,B) − (C∗, D∗)‖ = sup
|(s,w)|≤1

|(A− C∗)s + (B −D∗)w|

= sup
|(s,γ1,γ2)|≤1

|(A− C∗)s + (B −D∗)(Qγ1 + V γ2)|

= sup
|(s,γ1)|≤1

|(A− C∗)s + (B −D∗)Qγ1| = ‖(A,BQ) − (C∗, D∗Q)‖.

Notice that (C∗, D∗) ∈ Ξ(S). The combination of (4.6) and (4.7) produces then the
desired inequality, completing the proof in this way.

Remark. The proof technique of the transfer theorem tells us, in fact, how to con-
struct an operator (C∗, D∗) achieving the infimum (4.2) in the definition of μS(A,B).
Everything boils down to solving the easier and well-understood minimization prob-
lem (4.5).

We end this section with a proposition concerning the partial indices

∂AμS(A,B) = inf
C∈L(Rn,Rn)
(C,B)∈Ξ(S)

‖A− C‖,

∂BμS(A,B) = inf
D∈L(Rm,Rn)
(A,D)∈Ξ(S)

‖B −D‖.

As was done in the transfer theorem, it is possible to get rid again of the linear
contraint set S.

Proposition 4.2. Suppose that S is an r-dimensional subspace of R
m and that

Q ∈ L(Rr,Rm) is an orthonormal map having S as range. Then,

∂AμS(A,B) = ∂Aμ(A,BQ) and ∂BμS(A,B) = ∂Bμ(A,BQ).(4.8)

Proof. We take into account the transformation u(t) = Qw(t) that leads to the
unconstrained control system (4.4). One can show straightforwardly the first equality
in (4.8), as well as

∂BμS(A,B) ≥ inf
D∈L(Rm,Rn)

(A,DQ) uncontrollable

‖BQ−DQ‖ ≥ ∂Bμ(A,BQ).

For the proof of the reverse inequality ∂BμS(A,B) ≤ ∂Bμ(A,BQ), pick up any solu-
tion Y ∗ to the problem{

minimize ‖BQ− Y ‖ with respect to
Y ∈ L(Rr,Rn) such that (A, Y ) is uncontrollable,
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and observe that

∂Bμ(A,BQ) = inf
D∈L(Rm,Rn)

DQ=Y ∗

‖BQ−DQ‖.

It suffices then to construct a D∗ ∈ L(Rm,Rn) such that

D∗Q = Y ∗ and ‖BQ−D∗Q‖ = ‖B −D∗‖.

The construction of D∗ and the remaining part of the proof is as in Theorem 4.1.

5. The cone-constrained linear model. In the previous section we saw that
restricting controls to take values in a subspace presents no substantial technical
difficulties to the classical theory of controllability. In this section we take the next
natural step: conical constraints. The problem of controlling a linear system by using
positive inputs has been recognized as an important one since the pioneering works
of Brammer [5] and Korobov [22] (see also Son [32]).

5.1. Preliminaries. The model under consideration in this section is{
ẋ(t) = Ax(t) + Bu(t),
u(t) ∈ P,

(5.1)

where the closed convex cone P is regarded as the set of “positive” elements in R
m.

(Typically, P is the positive orthant of R
m.)

Controllability for the model (5.1) is defined in a similar way as before, except
that now the contraint set is not the subspace S but the cone P . Controllability of
(5.1) implies, of course, controllability of the relaxed control problem{

ẋ(t) = Ax(t) + Bu(t),
u(t) ∈ spanP.

(5.2)

Relaxation is a convenient device to be back in a linear setting, where simple and nice
controllability tests are available. In what follows, we use the notation

� A,B, P � = B(P ) + AB(P ) + · · · + An−1B(P ),

where addition of sets is understood in the usual Minkowski sense, and powers of
A ∈ L(Rn,Rn) correspond to iterated compositions. Since P is a convex cone, the set
� A,B, P � is also a convex cone and

span � A,B, P � = � A,B, spanP � = {CA,Bγ : γ ∈ [spanP ]n}

with CA,B = [B,AB, . . . , An−1B] denoting the controllability matrix associated to
the pair (A,B). If one represents the space spanP as the range of a linear map
Q ∈ L(Rr,Rm), with r = dim[spanP ], then

span � A,B, P � = Im CA,BQ.

Proposition 5.1. The following three conditions are equivalent:
(i) the relaxed system (5.2) is controllable,
(ii) � A,B, P � spans the whole space R

n,
(iii) CA,BQ has full rank.



34 RENÉ HENRION, ADRIAN LEWIS, AND ALBERTO SEEGER

Proof. This result is surely well known since it is an obvious extension of Kalman’s
controllability theorem [21].

Unfortunately, the relaxation (or linearization) mechanism P �→ spanP destroys
part of the information contained in the original model (5.1). For recovering the
information that is lost, we introduce the concept of “unilateral uncontrollable mode.”

Definition 5.2. One says that λ ∈ R is an uncontrollable mode of (A,B) relative
to P if

Im(A− λI) + B(P ) �= R
n.(5.3)

Such an uncontrollable mode λ is declared unilateral if Im(A−λI)+B(P ) has nonempty
interior; otherwise it is declared bilateral.

If the relaxed system (5.2) is controllable, then we should not worry about the
existence of uncontrollable modes of the bilateral type. In fact, one has the next
lemma.

Lemma 5.3. Suppose that � A,B, P � spans R
n. Then, (A,B) doesn’t have

bilateral uncontrollable modes relative to P .

Proof. This corresponds to a particular case of a more general result stated in
section 7, namely, Proposition 7.9.

That � A,B, P � spans R
n doesn’t rule out, however, the existence of uncon-

trollable modes of the unilateral type. This is an important point that deserves to be
stressed.

Theorem 5.4. Controllability of the cone-constrained linear model (5.1) is equiv-
alent to the combination of the following two conditions:

(i) � A,B, P � spans R
n,

(ii) (A,B) has no unilateral uncontrollable mode relative to P .

Proof. According to Brammer [5], controllability of (5.1) is equivalent to the
combination of (i) and

{
the matrix AT has no (real) eigenvalue with
associated eigenvector in the cone [B(P )]+.

(5.4)

Since

[B(P )]+ = {q ∈ R
n | BT q ∈ P+},

Brammer’s condition (5.4) is just another way of saying that (A,B) has no uncon-
trollable mode relative to P . Due to Lemma 5.3, bilateral uncontrollable modes can
be taken out of the discussion. Indeed, these modes are excluded by the property
(i).

5.2. Divide and conquer. As shown in the above theorem, controllability of
a cone-constrained linear model is a concept that can be broken into two different
pieces. The first piece is a sort of generalized Kalman’s rank condition. It takes into
account the span of the cone P , but not the cone itself. This condition is purely
linear in the sense that it doesn’t recognize the “conic” part of P . The second piece
takes care of the possible gap between the cone P and its span. In line with this
observation, we split the set

Ξ(P ) = {(A,B) ∈ L(Rn+m,Rn) | the system (5.1) is uncontrollable}



DISTANCE TO UNCONTROLLABILITY 35

in two different components:

Ξrank(P ) = {(A,B) ∈ L(Rn+m,Rn) | span � A,B, P � �= R
n},

Ξuni(P ) = {(A,B) ∈ L(Rn+m,Rn) | σuni
P (A,B) �= ∅}.

The notation σuni
P (A,B) refers, of course, to the set of all unilateral uncontrollable

modes of (A,B) relative to P . Since

Ξ(P ) = Ξrank(P ) ∪ Ξuni(P ),

the index of controllability

μP (A,B) = inf
(C,D)∈Ξ(P )

‖(A,B) − (C,D)‖

for the cone-constrained model (5.1) can be computed by using the rule

μP (A,B) = min{μrank
P (A,B), μuni

P (A,B)},

where the component indices μrank
P (A,B) and μuni

P (A,B) are defined in an obvious
manner.

The evaluation of μrank
P is the “easy” part of the job. What we have to do is to

adjust Hu–Davison’s formula to the linearly constrained control system (5.2).
Proposition 5.5. Let P be an r-dimensional closed convex cone in R

m. Let
Q ∈ L(Rr,Rm) be any orthonormal map such that span P = Im Q. Consider an
operator (A,B) ∈ L(Rn+m,Rn) such that � A,B, P � spans R

n. Then,

μrank
P (A,B) = inf

z∈C

sup
γ∈]0,1]

sssv

([
RWz −γIWz

γ−1IWz RWz

])
(5.5)

with Wz = [A− zI,BQ].
Proof. By definition, μrank

P is the distance function to the set Ξrank(P ). Since

μrank
P (A,B) = μspanP (A,B),

it suffices to combine Theorem 4.1 and Proposition 3.2.
The evaluation of μuni

P falls beyond the context of Hu–Davison’s formula. We
no longer seem able to use arguments in the realm of standard linear algebra. The
number

μuni
P (A,B) = inf

(C,D)∈Ξuni(P )
‖(A,B) − (C,D)‖(5.6)

indicates how much we need to perturb the pair (A,B) if we wish to produce a
unilateral uncontrollable mode.

Before trying to compute this number, let us say a few additional words on the
set Ξuni(P ). In the very definition of this set, we use implicitly the expression

P⊕ = P+\lin(P+).

We don’t know if there is already a name for P⊕, so we call it the pseudo-dual cone
of P . Without loss of generality we may suppose that P is not a subspace. If P were
a subspace, then P⊕ would be empty, and Ξuni(P ) would be empty as well. Observe
that the cone P⊕ is convex but not necessarily closed.
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Lemma 5.6. Consider a closed convex cone K in some arbitrary Euclidean space.
If K is not a subspace, then one has cl[K\lin K] = K and also cl[K⊕] = K+.

Proof. We prove only K ⊂ cl[K\linK], the reverse inclusion being trivial. Take
c ∈ K. Suppose that c ∈ lin(K); otherwise we are done. Since K is not a subspace,
we can pick up some c∗ ∈ K\linK and form

cα = (1 − α)c + αc∗ with α ∈]0, 1[.

Since c and c∗ are in K, so is the convex combination cα. The equality

c∗ = α−1cα − α−1(1 − α)c

implies that cα doesn’t belong to lin(K). Hence, cα ∈ K\linK. The desired conclusion
is obtained by letting α → 0+.

Lemma 5.7. Suppose that P is a closed convex cone but not a subspace. Then,

(C,D) ∈ Ξuni(P ) ⇐⇒
{

one can find λ ∈ R and a unit vector q
such that CT q = λq and DT q ∈ P⊕.

Proof. The proof is not difficult, and therefore it is omitted.
Proposition 5.8. Suppose that P is a closed convex cone but not a subspace.

Then, the index (5.6) admits the characterization

μuni
P (A,B) = inf

λ∈R
|q|=1

[
|AT q − λq|2 + dist2[BT q, P+]

]1/2

.(5.7)

Proof. By using Lemma 5.7, one gets

μuni
P (A,B) = inf

(C,D)
inf

λ∈R,|q|=1
CT q=λq, DT q∈P⊕

‖(A,B) − (C,D)‖ = inf
λ∈R,|q|=1

ΨA,B(λ, q)

with

ΨA,B(λ, q) = inf
(C,D)∈L(Rn+m,Rn)

CT q=λq, DT q∈P⊕

‖(A,B) − (C,D)‖.

A simple matter of computation shows that

ΨA,B(λ, q) = inf
(C,D)∈L(Rn+m,Rn)

(CT−λI)q=0, DT q∈P⊕

����
[

CT − λI
DT

]
−
[

AT − λI
BT

]����
= inf

X,Y

����
[

X
Y

]
−
[

AT − λI
BT

]���� ,

where the last infimum is taken with respect to[
X
Y

]
∈ L(Rn,Rn+m) such that

[
X
Y

]
q ∈

[
0
P⊕

]
.

The reduction lemma yields

ΨA,B(λ, q) = dist

[[
AT − λI

BT

]
q,

[
0
P⊕

]]
,

and therefore

μuni
P (A,B) = inf

λ∈R
|q|=1

[
|AT q − λq|2 + dist2[BT q, P⊕]

]1/2

.

But, due to Lemma 5.6, one can change P⊕ by P+.
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6. Partial perturbations of cone-constrained linear models. Analogously
to our earlier discussion of partial perturbations, we might wish to consider perturbing
only the matrix A in measuring the distance to uncontrollability of the cone-contrained
linear model (5.1). The techniques of the previous section extend in a straightforward
manner. The nonnegative real number

∂Aμ
uni
P (A,B) = inf

C∈L(Rn,Rn)

σuni
P (C,B) 	=∅

‖A− C‖

indicates how much one needs to perturb the first component of (A,B) in order to
produce a unilateral uncontrollable mode relative to P . A similar interpretation must
be given to the number

∂Bμ
uni
P (A,B) = inf

D∈L(Rm,Rn)

σuni
P (A,D) 	=∅

‖B −D‖.

In the next proposition we provide the reader with a recipe for computing these partial
indices.

Proposition 6.1. Suppose that P is a closed convex cone but not a subspace.
Then,

∂Aμ
uni
P (A,B) = inf

λ∈R,|q|=1

BT q∈P+

|AT q − λq|(6.1)

and

∂Bμ
uni
P (A,B) = inf

λ∈R,|q|=1

AT q=λq

dist[BT q, P+].(6.2)

Proof. Both formulas are obtained by employing a similar proof technique as in
Proposition 5.8. By way of example, let us write

∂Aμ
uni
P (A,B) = inf

C∈L(Rn,Rn)
inf

λ∈R,|q|=1

CT q=λq, q∈[B(P )]⊕

‖A− C‖ = inf
λ∈R,|q|=1

q∈[B(P )]⊕

ΨA(λ, q)(6.3)

with

ΨA(λ, q) = inf
C∈L(Rn,Rn)

CT q=λq,

‖A− C‖ = inf
X∈L(Rn,Rn)

Xq=0

‖X − (AT − λI)‖ = |AT q − λq|.

The last equality is obtained, of course, by applying the reduction lemma. Notice
that due to Lemma 5.6 and a continuity argument, the last infimum in (6.3) can be
written with [B(P )]+ instead of [B(P )]⊕.

The partial indices ∂Aμ
rank
P and ∂Bμ

rank
P are defined in an obvious manner:

∂Aμ
rank
P (A,B) = ∂AμspanP (A,B) = inf

C∈L(Rn,Rn)
�C,B,spanP�	=R

n

‖A− C‖,

∂Bμ
rank
P (A,B) = ∂BμspanP (A,B) = inf

D∈L(Rm,Rn)
�A,D,spanP�	=R

n

‖B −D‖.

The computation of these indices can be carried out with the help of the transfer
formulas established in Proposition 4.2.
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7. Controllability of convex processes. We can consider the control models
we have studied so far in a slightly different light, as controlling differential inclusions
of the form ẋ ∈ Ax + K for convex cones K. In the model (5.1), for example,
K = BP . In this section we broaden this perspective, considering the controllability
of a differential inclusion

ẋ(t) ∈ F(x(t))(7.1)

whose right-hand side is a strict closed convex processes F : R
n −→−→R

n. That F is a
closed convex process simply means that

grF = {(s, v) ∈ R
n × R

n | v ∈ F(s)}

is a closed convex cone. Saying that F is strict is a short way of indicating that F is
nonempty-valued everywhere, that is to say, F(s) �= ∅ for any s ∈ R

n.
Definition 7.1. A strict convex process F : R

n −→−→R
n is said to be controllable

if the corresponding reachable set

Reach(F) = {x(T ) | x ∈ X solves (7.1) and x(0) = 0}

is the whole space R
n.

7.1. Characterizing controllability. We know exactly what controllability of
F means in terms of the trajectories of its associated differential inclusion, but it
would be helpful to have at our disposal some simple algebraic criteria for checking this
property. This topic has been handled in a brilliant manner by Aubin, Frankowska
and Olech in their 1986 paper [3]. Their contribution admits, however, a certain
number of improvements. To put everything in the right perspective, let us start by
recalling two algebraic concepts for an arbitrary convex process. The first concept
emerges as an extension of the classical rank condition of Kalman.

Definition 7.2. A convex process F : R
n −→−→R

n is said to be reproducing if

there is an integer k ≥ 1 such that Fk(0) spans R
n,(7.2)

where the kth power Fk = F ◦· · ·◦F (k-fold) is understood as an iterated composition
in the multivalued sense.

We shall say some extra words on the reproducibility or rank condition (7.2) in a
moment. The second concept is an extension of Definition 5.2.

Definition 7.3. The number λ ∈ R is called an uncontrollable mode of the
convex process F : R

n −→−→R
n if F − λI is not surjective, that is, if Im[F − λI] �= R

n.
The set of uncontrollable modes of F is denoted by σ(F).

These are the basic ingredients to state the following theorem.
Theorem 7.4 (see Aubin, Frankowska, and Olech, [3]). Let F : R

n −→−→R
n be a

strict closed convex process. Then,

F is controllable ⇐⇒ F is reproducing and has no uncontrollable modes.

We mention two ways of rendering this beautiful result even more attractive.
First, there is a simple way to characterize the reproducibility condition (7.2). The
proposition stated below seems to be new, so we prove it in detail. We rely on two
auxiliary lemmas.
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Lemma 7.5. Consider a strict convex process F : R
n −→−→R

n and an integer k ≥ 1.
If the spans of the cones Fk−1(0) and Fk(0) coincide, then so do the spans of the
cones Fj(0) for exponents j = k − 1, k, k + 1, . . . .

Proof. By induction, it suffices to prove the case j = k + 1. In this case, if the
result fails, there is a vector v in the cone Fk+1(0) outside the span of the cone Fk(0).
Choose a vector s in Fk(0) with v ∈ F(s) and a vector w in the relative interior of
the cone Fk−1(0). Since s lies in the span of the cone Fk−1(0), the vector bw + s lies
in Fk−1(0) for some real b > 0 sufficiently large. Since F is strict, there is a vector
z in F(w) (and hence in Fk(0)). Since the graph of F is a convex cone, the vector
bz+ v lies in F(bw+ s), and hence in Fk(0), contradicting the fact that v lies outside
the span of Fk(0).

Lemma 7.6. Suppose that F : R
n −→−→R

n is a strict convex process. Then the
interiors of the cones Fk(0) (for exponents k = n, n + 1, . . .) are either all empty or
all nonempty.

Proof. The spans of the cones Fk(0) (for exponents k = 1, 2, . . .) are an increas-
ing sequence of linear subspaces. The previous result implies that equality of two
successive elements of the sequence entails constancy thereafter. Hence, by count-
ing dimension, the sequence is constant after at most n elements. The result now
follows, since a convex cone has nonempty interior if and only if it spans the whole
space.

Remark. One can construct an easy example showing that Fn+1(0) need not be
equal to Fn(0). Consider, for instance, n = 2 and a convex process F : R

2 → R
2 of

the form F(s) = As + K, with

A =

[
cos θ sin θ
−sin θ cos θ

]
, K = R+

[
1
0

]
.

The angle θ > 0 is chosen small enough. Since K is a ray and A is a rotation matrix,
the set

Fk(0) = K + A(K) + · · · + Ak−1(K)

reduces to the convex cone generated by the vectors[
1
0

]
,

[
cos((k − 1)θ)
sin((k − 1)θ)

]
.

This happens as long as (k−1)θ ≤ π, that is, k ≤ 1+π/θ. It is only after k > 1+π/θ
that Fk(0) = R

2 becomes constant. Observe that 1 + π/θ goes to infinity as θ → 0+,
so one can adjust this example to cover the case of an arbitrary power n.

Proposition 7.7. A strict convex process F : R
n −→−→R

n is reproducing if and
only if Fn(0) spans R

n.
Proof. This follows from the last lemma.
The second improvement in the presentation of Theorem 7.4 has to do with the

nature of uncontrollable modes. The elements of σ(F) can be partioned into two
different categories. One says that λ ∈ σ(F) is of the unilateral type if Im[F − λI]
has nonempty interior; otherwise, it is declared of the bilateral type. In short, one
has a partition

σ(F) = σuni(F) ∪ σbi(F),

where the notation is self-explanatory.
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The different types of uncontrollability modes are perhaps better understood if
we characterize them in terms of the adjoint process of F . Recall that the adjoint (or
transpose) of the convex process F : R

n −→−→R
n is the convex process F∗ : R

n −→−→R
n

defined by

grF∗ = {(q, p) ∈ R
n × R

n | (−p, q) ∈ [grF ]+},

that is,

(q, p) ∈ grF∗ ⇐⇒ 〈p, s〉 ≤ 〈q, v〉 ∀(s, v) ∈ grF .

We assume that the reader is familiar with this transposition mechanism [2, 4, 29].
As observed already in Proposition 2.4 of [30], the convex cone Im[F − λI] is related
to

(F∗ − λI)−1(0) = {q ∈ R
n | λq ∈ F∗(q)}

by means of the duality formula

(F∗ − λI)−1(0) = [Im(F − λI)]
+
.(7.3)

As a consequence of (7.3), it is clear that an uncontrollable mode of F is exactly the
same thing as an eigenvalue of F∗. In short,

σ(F) = Λ(F∗)(7.4)

with

Λ(F∗) = {λ ∈ R | λq ∈ F∗(q) for some q �= 0}

denoting the (point) spectrum of F∗. General information on point spectra of convex
processes can be found, for instance, in [1, 23, 24]. For bilateral uncontrollable modes,
one has the next lemma.

Lemma 7.8. Consider a convex process F : R
n −→−→R

n. For λ ∈ R, the following
three conditions are equivalent:

(i) λ is a bilateral uncontrollable mode of F ,
(ii) the convex cone (F∗ − λI)−1(0) contains a line,
(iii) there is a unit vector q ∈ R

n such that λq ∈ F∗(q) and −λq ∈ F∗(−q).
Proof. The equivalence between (ii) and (iii) is straightforward. The equivalence

between (i) and (ii) is again a consequence of the duality formula (7.3).
Remark. A vector q as in Lemma 7.8 (iii) is called a bilateral eigenvector of F∗.

The concept of bilateral eigenvector is used by Gajardo and Seeger [13] in connection
with the asymptotic stability analysis of discrete-time evolution systems governed by
convex processes.

Proposition 7.9. For a strict convex process F : R
n −→−→R

n, one has the impli-
cation

σbi(F) �= ∅ =⇒ int[Fk(0)] = ∅ ∀k ≥ 1.

In particular, if a strict convex process F : R
n −→−→R

n is reproducing, then it has no
bilateral uncontrollable modes.

Proof. Take λ ∈ σbi(F). By Lemma 7.8, there is a unit vector q ∈ R
n such that

λq ∈ F∗(q), −λq ∈ F∗(−q).(7.5)
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We claim that for every k ∈ N, one has

λkq ∈ (F∗)k(q), −λkq ∈ (F∗)k(−q).(7.6)

The proof is carried out by using an induction argument. The case k = 1 corresponds
to (7.5). Suppose that (7.6) is true for a given k, and let us examine the situation for
k + 1. One has

(F∗)k+1(q) = F∗[(F∗)k(q)] = ∪z∈(F∗)k(q)F∗(z) ⊃ F∗(λkq),

and similarly

(F∗)k+1(−q) = F∗[(F∗)k(−q)] = ∪z∈(F∗)k(−q)F∗(z) ⊃ F∗(−λkq).

We now use the fact that F∗ is positively homogeneous. If λk ≥ 0, then one can write

λkF∗(q) ⊂ (F∗)k+1(q), λkF∗(−q) ⊂ (F∗)k+1(−q).

If λk < 0, then one gets

−λkF∗(−q) ⊂ (F∗)k+1(q), −λkF∗(q) ⊂ (F∗)k+1(−q).

In either case, one obtains

λk+1q ∈ (F∗)k+1(q), −λk+1q ∈ (F∗)k+1(−q),

proving in this way our claim. In fact, we don’t use the full power of (7.6). We just
observe that

q ∈ dom(F∗)k ∩ −dom(F∗)k,

that is, dom(F∗)k is a convex cone containing a line. By invoking the duality formula

[Fk(0)]+ = dom(F∗)k

of Phat [28, Prop. 2.5], we conclude that Fk(0) has empty interior.
In view of Propositions 7.7 and 7.9, the Aubin–Frankowska–Olech controllability

theorem can be reformulated in the following form.
Corollary 7.10. Suppose that F : R

n −→−→R
n is a strict closed convex process.

Then,

F is controllable ⇐⇒ Fn(0) spans R
n and σuni(F) is empty

7.2. Checking reproducibility. Deviating momentarily from the main stream
of the discussion, we make some comments concerning the concept of reproducibility.

The relaxation mechanism (5.2) introduced in section 5.1 can be extended to the
framework of a differential inclusion whose right-hand side is a general convex process.

Definition 7.11. The linear relaxation of a convex process F : R
n −→−→R

n is
defined as the multivalued operator Frel : R

n −→−→R
n whose graph is given by

grFrel = grF − grF .

Said in another way, the graph of Frel is the linear subspace spanned by the convex
cone grF .
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A more explicit formula for F rel is given by

F rel(s) =
⋃

s2−s1=s

F(s2) −F(s1) ∀s ∈ R
n.(7.7)

By construction, the multivalued operator F rel is linear in the sense that

F rel(α1s1 + α2s2) = α1F rel(s1) + α2F rel(s2)

∀s1, s2 ∈ domF rel and nonzero α1, α2 ∈ R. (That α1, α2 ∈ R are nonzero scalars is
of importance and should not be neglected.) General information on the theory of
linear multivalued operators can be found in the book by Cross [7].

We declare the differential inclusion

ẋ(t) ∈ F rel(x(t))(7.8)

as being the relaxed version of the control model (7.1). As we shall see in the next
theorem, reproducibility of F is equivalent to controllability of (7.8). First, we state
the next lemma.

Lemma 7.12. For a strict closed convex process F : R
n −→−→R

n, one has
(i) F(s2) −F(s1) ⊂ F(s2 − s1) −F(0) ∀s1, s2 ∈ R

n,
(ii) F rel(s) ⊂ F(s) −F(0) ∀s ∈ R

n,
(iii) F(s) ⊂ F rel(s) ∀s ∈ R

n,
(iv) (F rel)k(0) = spanFk(0) ∀k ∈ N.
Proof. For proving part (i), take s1, s2 ∈ R

n and v ∈ F(s2) −F(s1). Write

v = v2 − v1 with v1 ∈ F(s1), v2 ∈ F(s2).

By strictness of F , we can find some element w in F(−s1). Since the graph of F is a
convex cone, it follows that

v1 + w ∈ F(0), v2 + w ∈ F(s2 − s1).

Hence,

v = (v2 + w) − (v1 + w) ∈ F(s2 − s1) −F(0).

Part (ii) follows immediately from (i) and formula (7.7). Part (iii) is trivial because
grF ⊂ grF rel. The proof of (iv) is more subtle and is based on an induction argument.
For k = 1, the result is true because the equality

F rel(0) = spanF(0)

is obtained by combining (ii) and (iii). Suppose the announced formula is true for a
given k. For k + 1, one gets

(F rel)k+1(0) =
⋃

v∈(Frel)k(0)

F rel(v) =
⋃

v∈spanFk(0)

F rel(v) =
⋃

v1,v2∈Fk(0)

F rel(v2 − v1)

=
⋃

v1,v2∈Fk(0)

{
F rel(v2) −F rel(v1)

}
⊂

⋃
v1,v2∈Fk(0)

{
[F(v2) −F(0)] − [F(v1) −F(0)]

}
.

Therefore,

(F rel)k+1(0) ⊂ [F(Fk(0)) −F(0)] − [F(Fk(0)) −F(0)] = spanFk+1(0) + spanF(0).
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The subspace spanF(0) can be dropped from the last sum because it is contained in
spanFk+1(0). We have proved in this way the inclusion (F rel)k+1(0) ⊂ spanFk+1(0).
The reverse inclusion is trivial because the convex cone Fk+1(0) is smaller than the
linear space (F rel)k+1(0).

Lemma 7.13. Let F : R
n −→−→R

n be a strict closed convex process. Then, F rel

admits the representation

F rel(s) = AFs + SF ∀s ∈ R
n,(7.9)

where SF = spanF(0), and AF ∈ L(Rn,Rn) is defined by

AFs = πF [F rel(s)](7.10)

with πF : R
n → R

n denoting the orthogonal projection onto [spanF(0)]⊥.
Proof. It must be observed that πF [F rel(s)] is indeed a singleton. To see this,

take y1, y2 ∈ πF [F rel(s)] and write

y1 = πF (v1), y2 = πF (v2) with v1, v2 ∈ F rel(s).

Hence,

y1 − y2 = πF (v1) − πF (v2) = πF (v1 − v2) = 0,

the last equality being due to the fact that

v1 − v2 ∈ F rel(s) −F rel(s) = F rel(0) = spanF(0).

Checking the linearity of the single-valued operator AF is essentially a matter of
exploiting the linearity of the multivalued operator F rel. The details are omitted.
Finally, we check the representation formula (7.9). Take s ∈ R

n and y ∈ AFs + SF .
Thus,

y = q1 + πF (v) with q1 ∈ SF , v ∈ F rel(s).

Since q2 = v − πF (v) ∈ SF , it follows that

y = q1 − q2 + v ∈ SF + F rel(s) = F rel(0) + F rel(s) ⊂ F rel(s).

Conversely, take y ∈ F rel(s). Since y − πF (y) ∈ SF , it follows that

y = πF (y) + [y − πF (y)] ∈ AFs + SF .

Remark. The operator AF used to represent F rel is not unique. In fact, one has
F rel(·) = A(·) + SF for any A ∈ L(Rn,Rn) with Im(A−AF ) ⊂ SF . Such A is called
a linear selector of F rel. We declare AF to be the standard linear selector of F rel.

In view of Lemma 7.13, the relaxed version of the differential inclusion (7.1) can
be written in the form {

ẋ(t) = AFx(t) + u(t),
u(t) ∈ SF ,

(7.11)

a model that is well understood by now. Such linearly constrained control problem
can also be written in the unconstrained form{

ẋ(t) = AFx(t) + Qw(t),
w(t) ∈ R

r,
(7.12)
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where r is the dimension of SF , and Q ∈ L(Rr,Rn) is any orthonormal map such
that ImQ = SF .

Theorem 7.14. For a strict closed convex process F : R
n −→−→R

n, the following
five conditions are equivalent:

(i) F is reproducing,
(ii) F rel is reproducing,
(iii) the system (7.11) is controllable,
(iv) (AF , Q) is controllable for some Q ∈ O(r, n) such that Im Q = SF ,
(v) (AF , Q) is controllable for every Q ∈ O(r, n) such that Im Q = SF .

Proof. The equivalence between (i) and (ii) is a consequence of Lemma 7.12(iv).
From the controllability theory of linear systems, we know that the conditions (iii),
(iv), and (v) are all equivalent to (ii).

8. Additive versus hybrid perturbations. Equipped with the characteriza-
tions of controllability of process differential inclusions we explored in the previous
section, we can now return to our central topic of measuring the degree of control-
lability. Robustness of controllability for a system like (7.1) is a topic that has been
studied by Naselli-Ricceri [26], Tuan [33], and Lavilledieu and Seeger [24]. Here we
go beyond the qualitative analysis carried out by these authors and focus attention
on the quantitative aspect. We want to measure how much we need to perturb the
system (7.1) in order to destroy its controllability.

8.1. Additive perturbations. The simplest way to perturb the differential
inclusion (7.1) is to add a linear map L ∈ L(Rn,Rn) to the reference or nominal
operator F . The perturbed system

ẋ(t) ∈ (F + L)(x(t))(8.1)

may no longer be controllable if the perturbation L is too severe. The index

μadd(F) = inf
L∈L(Rn,Rn)

F+L uncontrollable

‖L‖(8.2)

speaks by itself and doesn’t need further explanation. In line with the “divide and
conquer” strategy adopted in this work, we write

μadd(F) = min{μrank
add (F), μuni

add(F)},

where

μrank
add (F) = inf

L∈L(Rn,Rn)
F+L irreproducing

‖L‖(8.3)

measures the distance to irreproducibility, and

μuni
add(F) = inf

L∈L(Rn,Rn)

σuni(F+L) 	=∅

‖L‖(8.4)

indicates how much we need to perturb F in order to produce a unilateral uncontrol-
lable mode.

In the proof of the theorem stated below, we use the notation F
 to indicate the
pseudo-adjoint of the convex process F : R

n −→−→R
n. By definition, F
 : R

n −→−→R
n is

the convex process given by grF
 = grF∗\lin[grF∗], or, more explicitly,

F
(q) = F∗(q)\ − F∗(−q) ∀q ∈ R
n.
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Theorem 8.1. Suppose that F : R
n −→−→R

n is a strict closed convex process. Then,

μuni
add(F) =

{
inf λ∈R

|q|=1

dist[λq,F∗(q)] if grF is not a subspace,

∞ otherwise.
(8.5)

On the other hand,

μrank
add (F) = ∂Aμ(AF , Q)(8.6)

with Q ∈ O(r, n) such that Im Q = spanF(0) and AF denoting the standard linear
selector of F rel.

Proof. The formula (8.5) is based on the fact that σuni(F + L) �= ∅ if and only if
there exist a scalar λ ∈ R and a unit vector q ∈ R

n such that{
λq ∈ F∗(q) + LT q,

−λq /∈ F∗(−q) − LT q.

The above condition can be written in the more compact form LT q − λq ∈ −F
(q).
Hence,

μuni
add(F) = inf

λ∈R
|q|=1

inf
L∈L(Rn,Rn)

LT q−λq∈−F�(q)

‖L‖.

By applying the reduction lemma, one obtains

μuni
add(F) = inf

λ∈R
|q|=1

dist[λq,F
(q)].(8.7)

Both terms in (8.7) are equal to ∞ if grF is a subspace. Suppose then that grF is
not a subspace. Since F is a strict closed convex process, it follows that F∗(0) = {0}.
Hence,

F∗(q) + F∗(−q) ⊂ {0}.

From this relation, one can see that

domF
 = domF∗\lin[domF∗] and F
(q) = F∗(q) ∀q ∈ domF
.

It has to be shown that, for arbitrary λ ∈ R and unit vector q ∈ domF∗, one has

dist[λq,F∗(q)] ≥ μuni
add(F).

To do this, we take into account (8.7) and the following two facts. First, due to
Lemma 5.6, every unit vector in domF∗ can be obtained as limit of a sequence of unit
vectors taken from domF∗\lin[domF∗]. Second, since F is strict, F∗ maps bounded
sets to bounded sets and F∗ is single-valued over lin[domF∗] (cf. Corollary 2.5.8 in
[2]). As far as (8.6) is concerned, one follows a similar proof technique as in the more
general situation discussed in Theorem 8.3.

8.2. Hybrid perturbations. Perturbing a differential inclusion by adding a
linear map to the right-hand side is not the most general perturbational scheme that
one may consider. In fact, a perturbational scheme of the additive type is poorly
suited to deal with a large number of important situations occurring in practice. To
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see this, just think of the particular case of the unconstrained linear control problem
(1.1). This model can be represented in terms of the convex process FA,B : R

n −→−→R
n

given by

FA,B(s) = As + ImB.

By adding a linear map L ∈ L(Rn,Rn) to the convex process FA,B one recovers a
perturbed system

ẋ(t) = (A + L)x(t) + Bu(t)

for which the B component remains unaffected. A more sophisticated operation must
be carried out on FA,B if one wishes to incorporate perturbations in the B component
as well.

The concept of hybrid perturbation is based on the simultaneous use of two linear
maps, say, M ∈ L(Rn,Rn) and L ∈ L(Rn,Rn), the first acting in an multiplicative
way and the second in a additive way. The new convex process

s ∈ R
n �→ [M ◦ F + L](s) = M(F(s)) + Ls

is viewed as a perturbed version of F . Of course, perturbation doesn’t occur if one
takes (M,L) = (I, 0). All this is for saying that

μhyb(F) = inf
M,L∈L(Rn,Rn)

M◦F+L uncontrollable

‖(M,L) − (I, 0)‖(8.8)

is a reasonable candidate for measuring the degree of controllability of F . Observe,
incidentally, that hybrid perturbations preserve the strictness of F .

We follow once more our old habit of thought and decompose (8.8) in the form

μhyb(F) = min{μrank
hyb (F), μuni

hyb(F)}

with μrank
hyb (F) and μuni

hyb(F) being defined in an obvious way.
Theorem 8.2. Suppose that F : R

n −→−→R
n is a strict closed convex process. Then,

one has

μuni
hyb(F) =

{
inf λ∈R,

|q|=1

dist[(q, λq), grF∗] if grF is not a subspace,

∞ otherwise.
(8.9)

Proof. We consider only the case when grF is not a subspace, the other case
being trivial. For any M,L ∈ L(Rn,Rn), one has (M ◦ F + L)∗ = F∗ ◦ MT + LT .
Hence, σuni(M ◦F +L) �= ∅ if and only if there exist a scalar λ ∈ R and a unit vector
q ∈ R

n such that {
λq ∈ F∗(MT q) + LT q,

−λq /∈ F∗(−MT q) − LT q.

This can be written in the form

(LT q − λq,MT q) ∈ (grF)⊕

with (grF)⊕ denoting the pseudo-dual of the convex cone grF . Hence,

μuni
hyb(F) = inf

λ∈R,
|q|=1

inf
M,L∈L(Rn,Rn)

(LT q−λq,MT q)∈(grF)⊕

‖(M,L) − (I, 0)‖ = inf
λ∈R,
|q|=1

inf
X,Y

���[
X
Y

]
−
[

0
I

]���,
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where the last infimum is taken with respect to[
X
Y

]
∈ L(Rn,Rn+m) such that

[
X
Y

]
q −

[
λq
0

]
∈ (grF)⊕.

The reduction lemma yields

μuni
hyb(F) = inf

λ∈R,
|q|=1

dist[(−λq, q), (grF)⊕] = inf
λ∈R,
|q|=1

dist[(−λq, q), (grF)+],

from which one gets the announced result.
Theorem 8.3. Suppose that F : R

n −→−→R
n is a strict closed convex process. Then,

μrank
hyb (F) = inf

M,L∈L(Rn,Rn)
(MA+L,MQ) uncontrollable

‖(M,L) − (I, 0)‖(8.10)

with Q ∈ O(r, n) such that Im Q = spanF(0) and A denoting any linear selector of
F rel.

Proof. One can show that for any M,L ∈ L(Rn,Rn), one has the identity

gr(M ◦ F + L) − gr(M ◦ F + L) = gr(M ◦ F rel + L),

and therefore (M ◦ F + L)rel = M ◦ F rel + L. By combining this fact and Theorem
7.14, one sees that

M ◦ F + L is irreproducing ⇐⇒ (M ◦ F + L)rel is irreproducing

⇐⇒ M ◦ F rel + L is irreproducing

⇐⇒ (MA + L,MQ) is uncontrollable.

This proves, of course, the announced formula.
We end this section by showing how to evaluate the hybrid indices μuni

hyb and μrank
hyb

in the particular case of a convex process FP
A,B : R

n −→−→R
n given by

FP
A,B(s) = As + B(P ).

This choice may seem very peculiar, but, in fact, it is one of the most prominent
examples in the general theory of convex processes. Observe that the cone-constrained
model (5.1) can be written in the form of a differential inclusion whose right-hand
side is FP

A,B . For the sake of completeness, we mention that the class

HP = {FP
A,B | (A,B) ∈ L(Rn+m,Rn)}

is stable with respect to hybrid perturbations. Indeed, one can write the identity

M ◦ FP
A,B + L = FP

C,D,

where the pairs (A,B) and (C,D) are related through the transformation formulas

C = MA + L, D = MB.

Observe that the perturbation (M,L) that brings (A,B) to (C,D) is given by

M = D(BTB)−1BT , L = C −D(BTB)−1BTA.(8.11)
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For writing (8.11) we are implicitly assuming that the transpose of B ∈ L(Rm,Rn)
is surjective because otherwise BTB is not invertible. In the context of our cone-
constrained control problem (5.1), surjectivity of BT can be assumed without loss of
generality. It is interesting to note that seemingly more general types of perturbations
like pointwise or graphical addition of convex processes do not even allow to recover
the class Hp introduced above.

Corollary 8.4. Let P ⊂ R
m be a closed convex cone but not a subspace. Then,

μuni
hyb(FP

A,B) = inf
λ∈R
|q|=1

inf
BTh∈P+

[
|ATh− λq|2 + |h− q|2

]1/2

.(8.12)

Proof. An easy calculation shows that

gr(FP
A,B)∗ = {(h, p) | BTh ∈ P+, p = ATh}.

It suffices now to apply the general formula (8.9).
We mention in passing that (8.12) can also be obtained by writing

μuni
hyb(FP

A,B) = inf
M,L∈L(Rn,Rn)

σuni(M◦FP
A,B+L) 	=∅

‖(M,L) − (I, 0)‖

= inf
M,L∈L(Rn,Rn),λ∈R,|q|=1

ATMT q+LT q=λq, BTMT q∈P⊕

‖(M,L) − (I, 0)‖

and then applying the reduction lemma. This alternative method, however, requires
some additional simplificatory work.

Corollary 8.5. Let (A,B) ∈ L(Rn+m,Rn) and P ⊂ R
m be a closed convex

cone. Take any Q ∈ O(r, n) such that Im Q = span B(P ). Then,

μrank
hyb (FP

A,B) = inf
M,L∈L(Rn,Rn)

(MA+L,MQ) uncontrollable

‖(M,L) − (I, 0)‖.(8.13)

Proof. It suffices to apply Theorem 8.3, keeping in mind that the relaxed version
of FP

A,B is given by [FP
A,B ]rel(·) = A(·) + spanB(P ).

9. By way of conclusion. This paper is about measuring the distance to uncon-
trollability in cone-constrained linear control problems or, more generally, in control
problems described by convex processes. We have adopted the strategy of splitting
the analysis into two separate components. One part of our study consists in mea-
suring the distance to irreproducibility. The term reproducibility refers to a suitable
generalization of Kalman’s rank condition. The second part of our study consists in
measuring the distance to unilateral modality (i.e., existence of unilateral uncontrol-
lable modes). It is in this part of our study that the conic aspect of the data (convex
cones, convex processes, etc.) comes into the picture. Bilateral uncontrollable modes
belong to the realm of classical linear algebra and therefore they are left aside (in
fact, they are implicitly incorporated in the analysis of reproducibility).

The formulas for measuring the distance to unilateral modality were obtained
by exploiting the reduction lemma. There is a different approach which consists in
exploiting the concept of ε-eigenvalue for multivalued operators. Following Gajardo
and Seeger [12], we denote by

Λε(F∗) = {λ ∈ R | ∃(q, p) ∈ grF∗with q �= 0, such that |p− λq| ≤ ε|q|}
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the set of ε-eigenvalues of F∗. For practical purposes, it is important to estimate the
smallest value of ε ∈ R+ that guarantees the nonvacuity of Λε(F∗). This smallest
value is called the spectral threshold of F∗. As established in [12], the equality

inf{ε ∈ R+ | Λε(F∗) �= ∅} = inf
λ∈R
|q|=1

dist[λq,F∗(q)](9.1)

holds, in particular, when F is a strict closed convex process. Formula (9.1) gives us
an alternative interpretation of the index μuni

add(F) when grF is not a subspace (cf.
Theorem 8.1).

Remark. When grF is not a subspace, both expressions in (9.1) serve not only to
measure the distance to unilateral modality but also to modality in general (i.e., exis-
tence of uncontrollable modes without specification of their nature). This observation
is quite subtle because, in general, the sets σuni(F) and σ(F) don’t coincide.

As far as the hybrid index μuni
hyb(F) is concerned, we see now appearing an expres-

sion of the form

ΨF∗(λ) = inf
|q|=1

dist[(q, λq), grF∗](9.2)

which has to be minimized with respect to λ ∈ R. The function ΨF∗ is used by
Seeger [31] in connection with the upper stabilization of the point-spectral set-valued
mapping Λ. Observe that in a finite dimensional setting, one has

Λ(F∗) = {λ ∈ R |ΨF∗(λ) = 0}.

In an infinite dimensional setting, the above equality is no longer true. As shown in
[31], the roots of ΨF∗ produce a set which may be much larger than Λ(F∗) (one gets
the so-called approximate or stabilized spectrum of F∗). This observation is just to
warn the reader that some of our results (for instance, Theorem 8.2) do not extend
to an infinite dimensional setting, unless important modifications are incorporated.
Infinite dimensionality introduces various complications that are not addressed in the
present work.
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Abstract. In this paper we give conditions for the existence of bias optimal policies in a class
of continuous-time controlled Markov chains with unbounded reward and transition rates. Several
characterizations of bias optimality are proposed. We also introduce new sets of conditions ensuring
uniform exponential ergodicity of continuous-time controlled Markov chains.
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1. Introduction. The long-run average reward or gain is one of the most widely
used optimality criteria for stochastic control processes, in particular in applications
to manufacturing processes, computer systems, and telecommunication networks, to
name just a few [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 26, 28, 32]. However, as it is only
concerned with the asymptotic behavior of the process it turns out to be extremely
underselective. For instance, to be a little more precise, suppose that JT (f) denotes
the expected total reward during the time interval [0, T ], when using a control policy
f , and let

g(f) := lim inf
T→∞

1

T
JT (f)

be the corresponding gain. Then if f and f ′ are two policies such that

JT (f) = JT (f ′) + T θ(1.1)

for all T > 0 and some θ ∈ (0, 1), we have two policies that yield the same gain
although their finite-horizon rewards are quite different. Thus the average reward
criterion is “underselective” because it does not distinguish between policies such as
f and f ′.

To avoid such a behavior we have to restrict ourselves to “better” classes of poli-
cies. In this paper we first impose conditions under which the finite-horizon rewards
of stationary policies are necessarily of the form

JT (f) = T · g(f) + hf (·) + e(f, T ),(1.2)

where hf (·) is the so-called bias of f and e(f, T ) is a residual term converging to 0 as
T → ∞. Therefore, if f and f ′ are two stationary policies with the same gain, then
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instead of (1.1) we now get

JT (f) − JT (f ′) = hf (·) − hf ′(·) + [e(f, T ) − e(f ′, T )].

If in addition hf (·) ≥ hf ′(·), then the policy f , which has the larger bias, will eventu-
ally “overtake” f ′ in the sense that for any given ε > 0,

JT (f) ≥ JT (f ′) − ε

for all T sufficiently large. In other words, maximizing the bias functions, within the
class of gain optimal policies, allows us to take the policy with the larger growth.

The main objective for this paper is to make precise the ideas expressed in the pre-
vious paragraph for a class of continuous-time controlled Markov chains (CMCs), also
known as Markov decision processes. Hence, starting with the set F of all stationary
policies, we give conditions for the existence of subclasses

Fao ⊇ Fca ⊇ Fbias,(1.3)

which are, respectively, the class of stationary average optimal policies, the class of
canonical policies, and the class of bias optimal policies. Our main goal is to show that
Fbias is nonempty and to characterize the policies in it. It should be noted that the
inclusions in (1.3) can all be proper. For instance, Guo and Liu [11] show an average
optimal policy which is not canonical, whereas our Example 3.7 gives a canonical
policy which is not bias optimal. Similar examples for discrete-time CMCs can be
seen in [12, 15, 18, 19, 26], for instance.

The concept of bias optimality, which was introduced by Veinott [30], has been
extensively studied for discrete-time CMCs—see, for instance, [2, 15, 16, 17, 18, 19, 26],
and their references. However, to the best of our knowledge, this is the first paper
dealing with the continuous-time case—although it is implicit in Puterman’s work
[25] for controlled diffusions in compact intervals. It should also be noted that in
our control model a control action can be taken at any time t ≥ 0 (as opposed to at
certain times) and, therefore, our CMC cannot be reduced to a discrete-time problem.

Our point of departure to study bias optimality is the average reward optimal-
ity equation for continuous-time CMCs. This optimality equation was established
by Guo and Hernández-Lerma in [10] under a uniform exponential ergodic property
of the continuous-time CMC. The authors propose irreducibility and monotonicity
conditions ensuring that the model is uniformly exponentially ergodic; see [10, As-
sumption C]. In this paper, we propose an alternative sufficient condition for uniform
ergodicity, namely, we replace Assumption C in [10] with a uniform integrability con-
dition. This result is of valuable interest by itself and not just in the context of average
or bias optimality.

The remainder of our paper is organized as follows. In section 2 we introduce
the control model we will be dealing with, paying particular attention to its ergodic
properties. Our main results are stated in section 3. For expositional clarity, the
proofs of the results in sections 2 and 3 are postponed to sections 4 and 5, respectively.
Section 6 states the final conclusions and mentions some interesting open issues.

2. Model definition and ergodic properties.

The control model. The control model we are concerned with is

{S, (A(i), i ∈ S), qij(a), r(i, a)},(2.1)
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where S is the state space, a denumerable set. Without loss of generality we will
assume that S = {0, 1, 2, . . .}, the set of nonnegative integers. Furthermore, A(i) is a
Borel space which stands for the set of admissible control actions in the state i ∈ S. Let
B(A(i)) be the Borel σ-algebra of subsets of A(i), and K := {(i, a) : i ∈ S, a ∈ A(i)}.
The numbers qij(a), for (i, a) ∈ K and j ∈ S are the system’s transition rates and so
they satisfy that qij(a) ≥ 0 if j �= i. Moreover, the matrix [qij(a)] is supposed to be
conservative, i.e., ∑

j∈S

qij(a) = 0 for all (i, a) ∈ K,(2.2)

and stable, which means that

q(i) := sup
a∈A(i)

[−qii(a)] < ∞ for i ∈ S.(2.3)

In addition, qij(a) is measurable in a ∈ A(i) for each fixed i, j ∈ S. Finally, r : K → R

denotes the reward rate and is assumed to be measurable in a ∈ A(i) for each fixed
i ∈ S. (As r(i, a) is allowed to take positive and negative values, it can be interpreted
as a cost rate rather than a “reward.”)

Control policies. Let A := ∪i∈SA(i). A function f : S → A is called a decision
function if f(i) is in A(i) for all i ∈ S. The set of all such functions is denoted by F.
Now let Φm be the family of functions ϕt(B|i) such that

• for each i ∈ S and t ≥ 0, B 	→ ϕt(B|i) is a probability measure on B(A(i)),
and

• for each i ∈ S and B ∈ B(A(i)), t 	→ ϕt(B|i) is a Lebesgue measurable
function on [0,∞).

A family ϕ = {ϕt, t ≥ 0} in Φm is called a randomized Markov policy. If in addition
there is a function f ∈ F such that ϕt(·|i) is concentrated at f(i) for all i ∈ S and
t ≥ 0, then ϕ is said to be a (deterministic) stationary policy and it is identified
with f . In other words, we will identify the family F of decision functions with the
family of stationary policies.

Notation. For each ϕ = {ϕt, t ≥ 0} ∈ Φm, i and j in S, and t ≥ 0, we write

r(t, i, ϕ) :=

∫
A(i)

r(i, a)ϕt(da|i),(2.4)

qij(t, ϕ) :=

∫
A(i)

qij(a)ϕt(da|i)(2.5)

whenever these integrals are well defined. For a stationary policy ϕ = f ∈ F, (2.4)
and (2.5) reduce to r(i, f) := r(i, f(i)) and qij(f) := qij(f(i)), respectively.

Definition 2.1. A randomized Markov policy ϕ ∈ Φm is said to be admissible if
qij(t, ϕ) is continuous in t for each fixed i, j ∈ S. We shall denote by Φad the family
of all such policies.

Observe that Φad contains F. The continuity of the transition rates is a stan-
dard assumption, e.g., [7, 9, 10]. It allows us to derive the transition function of
the system from its transition rates. More precisely, for each ϕ ∈ Φad, the matrix
Q(t, ϕ) := [qij(t, ϕ)] is easily seen to be conservative and stable and, therefore, there
exists a Q-process—that is, a possibly substochastic and nonhomogeneous transition
function—with transition rates qij(t, ϕ). To ensure the existence of a regular (stochas-
tic) transition function pϕ(s, i, t, j) and an associated Markov process {xϕ(t)}, we will
borrow the following “drift” condition from [10].
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Assumption A. There exists a sequence {Sm,m ≥ 1} of subsets of S, a non-
decreasing function w ≥ 1 on S, and constants b ≥ 0, c > 0, and M > 0 such
that

(a) Sm ↑ S and supi∈Sm
q(i) < ∞ for each m ≥ 1;

(b) infj /∈Sm
w(j) → +∞ as m → ∞;

(c)
∑

j∈S qij(a)w(j) ≤ −cw(i) + bδi0 for all (i, a) ∈ K, where δij denotes the
Kronecker delta;

(d) |r(i, a)| ≤ Mw(i) for all (i, a) ∈ K.
See Remark 2.1 in [10] for a discussion of Assumption A, in particular, its con-

nection to similar conditions in the previous literature, e.g., Anderson [1] and Lund,
Meyn, and Tweedie [20]. On the other hand, Assumption A guarantees that the
long-run average reward in (2.7) is finite-valued. To state this we need some notation.

For each initial state i ∈ S at time s ≥ 0 and ϕ ∈ Φad, we denote by Pϕ
s,i and Eϕ

s,i

the probability measure determined by pϕ(s, i, t, j) and the corresponding expectation
operator. If s = 0, we write Eϕ

0,i as Eϕ
i and pϕ(0, i, t, j) as pϕ(i, t, j).

Definition 2.2. For each ϕ ∈ Φad, i ∈ S and T ≥ 0, let

JT (i, ϕ) := Eϕ
i

[∫ T

0

r(t, x(t), ϕ)dt

]
.(2.6)

The long-run average reward—also known as the gain—of ϕ is given by

J(i, ϕ) := lim inf
T→∞

1

T
JT (i, ϕ).(2.7)

The function

J∗(i) := sup
ϕ∈Φad

J(i, ϕ) for i ∈ S

is referred to as the optimal gain or optimal average reward. A policy ϕ∗ ∈ Φad is
said to be average optimal if J(i, ϕ∗) = J∗(i) for all i ∈ S.

Remark 2.3. Observe that in (2.6) the Markov process is not denoted {xϕ(t)}.
The reason for this is that Pϕ

s,i is a probability measure over the set of all sample

paths {x(t)} ∈ S[0,∞) and thus writing, for instance, Eϕ
s,i[x

ϕ(t)] is redundant.

Under Assumption A, for each f ∈ F the corresponding Markov process {xf (t)}
is nonexplosive [21, Theorem 2.1] and positive Harris recurrent and, further, it has a
unique invariant probability measure μf for which

μf (w) :=
∑
j∈S

w(j)μf (j) < ∞;(2.8)

see [21, Theorem 4.2]. Moreover, the gain or reward in (2.7) turns out to be a constant
J(·, f) ≡ g(f) independent of the initial state i ∈ S given by

g(f) = lim
T→∞

1

T
JT (i, f) =

∑
j∈S

r(j, f)μf (j) for i ∈ S.(2.9)

Our next assumption states the standard continuity-compactness conditions (see
Assumption B in [10]).
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Assumption B. For each i, j ∈ S
(a) A(i) is compact, and
(b) r(i, a), qij(a), and

∑
j∈S qij(a)w(j) are upper semicontinuous in a ∈ A(i),

where w is the function in Assumption A.
(c) There exists a nonnegative function w′ on S and constants b′ ≥ 0, c′ > 0,

M ′ > 0 such that

q(i)w(i) ≤ M ′w′(i) and
∑
j∈S

qij(a)w
′(j) ≤ c′w′(i) + b′

for all (i, a) ∈ K.
To state our last assumption, we need some notation. Let w(·) ≥ 1 be as in

Assumption A. The w-norm of a function u : S → R is defined as

||u||w := sup
i∈S

|u(i)|
w(i)

.

We shall denote by Bw(S) the Banach space of functions on S with finite w-norm.

Assumption C.
(a) For each f ∈ F, the Markov process {xf (t)} is irreducible; that is, given a

pair of states i �= j there exists a set of distinct states i = i1, . . . , im = j such
that

m−1∏
k=1

qikik+1
(f) > 0.

(b) The CMC model is w-exponentially ergodic; that is, there exist constants
δ > 0 and R ≥ 0 such that

sup
f∈F

|Ef
i u(x(t)) − μf (u)| ≤ Re−δt||u||ww(i)(2.10)

for all i ∈ S, u ∈ Bw(S), and t ≥ 0, where μf (u) :=
∑

j∈S u(j)μf (j).
Assumption C(b) seems to be difficult to verify in practice. For noncontrolled

Markov processes, several approaches yield exponential ergodicity; see, e.g., [3, 6,
20, 21, 29]. Also, there exist conditions ensuring uniform ergodicity of discrete-time
controlled Markov chains; see [5], for instance. However, except for the paper [10],
very little has been done for controlled continuous-time Markov chains.

Next, we propose two different sets of sufficient conditions for Assumption C(b).
The first, stated in Theorem 2.4, is taken from [10]. (See, in particular, its connection
to the monotonicity conditions in [20].)

Theorem 2.4. Suppose that Assumptions A(a)–(c) and C(a) are satisfied and,
in addition, that

(i) for every i, k ∈ S (where k �= i + 1) and for each f ∈ F,∑
j≥k

qij(f) ≤
∑
j≥k

qi+1,j(f);

(ii) for every f ∈ F and j > i > 0, there exist nonzero distinct states i =
i1, . . . , im ≥ j such that

m−1∏
k=1

qikik+1
(f) > 0.

Then, Assumption C(b) holds with δ = c, the constant in Assumption A(c).
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For a proof, we refer to [10, 20]. Condition (i) in Theorem 2.4 imposes that for
each f ∈ F, the Markov process {xf (t)} is stochastically monotone, whereas condition
(ii) means that for every f ∈ F, we can “travel” with positive probability from state
i to the set {j, j + 1, . . .} (with j > i > 0) without passing through {0}.

Our next result, rather than the monotonicity conditions in Theorem 2.4, imposes
a uniform integrability assumption.

Theorem 2.5. Suppose that Assumptions A(a)–(c), B(a), and C(a) are satisfied.
Suppose also that for every i, j ∈ S, the function a 	→ qij(a) is continuous on A(i)
(cf. Assumption B(b)) and that

lim
k→∞

sup
f∈F

⎧⎨
⎩

∞∑
j=k

pf (i, t, j)w(j)

⎫⎬
⎭ = 0 for every i ∈ S and t ≥ 0.(2.11)

Then, Assumption C(b) holds.
Observe that by [10, Lemma 3.2], the condition (2.11) holds for every single f ∈ F.

The proof of Theorem 2.5, which is based on the discrete-time ergodicity results in
[5], is given in section 4. See Remark 4.7 for an equivalent formulation of (2.11).

Assumptions A, B, and C are supposed to hold throughout the following.

3. Main results. For expositional convenience, in this section we state Theo-
rems 3.3, 3.6, 3.8 and 3.9 but their proofs are postponed to section 5.

Canonical policies. Let Fao ⊆ F be the family of stationary average optimal
policies. Under Assumptions A, B, and C, the set Fao is nonempty; see [10]. Actually,
its subset Fca defined next is also nonempty.

Definition 3.1.

(a) A pair (g∗, h∗) consisting of a constant g∗ ∈ R and a function h∗ ∈ Bw(S) is
said to be a solution of the average reward optimality equation (AROE) if

g∗ = max
a∈A(i)

⎡
⎣r(i, a) +

∑
j∈S

qij(a)h
∗(j)

⎤
⎦ for all i ∈ S.(3.1)

(b) If f∗ ∈ F is such that f∗(i) ∈ A(i) attains the maximum in (3.1) for all i ∈ S,
that is,

g∗ = r(i, f∗) +
∑
j∈S

qij(f
∗)h∗(j) for i ∈ S,(3.2)

then f∗ is called a canonical policy, and, furthermore, (g∗, h∗, f∗) is called a
canonical triplet. The set of canonical policies is denoted Fca.

Remark 3.2. If (g∗, h∗) is a solution of the AROE, it is easily seen that g∗ is
unique (see (3.3) below). However, as a consequence of (2.2), h∗ can be replaced with
h∗ + z for any constant z. In fact, as in the proof of Proposition 3.5, it can be shown
that h∗ is unique up to additive constants.

As in [10, Theorem 4.1], our standing assumptions guarantee the existence of a
canonical triplet (g∗, h∗, f∗). Moreover,

g∗ = J∗(i) = J(i, f∗) for i ∈ S,(3.3)

which means that g∗ is the optimal gain and that f∗ is average optimal; hence

Fca ⊆ Fao.(3.4)
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In general, the inclusion in (3.4) can be proper; in other words, there can be average
optimal policies which are not canonical—see Guo and Liu [11], for instance. However,
under our Assumptions A, B, and C, the following Theorem 3.3 states that in fact
the equality holds in (3.4).

Theorem 3.3. A stationary policy is canonical if and only if it is average optimal,
that is, Fca = Fao.

The Poisson equation. For each stationary policy f ∈ F, we define the bias of
f as

hf (i) :=

∫ ∞

0

[Ef
i r(x(t), f) − g(f)]dt for i ∈ S.(3.5)

By (2.10) and Assumptions A(d) and C(b),

|Ef
i r(x(t), f) − g(f)| ≤ RMw(i)e−δt for all t ≥ 0

and so

|hf (i)| ≤ δ−1RMw(i) for i ∈ S.(3.6)

It follows that hf is in Bw(S) and also that its w-norm is uniformly bounded in f ∈ F

because

||hf ||w ≤ δ−1RM for every f ∈ F.

We also get the following.
Proposition 3.4. For each f ∈ F, the pair (g(f), hf ) is the unique solution of

the so-called Poisson equation

g(f) = r(i, f) +
∑
j∈S

qij(f)hf (j) for i ∈ S(3.7)

for which the μf -expectation of the bias hf is zero:∑
j∈S

hf (j)μf (j) = 0.(3.8)

Proof. For a proof of (3.7) see, for instance, Theorem 5.2(ii) in [4] or Lemma 5.1
in [10]. To obtain (3.8) first note that, by (3.6) and (2.8), hf is indeed μf -integrable.
Then in (3.5) choose the distribution of the inital state to be μf , and so (3.8) follows
from a direct calculation.

To prove uniqueness we will use the fact that, by (2.10),

lim
t→∞

1

t
Ef

i [u(x(t))] = 0(3.9)

for all f ∈ F, i ∈ S, and u ∈ Bw(S). We will also use the notation

(Qfh)(i) :=
∑
j∈S

qij(f)h(j).(3.10)

Now, for k = 1, 2, let (gk, hk) ∈ R×Bw(S) be a solution of (3.7), (3.8). Then for each
k = 1, 2, Dynkin’s formula

Ef
i hk(x(t)) = hk(i) + Ef

i

[∫ t

0

(Qfhk)(x(s))ds

]
(3.11)
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together with (3.7) and (2.6) yields

Ef
i hk(x(t)) = hk(i) + t · gk − Jt(i, f).(3.12)

Multiplying both sides by 1/t and letting t → ∞, it follows from (3.9) and (2.9) that

g1 = g2 = g(f).

It only remains to show that h1 = h2. Let u := h1 − h2. Substracting the Poisson
equation (3.7) for (g2, h2) from the corresponding equation for (g1, h1) we get that

(Qfu)(i) = 0 for i ∈ S.(3.13)

Therefore, using Dynkin’s formula (3.11) with u in lieu of hk we see that u is harmonic,
that is,

u(i) = Ef
i u(x(t)) =

∑
j∈S

pf (i, t, j)u(j) for t ≥ 0.

Thus, letting t → ∞, (2.10) and (3.8) give

u(i) = μf (u) = μf (h1) − μf (h2) = 0 for all i ∈ S,(3.14)

that is, h1(·) = h2(·).
Now let f ∈ Fao be an average optimal policy. Then, by Theorem 3.3, f is

canonical and, therefore, it satisfies (3.2), i.e.,

g∗ = r(i, f) +
∑
j∈S

qij(f)h∗(j).

On the other hand, since g(f) = g∗, the Poisson equation (3.7) for f becomes

g∗ = r(i, f) +
∑
j∈S

qij(f)hf (j),

and so substracting the last two equalities we conclude that u := h∗ − hf satisfies
(3.13). This implies that u is harmonic and, as in (3.14), we conclude that u =
h∗ − hf = μf (h∗) − μf (hf ) = μf (h∗). We can summarize this as follows.

Proposition 3.5. If f ∈ F is average optimal, then its bias hf and any function
h∗ in the AROE (3.1) are equal up to an additive constant; in fact

hf (i) = h∗(i) − μf (h∗) for i ∈ S.(3.15)

The next theorem provides an interesting characterization of a canonical triplet.
We shall need a little notation first. In addition to the finite-horizon reward in (2.6),
we consider the reward functional

JT (i, s, ϕ, h) := Eϕ
s,i

[∫ T

s

r(t, x(t), ϕ)dt + h(x(T ))

]

for each i ∈ S, 0 ≤ s ≤ T , ϕ ∈ Φad, and h ∈ Bw(S). The corresponding optimal
reward function is

J∗
T (i, s, h) := sup

ϕ∈Φad

JT (i, s, ϕ, h).(3.16)
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A policy attaining the supremum in (3.16) for all i ∈ S and a given s ∈ [0, T ] will be
called optimal for the finite-horizon control problem over [s, T ] with terminal payoff h.

Theorem 3.6. (g∗, h∗, f∗) ∈ R × Bw(S) × F is a canonical triplet if and only if
for all i ∈ S and 0 ≤ s ≤ T ,

(i) J∗
T (i, s, h∗) = (T − s)g∗ + h∗(i), and

(ii) J∗
T (i, s, h∗) = JT (i, s, f∗, h∗), i.e., f∗ is optimal for the finite-horizon control

problem over [s, T ] with terminal payoff h∗.
The characterization of a canonical triplet in Theorem 3.6 is essentially the same

as the one proposed by Yushkevich [33] (see also [14] or [15]) for discrete-time CMCs.

Bias optimality. The function ĥ ∈ Bw(S) defined as

ĥ(i) := sup
f∈Fao

hf (i) for i ∈ S(3.17)

is called the optimal bias function. (By (3.6), ĥ is indeed in Bw(S).) A stationary

average optimal policy f̂ is said to be bias optimal if it attains the maximum in (3.17),
i.e.,

hf̂ (i) = ĥ(i) for i ∈ S.

We shall denote by Fbias the family of bias optimal policies. By definition of bias
optimality, Fbias is a subset of Fao = Fca, and in general the inclusion is strict: the
following simple example shows an average optimal policy which is not bias optimal.
Other examples are given by Lewis and Puterman [18, 19] and Haviv and Puter-
man [12].

Example 3.7. Consider a control model as in (2.1) with components

S = {1, 2}, A(1) = {1}, A(2) = {1, 2},

q11(1) = −2, q22(1) = −1, q22(2) = −2,

r(1, 1) = 4, r(2, 1) = 1, r(2, 2) = 0.

There are two stationary policies f1, f2, with f1(2) = 1, f2(2) = 2. Moreover, the
corresponding gain and bias functions are

g(f1) = g(f2) = 2 and hf1(·) =

(
2/3

−1/3

)
, hf2(·) =

(
1/2

−1/2

)
.

Hence both policies have the same gain and they are average optimal [10, Theorem 4.1]
but only f1 is bias optimal.

The following result states the existence of bias optimal policies as well as a useful
“growth sensitive” characterization (b3) of bias optimality.

Theorem 3.8. Under Assumptions A, B, and C,
(a) There exists a bias optimal policy—that is, Fbias is nonempty.
(b) The following statements are equivalent:

(b1) f̂ ∈ F is bias optimal.

(b2) f̂ ∈ F is a canonical policy and μf̂ (ĥ) = 0.

(b3) f̂ ∈ F is weakly overtaking optimal in F, that is,

lim inf
T→∞

[JT (i, f̂) − JT (i, f)] ≥ 0 for every i ∈ S and f ∈ F.(3.18)
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More explicitly, (3.18) states that for every ε > 0 there exists Tε = Tε(i, f̂ , f)
such that

JT (i, f̂) ≥ JT (i, f) − ε for T ≥ Tε.(3.19)

(If (3.19) holds for ε = 0, it is said that f̂ overtakes f , a concept that can be traced
back to Ramsey [27]. The weaker form in (3.18) is due to Gale [8] and von Weizsäcker
[31].)

To conclude this section we shall introduce another characterization of bias opti-
mality related to (b2) in Theorem 3.8 and the AROE (3.1).

A pair (g∗, u) ∈ R×Bw(S) is said to verify the bias optimality equations if (g∗, u)
is a solution of the AROE, i.e.,

g∗ = max
a∈A(i)

⎡
⎣r(i, a) +

∑
j∈S

qij(a)u(j)

⎤
⎦ for i ∈ S,(3.20)

and in addition there exists v ∈ Bw(S) such that

u(i) = max
a∈A∗(i)

⎡
⎣∑
j∈S

qij(a)v(j)

⎤
⎦ for i ∈ S,(3.21)

where A∗(i) is the set of actions a ∈ A(i) attaining the maximum in (3.20).

Theorem 3.9. (g∗, ĥ) is the unique pair that verifies the bias optimality equa-
tions. Moreover, a policy f ∈ F is bias optimal if and only if for all i ∈ S, f(i) attains
the maximum in the two equations (3.20), (3.21).

Remark 3.10. As in (3.12), from Dynkin’s formula and the Poisson equation (3.7)
we have

JT (i, f) = T · g(f) + hf (i) − Ef
i hf (x(T )) for f ∈ F, i ∈ S, and T ≥ 0.

This fact and (2.10) yield

sup
f∈F

||JT (·, f) − T · g(f) − hf (·)||w = O(e−δT ).

This shows that the rate of convergence to zero of the residual term in (1.2) is uni-
formly exponential.

4. Proof of Theorem 2.5. Throughout this section, we assume that the hy-
potheses of Theorem 2.5 are verified, namely, Assumptions A(a)–(c), B(a), and C(a),
the continuity of the transition rates, and the uniform integrability condition (2.11).
To prove Theorem 2.5, we will consider a discretization of the Markov control process;
in other words, we will deal with a “skeleton” CMC. We suppose that the system is
observed at times 0,Δ, 2Δ, . . . , where, for the moment, Δ > 0 is left unspecified.

In the next paragraphs, we make important remarks with regard to the discretiza-
tion of the continuous-time CMC.

Topology of the action spaces. If the state of the system is i at time kΔ,
then the action chosen at i at time kΔ does not suffice to determine the state of the
system at time (k + 1)Δ. The reason for this is that the process can move to any
state j ∈ S between times kΔ and (k + 1)Δ; as a consequence, we must specify the
action chosen not only at i, but at every state j ∈ S.
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This means that when dealing with the discretized CMC, the set of available
actions at the state i ∈ S is F instead of A(i). (We are focusing on stationary
strategies.) This is not a real problem because F is metrizable and compact with the
topology of componentwise convergence, i.e., fn → f if fn(i) → f(i) for every i ∈ S;
see the paragraph after Assumption 2.1 in [5, p. 541].

Definition of the skeleton CMC. The above paragraph implies that the cor-
responding skeleton CMC is defined by the following elements:

• the denumerable state space S = {0, 1, 2, . . .},
• the action space F, a compact metric space, which is the same for every state
i ∈ S, and

• the transition probabilities pf (i,Δ, j), for Δ > 0, i, j ∈ S, and f ∈ F.
As we are mainly concerned with ergodic properties of Markov processes, the definition
of the corresponding reward function is not relevant.

Observe that a deterministic stationary strategy for the skeleton CMC does not
correspond to a deterministic stationary strategy for the continuous-time CMC; in-
deed, the chosen action (in F) would depend on the state of the system at the times
kΔ and, therefore, it would not be stationary (in the continuous-time sense). Hence,
in the discrete-time model, we will deal with a subclass of deterministic stationary
strategies, namely, we will consider constant deterministic stationary strategies, that
is, the same action f ∈ F is chosen at every state i ∈ S.

Our plan is as follows. Uniform ergodicity has been proved for discrete-time
CMCs in Key Theorem II [5, p. 544]. (For ease of reference, we state this result here
in Theorem 4.1.) In Propositions 4.5, 4.6, and 4.9, we propose conditions under which
the hypotheses of Theorem 4.1 are verified by the skeleton CMC model. Then, we
will prove Theorem 2.5.

Theorem 4.1. Suppose that for some Δ > 0, the skeleton CMC verifies the
following properties:

(i) For every i and j in S, the function

f 	→ pf (i,Δ, j)

is continuous on F.
(ii) For every i in S, the function

f 	→
∑
j∈S

pf (i,Δ, j)w(j)

is continuous on F.
(iii) There exists a constant γ < 1 such that

∞∑
j=1

pf (i,Δ, j)w(j) ≤ γw(i)

for every f ∈ F and i ∈ S.
Then, there exist constants H > 0 and β < 1 such that∑

j∈S

∣∣pf (i, kΔ, j) − μf (j)
∣∣w(j) ≤ Hβkw(i) and

∑
j∈S

pf (i,Δ, j)w(j) ≤ Hw(i)

for every i ∈ S, k ≥ 0 integer, and f ∈ F. (Recall that μf is the invariant probability
measure of {xf (t)}.)
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Proof. For every f ∈ F, the Markov chain {xf (kΔ)}k≥0 is irreducible and aperi-
odic (recall Assumption C(a)) and, therefore, the stated result directly follows from
Key Theorem II in [5, p. 544].

Next, we are going to prove that condition (i) in Theorem 4.1 is verified for every
Δ > 0. First, we will show it for a model with bounded transition rates, and then this
will be extended to a model with unbounded transition rates.

We give some previous definitions. Define the 1-norm of the real-valued vector
z := {z(k)}k∈S as the supremum norm, that is, ||z||1 := supk∈S |z(k)|. Let C(1) :=
{z ∈ R

S : ||z||1 ≤ 1} ⊆ Bw(S). For a given f ∈ F, recall that the operator Qf was
defined in (3.10) as

(Qfz)(i) :=
∑
k∈S

qik(f)z(k) for i ∈ S,

where z = {z(k)}k∈S .
Lemma 4.2. Suppose supi∈S q(i) =: q < ∞. Then, the following results hold.
(i) For each f ∈ F, Qf is a linear operator on Bw(S) that satisfies

||Qfz||w ≤ (q + b)||z||w,(4.1)

where b is as in Assumption A.
(ii) If the sequence {fn}n∈N ⊆ F converges to f ∈ F, then

lim
n→∞

sup
z∈C(1)

{||Qfnz −Qfz||w} = 0.

(iii) If the sequence {zn}n∈N ⊆ C(1) converges pointwise to z ∈ C(1), i.e., zn(k) →
z(k) for every k ∈ S, then

lim
n→∞

||Qfzn −Qfz||w = 0 for every f ∈ F.

Proof. The proof of this lemma is straightforward and we omit it. However, it is
worth noting that the following is needed in the proof:

lim
k→∞

sup
a∈A(i)

⎧⎨
⎩

∞∑
j=k

qij(a)

⎫⎬
⎭ = 0 for every i ∈ S,

and this result is derived from Dini’s theorem.
Suppose that f ∈ F and j ∈ S are given. Define zf (t) ∈ C(1) (we do not make j

explicit in the notation) as

(zf (t))(i) := pf (i, t, j) for i ∈ S and t ≥ 0.

Lemma 4.3. Suppose that supi∈S q(i) =: q < ∞. Then,
(i) For every f ∈ F and j ∈ S, the function t 	→ zf (t) is C1[0,∞) and it is a

solution of the differential equation

d

dt
zf (t) = Qfzf (t) for t ≥ 0,(4.2)

where continuity and differentiability are understood to be in the w-norm (and
not in a componentwise sense).

(ii) For every t ≥ 0 and i, j ∈ S, f 	→ pf (i, t, j) is continuous on F.
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Proof of (i). Observe that the equality (4.2) corresponds to Kolmogorov’s back-
ward equations, which are known to hold in a componentwise sense. The fact that
t 	→ zf (t) is C1[0,∞) in the w-norm and that (4.2) holds in the w-norm is deduced
from Lemma 4.2(iii), and we skip the details.

Proof of (ii). It is well known that

||y(t)|| ≤ ||y(0)|| +
∫ t

0

||y′(s)||ds for t ≥ 0,(4.3)

where y is a C1[0,∞) function on a Banach space.
Fix an arbitrary f ∈ F and a sequence {fn}n∈N ⊆ F that converges to f . By part

(i) of this lemma and (4.3),

||zfn(t) − zf (t)||w ≤
∫ t

0

||Qfnzfn(s) −Qfzf (s)||wds for t ≥ 0.(4.4)

On the other hand, ||Qfnzfn(s) −Qfzf (s)||w is bounded by

||Qfnzfn(s) −Qfnzf (s)||w + ||Qfnzf (s) −Qfzf (s)||w,

which, by (4.1), is less than or equal to

(q + b)||zfn(s) − zf (s)||w + ||Qfnzf (s) −Qfzf (s)||w.

Now, by Lemma 4.2(ii), given ε > 0 there exists N (not depending on s ≥ 0) such
that

||Qfnzf (s) −Qfzf (s)||w ≤ ε for n ≥ N and every s ≥ 0.

Combining these bounds with (4.4), we deduce that

||zfn(t) − zf (t)||w ≤ (q + b)

∫ t

0

||zfn(s) − zf (s)||wds + εt for n ≥ N and t ≥ 0.

Hence, applying Gronwall’s inequality, we have that

||zfn(t) − zf (t)||w ≤ εTe(q+b)T for n ≥ N and 0 ≤ t ≤ T ,

where T > 0 is arbitrary. In particular,

|pfn(i, t, j) − pf (i, t, j)| ≤ w(i)εTe(q+b)T for n ≥ N,

thus showing that f 	→ pf (i, t, j) is continuous on F, as we wanted to prove.
Now we drop the boundedness hypothesis on the transition rates made in Lemmas

4.2 and 4.3. Given a state m ∈ S and f ∈ F, let

Tm := min
s≥0

{xf (s) ≥ m}.

Define then the Markov process {xf
m(t)} as

xf
m(t) := xf (t ∧ Tm)

(where “∧” stands for minimum). The transition probabilities of {xf
m} are denoted

pfm(i, t, j) for t ≥ 0 and i, j ∈ S.



64 TOMÁS PRIETO-RUMEAU AND ONÉSIMO HERNÁNDEZ-LERMA

Lemma 4.4. For arbitrary i, j ∈ S and t ≥ 0,

lim
m→∞

sup
f∈F

{|pf (i, t, j) − pfm(i, t, j)|} = 0.

(Notice that we do not assume supi∈S q(i) < ∞.)
Proof. We have that

pf (i, t, j) − pfm(i, t, j) = Ef
i

[
I{xf (t) = j} − I{xf

m(t) = j}
]

= Ef
i

[
I{t ≥ Tm}(I{xf (t) = j} − I{xf

m(t) = j})
]
,

where I{·} denotes the indicator function. Hence,

|pf (i, t, j) − pfm(i, t, j)| ≤ 2P f
0,i{t ≥ Tm}.(4.5)

(Recall the notation introduced in section 2.) We also have that

{t ≥ Tm} =

{
sup

0≤s≤t
{xf (s)} ≥ m

}

⊆
{

sup
0≤s≤t

{w(xf (s))e−bs} ≥ w(m)e−bt

}
,

where the constant b ≥ 0 is taken from Assumption A. Thus, from the nonexplosion
condition CD0 in [21, p. 524] and Theorem 2.1 in [21], we deduce that

P f
0,i{t ≥ Tm} ≤ w(i)ebt/w(m)

(it is important to note that this bound is uniform in f ∈ F because the drift constants
in [21, condition CD0] do not depend on f), which, together with (4.5), yields that

sup
f∈F

{|pf (i, t, j) − pfm(i, t, j)|} ≤ 2w(i)ebt/w(m).

Letting m → ∞ in this expression proves the lemma.
Now we can show that condition (i) in Theorem 4.1 holds.
Proposition 4.5. For every t ≥ 0, and i, j ∈ S fixed, the function

f 	→ pf (i, t, j)

is continuous on F.
Proof. Observe that the process {xf

m(t)} verifies the hypotheses of Lemma 4.3
because its transition rates are bounded by sup0≤i<m q(i), and then, for fixed i, j,m ∈
S and t ≥ 0, f 	→ pfm(i, t, j) is continuous on F. The continuity of f 	→ pf (i, t, j) is
now a straightforward consequence of Lemma 4.4.

Condition (ii) in Theorem 4.1, stated in Proposition 4.6, is now easily derived
from condition (2.11), and the proof is omitted.

Proposition 4.6. If condition (2.11) is satisfied, then for every t ≥ 0 and i ∈ S
fixed, the function

f 	→
∑
j∈S

pf (i, t, j)w(j)

is continuous on F.
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Remark 4.7. Observe that, taking into account the result of Proposition 4.5,
it follows that the uniform integrability condition (2.11) and the continuity of f 	→∑

j∈S pf (i, t, j)w(j) are in fact equivalent. Indeed, the continuous functions

f 	→
k∑

j=0

pf (i, t, j)w(j)

form an increasing sequence that converges to the continuous function

f 	→
∑
j∈S

pf (i, t, j)w(j).

Hence, by Dini’s theorem, convergence is uniform on F, and then (2.11) follows.
Remark 4.8. It could seem that

f 	→
∑
j∈S

qij(f)w(j) is continuous(4.6)

is the continuous-time version of the discrete-time condition in Theorem 4.1(ii)

f 	→
∑
j∈S

pf (i, t, j)w(j) is continuous.(4.7)

However, this is not true because (4.6) takes into account only the first transition
when starting from state i ∈ S, while (4.7) includes all the transitions that occured
in the time interval [0, t].

The following result establishes condition (iii) in Theorem 4.1.
Proposition 4.9. There exists Δ > 0 such that

∞∑
j=1

pf (i, t, j)w(j) ≤ e−ct/2w(i)

for every i ∈ S, 0 ≤ t ≤ Δ, and f ∈ F, where c is as in Assumption A.
Proof. From the drift condition in Assumption A

∞∑
j=0

qij(a)w(j) ≤ −cw(i) + bδi0 for every i ∈ S and a ∈ A(i),

and using Dynkin’s formula, we obtain (see, e.g., [6, equation 31])

∞∑
j=0

pf (i, t, j)w(j) ≤ e−ctw(i) + be−ct

∫ t

0

pf (i, s, 0)ecsds,(4.8)

which holds for every f ∈ F, i ∈ S, and t ≥ 0. The inequality (4.8) may be rewritten
as

∞∑
j=1

pf (i, t, j)w(j) ≤ e−ct/2w(i)R(t, i, f),

where

R(t, i, f) := e−ct/2

(
1 +

b

w(i)

∫ t

0

pf (i, s, 0)ecsds− w(0)

w(i)
pf (i, t, 0)ect

)
.
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Hence, to prove the proposition, it suffices to show that there exists Δ > 0 such that
R(t, i, f) ≤ 1 or, equivalently,

b

w(i)

∫ t

0

pf (i, s, 0)ecsds− w(0)

w(i)
pf (i, t, 0)ect ≤ ect/2 − 1(4.9)

for every 0 ≤ t ≤ Δ, i ∈ S, and f ∈ F. We will proceed in two steps, depending on
whether i = 0 or i > 0.

Case i = 0. Proving (4.9) for i = 0 is equivalent to show that

b

w(0)

∫ t

0

pf (0, s, 0)ecsds− pf (0, t, 0)ect ≤ ect/2 − 1,

and it suffices that

pf (0, t, 0)ect ≥ b

w(0)

∫ t

0

pf (0, s, 0)ecsds.

Observe now that

pf (0, s, 0)ecs ≤ ect and pf (0, t, 0) ≥ e−q(0)t

(see (2.3) for the definition of q(0)) for every 0 ≤ s ≤ t and f ∈ F. Hence,
choosing Δ1 > 0 such that

e−q(0)t ≥ b

w(0)
t for 0 ≤ t ≤ Δ1

yields

R(t, 0, f) ≤ 1 for 0 ≤ t ≤ Δ1 and f ∈ F.

Case i > 0. We will show that for i ≥ 1,

b

w(i)

∫ t

0

pf (i, s, 0)ecsds ≤ ect/2 − 1.(4.10)

Note that ect/2 − 1 ≥ ct/2 and that
∫ t

0
pf (i, s, 0)ecsds ≤ tect. As a conse-

quence, there exists some I ≥ 1 (not depending on f) such that

b

w(i)
ect ≤ c

2
for 0 ≤ t ≤ Δ1 and i > I.

Therefore, R(t, i, f) ≤ 1 for every 0 ≤ t ≤ Δ1, i > I, and f ∈ F.
In case 1 ≤ i ≤ I, observe that

pf (i, s, 0) ≤ 1 − eqii(f)s ≤ −qii(f)s ≤ q(i)s.

Thus, in order to establish (4.10), it is enough to prove that

bectq(i)t2

2w(i)
≤ ct/2,

which is verified for every 1 ≤ i ≤ I, f ∈ F, and 0 ≤ t ≤ Δ2, provided that
Δ2 > 0 is small enough.
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To conclude, we have proved that R(t, i, f) ≤ 1 for every 0 ≤ t ≤ min{Δ1,Δ2}, i ∈ S
and f ∈ F.

Remark 4.10. The term e−ct/2 in the statement of Proposition 4.9 can be replaced
with e−αt for any 0 < α < c, and the proof would be the same.

Finally, we can prove our main result.
Proof of Theorem 2.5. Choosing Δ > 0 as in Proposition 4.9, it follows from

Propositions 4.5, 4.6, and 4.9 that conditions (i), (ii), and (iii) in Theorem 4.1 are
verified by the skeleton CMC.

Hence, given arbitrary t ≥ 0, let 0 ≤ s < Δ and k ≥ 0 integer satisfy t = kΔ + s.
If i ∈ S, u ∈ Bw(S), and f ∈ F,

|Ef
i u(x(t)) − μf (u)| =

∣∣∣∣∣∣
∑
j∈S

(pf (i, t, j) − μf (j))u(j)

∣∣∣∣∣∣
≤ ||u||w

∑
j∈S

w(j)|pf (i, t, j) − μf (j)|

= ||u||w
∑
j∈S

w(j)

∣∣∣∣∣
∑
i′∈S

pf (i, s, i′)(pf (i′, kΔ, j) − μf (j))

∣∣∣∣∣ ,
where we use the Chapman–Kolmogorov equation. Hence,

|Ef
i u(x(t)) − μf (u)| ≤ ||u||w

∑
i′∈S

pf (i, s, i′)
∑
j∈S

w(j)|pf (i′, kΔ, j) − μf (j)|

≤ Hβk||u||w
∑
i′∈S

pf (i, s, i′)w(i′)

≤ Hβ−1(β1/Δ)t||u||w
∑
i′∈S

pf (i, s, i′)w(i′)

for some constants H and β < 1 (see Theorem 4.1). Finally, [10, Lemma 3.2] yields
that

|Ef
i u(x(t)) − μf (u)| ≤ Hβ−1(β1/Δ)t||u||w(1 + b/c)w(i),

where the constants b and c come from Assumption A, thus showing that the uniform
w-ergodic property holds, letting

R := Hβ−1(1 + b/c) and δ := −(log β)/Δ

in Assumption C(b).

5. Proof of theorems in section 3.
Proof of Theorem 3.3. By (3.4), we only need to show that Fao ⊆ Fca. Let f ∈ F

be average optimal, so that (by (2.9) and (3.3)) g(f) = g∗. Recalling the Poisson
equation (3.7), and if (g∗, h∗) is a solution of the AROE (3.1), then for all i ∈ S,

g∗ = r(i, f) +
∑
j∈S

qij(f)hf (j)

= max
a∈A(i)

⎡
⎣r(i, a) +

∑
j∈S

qij(a)h
∗(j)

⎤
⎦

≥ r(i, f) +
∑
j∈S

qij(f)h∗(j),
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and thus, with the notation introduced in (3.13),

(Qf (hf − h∗))(i) ≥ 0 for i ∈ S.

Using Dynkin’s formula, the above yields Ef
i [hf (x(t))−h∗(x(t))] ≥ hf (i)−h∗(i), and

letting t → ∞ we obtain

μf (hf − h∗) ≥ hf − h∗.

Since μf (hf − h∗) is finite, it follows that there exists a constant z ∈ R such that

hf (i) = h∗(i) + z(5.1)

for all i in a set of μf -probability one, and thus (5.1) holds for every i ∈ S because
the Markov process {xf (t)} is irreducible (recall Assumption C(a)). Finally, as a
consequence of Remark 3.2, the pair (g∗, hf ) is a solution of the AROE (3.1), and
then

g∗ = max
a∈A(i)

⎡
⎣r(i, a) +

∑
j∈S

qij(a)hf (j)

⎤
⎦

≥ r(i, f) +
∑
j∈S

qij(f)hf (j) = g∗ (by (3.7)).

Hence f is canonical.
Proof of Theorem 3.6. Let (g∗, h∗, f∗) be a canonical triplet. We will first show

that the expressions on the right-hand sides of (i) and (ii) coincide, i.e.,

JT (i, s, f∗, h∗) = (T − s)g∗ + h∗(i).(5.2)

Indeed, in (3.11)–(3.12) replace [0, t] and (gk, hk, f) with [s, T ] and (g∗, h∗, f∗), re-
spectively, to obtain (via (3.2))

Ef∗

s,ih
∗(x(T )) = h∗(i) + (T − s) · g∗ − JT (i, s, f∗, 0).

Thus, rearranging terms we get (5.2).
Now let v(i, s) := (T − s)g∗ + h∗(i) for i ∈ S and 0 ≤ s ≤ T , and note that v(·, s)

is in Bw(S). Given f ∈ F, let Lf be the extended generator of the state (Markov)
process {xf (t), t ≥ 0} (see, e.g., [13, p. 2]). Then we obviously have

(Lfv)(i, s) = −g∗ +
∑
j∈S

qij(f)h∗(j)

and, therefore,

r(i, f) + (Lfv)(i, s) ≤ 0 for all i ∈ S and 0 ≤ s ≤ T(5.3)

with equality if f = f∗. Hence, since we also have v(i, T ) = h∗(i), we conclude from
(5.3) and (3.1)–(3.2) that v(i, s) satisfies the dynamic programming equation for the
control problem (3.16) with terminal payoff h∗, namely,

max
f∈F

[r(i, f) + (Lfv)(i, s)] = 0 for all i ∈ S and 0 ≤ s ≤ T ,
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with boundary condition v(i, T ) = h∗(i) for all i ∈ S. Therefore, by a standard
dynamic programming “verification theorem” (see [13, Theorem 5.1], for instance),
v(i, s) is the control problem’s value function (3.16) with h = h∗, i.e.,

v(i, s) = J∗
T (i, s, h∗).

Hence from the definition of v(i, s) and (5.2) we obtain (i), (ii).
Conversely, suppose that (i) and (ii) hold. Given f ∈ F we have

JT (i, f) ≤ Tg∗ + h∗(i) − Ef
i h

∗(x(T )) for each i ∈ S

with equality if f = f∗. Multiplying by 1/T and letting T → ∞ in the above
inequality, and also recalling (3.9), we derive that g(f) ≤ g∗ for all f ∈ F and
g(f∗) = g∗. Therefore, g∗ is the optimal gain and the stationary policy f∗ is average
optimal. Hence there exists a function h̃ ∈ Bw(S) such that (g∗, h̃) is a solution of
the AROE (3.1), i.e.,

g∗ = max
a∈A(i)

⎡
⎣r(i, a) +

∑
j∈S

qij(a)h̃(j)

⎤
⎦ for i ∈ S,(5.4)

and, by Theorem 3.3, f∗ attains the maximum in (5.4) so that, from the proof of
Proposition 3.4, hf∗ and h̃ differ by a constant. Also, as mentioned above,

JT (i, f∗) = Tg∗ + h∗(i) − Ef∗

i h∗(x(T )) for i ∈ S

and, again from the proof of Proposition 3.4, we know that

JT (i, f∗) = Tg∗ + hf∗(i) − Ef∗

i hf∗(x(T )) for i ∈ S.

Substracting these equations and letting T → ∞ we derive that h∗ and hf∗ differ by

a constant. This fact, together with (2.2), allows us to replace h̃ with h∗ in (5.4):

g∗ = max
a∈A(i)

⎡
⎣r(i, a) +

∑
j∈S

qij(a)h
∗(j)

⎤
⎦ for i ∈ S,

and we also have

g∗ = r(i, f∗) +
∑
j∈S

qij(f
∗)h∗(j) for i ∈ S.

Hence, (g∗, h∗, f∗) is a canonical triplet.
Proof of Theorem 3.8. (a) Using (3.15) we may rewrite (3.17) as

ĥ(i) = h∗(i) + sup
f∈Fao

⎡
⎣∑
j∈S

−h∗(j)

⎤
⎦μf (j).(5.5)

Therefore, finding bias optimal policies reduces to an average reward problem with
reward rate

r′(i, a) := −h∗(i)(5.6)
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and for which, by (5.5), the maximization is over Fao = Fca. Observe that if A∗(i) is
as in (3.21), then a policy f is in Fca if and only if f(i) ∈ A∗(i) for all i ∈ S; in other
words, f satisfies (3.2). Hence, instead of the control model (2.1) we now consider

M := {S, (A∗(i), i ∈ S), qij(a), r
′(i, a)}(5.7)

with r′ as in (5.6). Now, by Assumption B, A∗(i) is a (nonempty) compact subset
of A(i) and, on the other hand, r′ satisfies Assumption A(d) because h∗ is in Bw(S).
Thus M satisfies Assumptions A, B, and C, and so the set of corresponding stationary
average optimal policies, which is the same as Fbias, is nonempty.

(b) To prove the equivalence of (b1) and (b2), suppose first that f̂ is bias optimal.

Then, by definition, f̂ is canonical and

hf̂ (·) = ĥ(·).

Thus, integration with respect to μf̂ gives μf̂ (ĥ) = 0; that is, (b1) implies (b2).

Conversely, suppose that (i) f̂ is canonical, and (ii) μf̂ (ĥ) = 0. By (i), f̂ satisfies

(3.2), i.e.,

g∗ = r(i, f̂) +
∑
j∈S

qij(f̂)h∗(j),

which can be written as

g(f̂) = r(i, f̂) +
∑
j∈S

qij(f̂)ĥ(j),

because g∗ = g(f̂) and the functions h∗ and ĥ differ by only a constant—see (5.5).

Thus, (ii) and Proposition 3.4 imply that ĥ = hf̂ , and (b1) follows.

(b1)⇔(b3). From Remark 3.10,

JT (i, f) = T · g(f) + hf (i) − Ef
i hf (x(T ))

for all f ∈ F, i ∈ S, and T > 0 with Ef
i hf (x(T )) → 0 as T → ∞. Therefore, if f̂ ∈ F

is any other stationary policy we obtain

JT (i, f̂) − JT (i, f) = T · [g(f̂) − g(f)]

+ hf̂ (i) − hf (i) − (Ef̂
i hf̂ (x(T )) − Ef

i hf (x(T ))).
(5.8)

To prove that (b1) implies (b3) suppose that f̂ is bias optimal. Then for any f ∈ F,

either g(f̂) = g∗ > g(f) or g(f̂) = g(f) and hf̂ (·) = ĥ(·) ≥ hf (·), and so letting

T → ∞ in (5.8) we get (3.18).

To prove the converse, suppose that f̂ satisfies (3.18) and that f̂ is not bias

optimal. If f ∈ F is a bias optimal policy, then g(f) > g(f̂) or g(f) = g(f̂) (that is, f̂
is average optimal) and hf (i) > hf̂ (i) for all i ∈ S, as a consequence of Proposition 3.5.
In both cases

lim
T→∞

[JT (i, f) − JT (i, f̂)] > 0,

contradicting (3.18).
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Proof of Theorem 3.9. First, let us rewrite (5.5) as

ĥ(·) = h∗(·) + ĝ, with ĝ := sup
f∈Fao

μf (−h∗),(5.9)

and let A∗(i) be as in (3.21). It then follows that the AROE (3.1) can be expressed
as

g∗ = max
a∈A(i)

⎡
⎣r(i, a) +

∑
j∈S

qij(a)ĥ(j)

⎤
⎦ for i ∈ S;(5.10)

that is, (g∗, ĥ) satisfies the first bias optimality equation (3.20). Now let v ∈ Bw(S)
be such that (ĝ, v) is a solution of the AROE for the average control model M in (5.7),
so that [as in (3.1)]

ĝ = max
a∈A∗(i)

⎡
⎣−h∗(i) +

∑
j∈S

qij(a)v(j)

⎤
⎦

= −h∗(i) + max
a∈A∗(i)

∑
j∈S

qij(a)v(j).

Equivalently, by (5.9),

ĥ(i) = max
a∈A∗(i)

∑
j∈S

qij(a)v(j) for i ∈ S,(5.11)

which means that (g∗, ĥ) also satisfies the second bias optimality equation (3.21).

Moreover (recall Remark 3.2), from (5.9)–(5.11) it follows that g∗ and ĥ form the
unique pair that satisfies the bias optimality equations.

Finally, observe that a stationary policy f ∈ F attains the maximum in both
(5.10) and (5.11) if and only if f is canonical (by (5.10)) and μf (ĥ) = 0 (by (5.11)).
Therefore, the last statement of Theorem 3.9 follows from the equivalence of (b1) and
(b2) in Theorem 3.8.

6. Concluding remarks. In the previous sections we presented an essentially
self-contained analysis of the bias optimality criterion for a class of continuous-time
CMCs with possibly unbounded reward and transition rates. Our hypotheses allow
us to obtain not only the existence of bias optimal policies but also some interesting
characterizations. For instance, (3.18)–(3.19) show that among the class of average
optimal policies, those with the optimal bias are basically those for which the expected
total reward grows faster. In contrast, the characterization in Theorem 3.9 gives that
a bias optimal policy is one that lexicographically maximizes the vector criterion
(g(f), hf ).

These characterizations together with the relations obtained in [23] between av-
erage reward optimality and some “discount-sensitive” criteria give a quite complete
picture of what bias optimality is about.

However, there remain many open problems. For instance, the proofs of our
results are greatly simplified by the fact that the state space of the CMC is a countable
set. The obvious question then is, can our results be extended to other classes of
continuous-time controlled Markov processes (CMPs), for example, diffusions, general
jump processes, and so on?
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Finally, it would be interesting to consider some of the problems above for contin-
uous-time Markov games rather than CMPs. For instance, there are some connections
between average and discounted criteria [22] for discrete-time games that could be
naturally extended to the continuous-time case. One should be careful, however,
because some results for CMPs cannot be extrapolated to stochastic games. For
example, the equivalence between bias optimality and weak overtaking optimality
that has been proved in Theorem 3.8 for control problems does not hold for stochastic
games [24], thus exhibiting a (perhaps unexpected) discrepancy between control and
games models.
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1. Introduction. In this paper, we are interested in the second-order equation⎧⎨
⎩

∂w

∂t
+ H(x, t,Dw,D2w) + G(x, t,Dw,D2w) = 0 in R

N × (0, T ),

w(x, 0) = ψ(x) in R
N ,

(1.1)

where N ≥ 1, T > 0, the unknown w is a real-valued function defined in R
N × [0, T ],

Dw and D2w denote, respectively, its gradient and Hessian matrix, and ψ is a given
initial condition. The Hamiltonians H,G : R

N × [0, T ] × R
N × SN (R) → R are

continuous in all their variables and have the form

H(x, t, p,X) = inf
α∈A

{
〈b(x, t, α), p〉 + �(x, t, α) − Tr

[
σ(x, t, α)σT (x, t, α)X

]}
(1.2)

and

G(x, t, p,X) = sup
β∈B

{
−〈g(x, t, β), p〉 − f(x, t, β) − Tr

[
c(x, t, β)cT (x, t, β)X

]}
.(1.3)

This kind of equation is of particular interest for applications since it relies on dif-
ferential game theory (Isaacs equations) or on deterministic and stochastic control
problems when either H ≡ 0 or G ≡ 0 (Hamilton–Jacobi–Bellman equations).

Notations and precise assumptions are given in section 2 but we point out that
we allow one of the control set A or B to be unbounded and the solutions to (1.1) may
have quadratic growth. Our model case is the well-known stochastic linear quadratic
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problem. We refer to Bensoussan [10], Fleming and Rishel [18], Fleming and Soner
[19], Øksendal [38], Yong and Zhou [41], and the references therein for an overview
and to Examples 2.2 and 3.1 below. This problem can be described as follows. Let
(Ω,F , (Ft)t≥0, P ) be a filtered probability space and let (Wt)t be an Ft-adapted stan-
dard M -Brownian motion. The control set is A = R

k for some k > 0 and we consider
the linear stochastic differential equation{

dXs = [A(s)Xs + B(s)αs]ds + [C(s)Xs + D(s)]dWs for t ≤ s ≤ T,
Xt = x,

where αs ∈ At, the set of A-valued Ft-progressively measurable controls and the
adapted process Xs is the solution. The linear quadratic problem consists in mini-
mizing the quadratic cost

V (x, t) = inf
αs∈At

E

{∫ T

t

[〈Xs, Q(s)Xs〉 + R|αs|2] ds + 〈XT , SXT 〉
}
,(1.4)

where A(·), B(·), C(·), D(·), Q(·), and S are deterministic matrix-valued functions of
suitable size and R > 0 to simplify the presentation. The Hamilton–Jacobi equation
associated to this problem is

⎧⎨
⎩ −∂w

∂t
− 〈A(t)x,Dw〉 − 〈x,Q(t)x〉 +

1

4R
|B(t)TDw|2 − Tr

[
a(x, t)D2w

]
= 0,

w(x, T ) = 〈x, Sx〉,

(1.5)

where a(x, t) = (C(t)x + D(t))(C(t)x + D(t))T /2. Note that this equation is of type
(1.1) (with G ≡ 0) since

1

4R
|B(t)TDw|2 = sup

α∈Rk

{
− 〈B(t)α,Dw〉 −R|α|2

}
.(1.6)

In this paper, we are concerned with two issues about this problem.
The first question relies on the partial differential equation (1.5). We note that

the quadratic cost with unbounded controls leads to a quadratic term with respect
to the gradient variable. From the terminal condition, we expect the solutions have
quadratic growth. Moreover, the diffusion matrix may be degenerate. Therefore,
we cannot hope to obtain smooth solutions in general. We need to consider weak
solutions, namely, viscosity solutions. (We refer the reader who is not familiar with
this notion of solutions to Crandall, Ishii and Lions [15], Fleming and Soner [19],
Bardi and Capuzzo Dolcetta [3], and Barles [6], and all the references therein). We
obtain the existence of a unique continuous viscosity solution for (1.5) and for a large
class of equations of type (1.1) (see Theorem 2.1 and Corollary 2.1).

We point out that the results obtained in this paper are beyond the classical com-
parison results for viscosity solutions (see, e.g., [15]) because of the growth of both the
solutions and the Hamiltonians. In fact, most of the comparison results in the litera-
ture require that either the solutions are uniformly continuous or the Hamiltonian is
uniformly continuous with respect to the gradient uniformly in the x variable. (In our
case this amounts to assuming that both controls sets are compact.) Let us mention
that uniqueness and existence problems for a class of first-order Hamiltonians corre-
sponding to unbounded control sets and under assumptions including deterministic
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linear quadratic problems have been addressed by several authors; see, e.g., the book
by Bensoussan [10], the papers of Alvarez [2], Bardi and Da Lio [4], Cannarsa and Da
Prato [12], and Rampazzo and Sartori [40] in the case of convex operators, and the
papers of Da Lio and McEneaney [16] and Ishii [22] for more general operators. As
for second-order Hamiltonians under quadratic growth assumptions, Ito [23] obtained
the existence of locally Lipschitz solutions to particular equations of the form (1.1)
under more regularity conditions on the data, by establishing a priori estimates on the
solutions, whereas Crandall and Lions in [14] proved a uniqueness result for very par-
ticular operators depending only on the Hessian matrix of the solution. Kobylanski
[26] studied equations with the same kind of quadratic nonlinearity in the gradient as
ours, but her existence and uniqueness results hold in the class of bounded viscosity
solutions. Finally, one can find existence and uniqueness results for viscosity solu-
tions which may have a quadratic growth in [7] for quasilinear degenerate parabolic
equations.

The second question we deal with in this paper concerns the link between the
control problem (1.4) and equation (1.5). The rigorous connection between the
Hamilton–Jacobi–Bellman and optimal control is usually performed by means of a
principle of optimality. For deterministic control problems which lead to a first-
order Hamilton–Jacobi equation, see Bardi and Capuzzo Dolcetta [3] and Barles [6];
for the connections between stochastic control problems and second-order Hamilton–
Jacobi–Bellmann equations see Fleming and Rishel [18], Krylov [27], Lions [31, 32, 33],
Fleming and Soner [19], Yong and Zhou [41, Theorem 3.3], and the references therein.

However, for stochastic differential equations with unbounded controls as in sto-
chastic linear quadratic problems, additional difficulties arise. Some results in this
direction were obtained for infinite horizon problems, in the deterministic case by
Barles [5] and in the stochastic case by Alvarez [1]. In this paper, we characterize the
value function (1.4) as the unique solution of (1.5). Actually, our results apply for a
larger class of unbounded stochastic control problems

V (x, t) = inf
αs∈At

E

{∫ T

t

�(Xs, s, αs) ds + ψ(XT )

}
,(1.7)

where the process Xs is governed by{
dXs = b(Xs, s, αs)ds + σ(Xs, s, αs)dWs,
Xt = x,

(1.8)

where A is a possibly unbounded subset of a normed linear space and all the data
are continuous with the following restricted growths: b grows at most linearly with
respect to both the control and the state, σ grows at most linearly with respect to
the state and is bounded in the control variable, ψ can have a quadratic growth, and
� grows at most quadratically with respect to both the control and the state with a
coercitivity assumption

�(x, α, t) ≥ ν

2
|α|2 − C(1 + |x|2).(1.9)

In this case, the Hamilton–Jacobi equation looks like (1.1) with G ≡ 0. (See section 3
for details.) Because of the unbounded framework, the use of an optimality principle
to establish the connection between the control problem and the equation is more
delicate than usual. Thus we follow another strategy which consists in comparing



UNIQUENESS RESULTS FOR BELLMAN–ISAACS EQUATIONS 77

directly the value function with the unique solution of the Hamilton–Jacobi equation
as long as this latter exists (see Theorem 3.1).

It is worth noticing that, surprisingly, for the general stochastic linear problem, it
is not even clear how to give sense to the partial differential equation associated to the
stochastic control problem! For instance, consider again the above linear quadratic
problem where σ(x, t, α) = C(t)x+D(t) is replaced by C(t)x+D(t)α which depends
now both on the state and the control. Taking A,C,Q ≡ 0 and B,R,D ≡ 1 to
simplify, the Hamiltonian in (1.5) becomes

sup
α∈Rk

{
−〈α,Dw〉 − |α|2 − |α|2

2
Δw

}
,(1.10)

which is +∞ as soon as Δw ≤ −2. The connection between the control problem and
the equation in this case was already investigated (see Yong and Zhou [41] and the
references therein). The results need a priori knowledges about the value function.
(The value function and its derivatives are supposed to remain in the domain of the
Hamiltonian.) We do not consider the case when σ is unbounded in the control
variable in this paper; this is the aim of a future work. When finishing this paper, we
learned that Krylov [28] succeeded in treating the general stochastic linear regulator.
But his assumptions are designed to solve this latter problem (the data are supposed
to be polynomials of degree 1 or degree 2 in (x, α)) and the proofs rely heavily on the
particular form of the data.

Another important example of equations of type (1.1) where concave and convex
Hamiltonians appear is the first-order equation

∂w

∂t
+ min

α∈Rk

{
γ2

2
|α|2 − 〈σ(x)α,Dw〉

}
+ max

β∈B
{−〈g(x, β), Dw〉 − f(x, β)} = 0(1.11)

in R
N × (0, T ). This kind of equation is related to the so-called H∞-Robust control

problem. This problem can be seen as a deterministic differential game. See Example
3.3 and McEneaney [34, 35, 36], Nagai [37], and the references therein for details.

Finally, we point out that one of the main fields of application of these types of
equations and problems is mathematical finance; see, e.g., Lamberton and Lapeyre
[29], Fleming and Soner [19], Øksendal [38], and the references therein for an intro-
duction. For recent papers which deal with equations we are interested in, see Pham
[39] and Benth and Karlsen [11] (see Example 3.2).

Let us now describe how the paper is organized.
Section 2 is devoted to the study of (1.1). More precisely, we prove a uniqueness

result for (1.1) in the set of continuous functions growing at most quadratically in the
state variable under the assumption that either A or B is an unbounded control set,
the functions b, g and �, f grow, respectively, at most linearly and quadratically with
respect to both the control and the state. Instead the functions σ, c are assumed to
grow at most linearly with respect to the state and bounded in the control variable.

One of the main tools within the theory of viscosity solutions to obtain a unique-
ness result is to show a comparison result between viscosity upper semicontinuous
subsolutions and lower semicontinuous supersolutions to (1.1); see Theorem 2.1. In-
deed, the existence and the uniqueness (Corollary 2.1) follow as a by-product of the
comparison result and Perron’s method of Ishii [21]. However, under our general as-
sumptions one cannot expect the existence of a solution for all times, as Example 2.2
shows.
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The method we use in proving the comparison Theorem 2.1 is similar in spirit to
the one applied by Ishii in [22] in the case of first-order Hamilton–Jacobi equations and
it is based on a kind of linearization procedure of the equation. Roughly speaking,
it consists of three main steps: (1) one computes the equations satisfied by Ψμ =
U − μV (U, V being, respectively, the sub- and supersolution of the original pde and
0 < μ < 1 a parameter); (2) for all R > 0 one constructs a strict supersolution χμ

R

of the linearized equation such that χμ
R(x, t) → 0 as R → ∞; (3) one shows that

Ψμ(x, t) ≤ χμ
R(x, t) and then one concludes by letting first R → ∞ and then μ → 1.

In section 3, we give applications to finite horizon stochastic control problems
previously mentioned and we provide some examples.

In section 4, we deal with particular cases where both controls are unbounded
but H (or G) is “predominant” in H + G (see Remark 2.2 and Theorem 4.1). For
instance, we are able to deal with equations of the form

∂w

∂t
− |Σ1(x)Dw|2

2
+

|Σ2(x)Dw|2
2

= 0 in R
N × (0, T ),

where Σ1, Σ2 are N×k matrices, which corresponds to the case α, β ∈ R
k, σ ≡ c ≡ 0,

b(x, t, α) = Σ1(x)α, g(x, t, β) = Σ2(x)β, and �(x, t, α) = |α|2/2, f(x, t, β) = |β|2/2 in
(1.2) and (1.3). The comparison result applies if either (Σ1Σ

T
1 )(x) > (Σ2Σ

T
2 )(x) or

(Σ1Σ
T
1 )(x) < (Σ2Σ

T
2 )(x).

When neither H nor G is predominant, the problem seems to be very difficult
and our only result takes place in dimension N = 1: we have comparison for

∂w

∂t
+ h(x, t)|Dw|2 = 0 in R

N × (0, T ),(1.12)

where the function h may change sign (see (A5) for details). Finally, we point out
that assumptions and proofs in section 4 essentially differ from those of Theorem 2.1
(see Remark 4.1).

2. Comparison result for the Hamilton–Jacobi equation (1.1). In order
to give precise assumptions on (1.1) and (1.2), (1.3), we need to introduce some
notation. For all integers N,M ≥ 1 we denote by MN,M (R) (respectively, SN (R),
S+
N (R)) the set of real N × M matrices (respectively, real symmetric matrices, real

symmetric nonnegative N ×N matrices). All the norms which appear in the sequel
are denoted by | · |. The standard Euclidean inner product in R

N is written 〈·, ·〉.
We recall that a modulus of continuity m : R → R

+ is a nondecreasing continuous
function such that m(0) = 0. Finally, B(x, r) = {y ∈ R

N : |x − y| < r} is the open
ball of center x and radius r > 0.

We list the basic assumptions on H, G and ψ. We assume that there exist positive
constants C̄ and ν such that

(A1) (assumptions on H given by (1.2)):

(i) A is a subset of a separable complete normed space. The main point here is
the possible unboundedness of A. Therefore, to emphasize this property in
what follows, we take A = R

k for some k ≥ 1 (see Remark 2.1 above);
(ii) b ∈ C(RN × [0, T ] × R

k; RN ) satisfying for x, y ∈ R
N , t ∈ [0, T ], α ∈ R

k,

|b(x, t, α) − b(y, t, α)| ≤ C̄(1 + |α|)|x− y|,
|b(x, t, α)| ≤ C̄(1 + |x| + |α|);
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(iii) � ∈ C(RN × [0, T ] × R
k; R) satisfying for x ∈ R

N , t ∈ [0, T ], α ∈ R
k,

C̄(1+|x|2+|α|2)≥ �(x, t, α) ≥ ν

2
|α|2+�0(x, t, α) with �0(x, t, α)≥−C̄(1+|x|2),

and for every R > 0, there exists a modulus of continuity mR such that for
all x, y ∈ B(0, R), t ∈ [0, T ], α ∈ R

k,

|�(x, t, α) − �(y, t, α)| ≤ (1 + |α|2)mR(|x− y|);(2.1)

(iv) σ ∈ C(RN×[0, T ]×R
k;MN,M (R)) is locally Lipschitz continuous with respect

to x uniformly for (t, α) ∈ [0, T ] × R
k and satisfies for every x ∈ R

N , t ∈
[0, T ], α ∈ R

k,

|σ(x, t, α)| ≤ C̄(1 + |x|).

(A2) (assumptions on G given by (1.3)):
(i) B is a bounded subset of a normed space;
(ii) g ∈ C(RN × [0, T ] ×B; RN ) is locally Lipschitz continuous with respect to x

uniformly for (t, β) ∈ [0, T ]×B and satisfies for every x ∈ R
N , t ∈ [0, T ], β ∈

B,

|g(x, t, β)| ≤ C̄(1 + |x|);

(iii) f ∈ C(RN × [0, T ] × B; R) is locally uniformly continuous with respect to x
uniformly in (t, β) ∈ [0, T ]×B and satisfies for every x ∈ R

N , t ∈ [0, T ], β ∈
B,

|f(x, t, β)| ≤ C̄(1 + |x|2);

(iv) c ∈ C(RN × [0, T ]×B;MN,M (R)) is locally Lipschitz continuous with respect
to x uniformly for (t, β) ∈ [0, T ] × B and satisfies for every x ∈ R

N , t ∈
[0, T ], β ∈ B,

|c(x, t, β)| ≤ C̄(1 + |x|).

(A3) (assumptions on the initial condition ψ):
ψ ∈ C(RN ; R) and

|ψ(x)| ≤ C̄(1 + |x|2) for every x ∈ R
N .

Remark 2.1. (i) Concerning (A1)(i), we choose to take A = R
k in this section to

emphasize the possible unboundedness of A in the notation. Indeed, the calculations
when A is any subset of a complete separable normed space are the same and are
based on the following inequality: for every ρ > 0, γ ∈ R,

inf
α∈A

{
ρ|α|2 + γ|α|

}
= inf

α∈A

{(
√
ρ|α|2 +

γ

2
√
ρ

)2

− γ2

4ρ

}
≥ −γ2

4ρ
.(2.2)

(ii) Note that with respect to the gradient variable, H is a concave function and
G is a convex function. Under Assumptions (A1) and (A2), classical computations
show that H and G are continuous in all their variables.

Example 2.1. The typical case we have in mind is when H is quadratic in the
gradient variable, for instance, A = R

k, �(x, t, α) = |α|2/2, σ ≡ 0, and b(x, t, α) =
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a(x)α, where a ∈ C(RN ;MN,k(R)) is locally Lipschitz continuous and bounded for
all x ∈ R

N . It leads to

H(x, p) = inf
α∈Rk

{
〈a(x)α, p〉 +

|α|2
2

}
= −|a(x)T p|2

2
.(2.3)

This particular example is treated both in Ishii [22] and in Da Lio and McEneaney [16]
in the case of first-order Hamilton–Jacobi–Bellman equations under more restrictive
assumptions than ours. In particular, a has to be a nonsingular matrix in [22]. See
also section 4 for some further comments.

For any O ⊆ R
K , we denote by USC(O) the set of upper semicontinuous functions

in O and by LSC(O) the set of lower semicontinuous functions in O.
The main result of this section is the following theorem.
Theorem 2.1. Assume (A1)–(A3). Let U ∈ USC(RN × [0, T ]) be a viscosity

subsolution of (1.1) and V ∈ LSC(RN × [0, T ]) be a viscosity supersolution of (1.1).
Suppose that U and V have quadratic growth, i.e., there exists Ĉ > 0 such that for all
x ∈ R

N , t ∈ [0, T ],

|U(x, t)|, |V (x, t)| ≤ Ĉ(1 + |x|2).(2.4)

Then U ≤ V in R
N × [0, T ].

The question of the existence of a continuous solution to (1.1) is not completely
obvious. In the framework of viscosity solutions, existence is usually obtained as a
consequence of the comparison principle by means of Perron’s method as soon as we
can build a sub- and a supersolution to the problem. Here, the comparison principle
is proved in the class of functions satisfying the quadratic growth condition (2.4).
Therefore, to perform the above program of existence, we need to be able to build
quadratic sub- and supersolutions to (1.1). In general one can expect to build such
sub- and supersolutions only for a short time. (See the following lemma and Corollary
2.1.) In Example 2.2, we see that solutions may not exist for all time.

Lemma 2.1. Assume (A1)–(A3). If K ≥ C̄ + 1 and ρ are large enough, then
u(x, t) = −Keρt(1 + |x|2) is a viscosity subsolution of (1.1) in R

N × [0, T ] and there
exists 0 < τ ≤ T such that u(x, t) = Keρt(1+ |x|2) is a viscosity supersolution of (1.1)
in R

N × [0, τ ].
Proof of Lemma 2.1. We only verify that u is a supersolution (the proof that

u is a subsolution being similar and simpler). Since K ≥ C̄ + 1, we have u(x, 0) =
K(1 + |x|2) ≥ ψ(x). Moreover, since u is smooth and using (A1), (A2), and (2.2), we
have

∂u

∂t
+ H(x, t,Du,D2u) + G(x, t,Du,D2u)

= Kρeρt(1 + |x|2) + H(x, t, 2Keρtx, 2KeρtId) + G(x, t, 2Keρtx, 2KeρtId)

≥ Kρeρt(1 + |x|2) + inf
α∈Rk

{
−C̄(1 + |x| + |α|)}2Keρt|x| + ν

2
|α|2

− C̄(1 + |x|2) − C̄2(1 + |x|)22Keρt
}

+ sup
β∈B

{−C̄(1 + |x|)2Keρt|x| − C̄(1 + |x|2) − C̄2(1 + |x|)22Keρt}

≥ Kρeρt(1 + |x|2) −K(10C̄ + 12C̄2)eρt(1 + |x|2) + inf
α∈Rk

{
−2KC̄eρt|x||α| + ν

2
|α|2
}

≥
[
ρ− 10C̄ − 12C̄2 − 2C̄2Keρt

ν

]
Keρt(1 + |x|2).
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We notice that if tρ ≤ 1 and ρ > 0 is large enough, then the quantity between the
brackets is nonnegative. Hence the result follows with 0 < τ = 1/ρ.

As explained above, Theorem 2.1 together with Perron’s method implies the fol-
lowing result. We omit its proof since it is standard.

Corollary 2.1. Assume (A1)–(A3). Then there is τ > 0 such that there exists
a unique continuous viscosity solution of (1.1) in R

N × [0, τ ] satisfying the growth
condition (2.4).

Remark 2.2. (i) For global existence results under further regularity assumptions
on the data see [23]. For a case where blowup in finite time occurs, see Example 2.2.

(ii) Theorem 2.1 and Corollary 2.1 hold when replacing “inf” by “sup” and “�”
by “−�” in H or/and “sup” by “inf” and “f” by “−f” in G. To adapt the proofs, one
can use the change of function w′ := −w or to consider μU − V instead of U − μV
in the proof of Theorem 2.1. Therefore it is possible to deal either with unbounded
controls in the sup in order to have a convex quadratic Hamiltonian or to deal with
unbounded control in the inf in order to have a concave quadratic Hamiltonian.

(iii) Up to replace t by T − t, all our results hold for⎧⎨
⎩ −∂w

∂t
+ H(x, t,Dw,D2w) + G(x, t,Dw,D2w) = 0 in R

N × (0, T ),

w(x, T ) = ψ(x) in R
N .

(2.5)

This latter equation with terminal condition is the one which arises usually in control
theory; see Example 2.2 and section 3.

(iv) In this section, we are not able to consider the case when both α in H and β
in G are unbounded controls. Roughly speaking, a reason is that unbounded controls
lead to quadratic Hamiltonians. When both controls are unbounded, we then obtain
two quadratic-type Hamiltonians, a concave and a convex one. Let us explain the
difficulty on a model case where

H(x, p) = inf
α∈Rk

{
〈a1(x)α, p〉 +

|α|2
2

}
= −|a1(x)T p|2

2
,

G(x, p) = sup
β∈Rk

{
〈a2(x)β, p〉 − |β|2

2

}
=

|a2(x)T p|2
2

,

where a1, a2 ∈ C(RN ;MN,k(R)) are locally Lipschitz continuous and bounded. The
difficulty to treat such a case is related to our strategy of proof which relies on a kind
of linearization procedure (see Lemma 2.2 and its proof). In this simple case, this
linearization uses in a crucial way the convex inequality

|p|2
μ

− |q|2 ≥ −|p− q|2
1 − μ

for all p, q ∈ R
N and 0 < μ < 1,

which does not work at the same time for a concave and a convex Hamiltonian. Of
course, in this simple case, there are alternative ways to solve the problem: we have

H(x, p) + G(x, p) =
1

2
〈(a1 + a2)(a2 − a1)

T p, p〉,(2.6)

then we can apply Theorem 2.1 to H given by 2.6 to add some assumptions on a1

or a2 (for instance, (a1 + a2)(a2 − a1)
T is a nonnegative symmetric matrix with a

locally Lipschitz squareroot). In section 4, we provide another approach to solving
such equations (see Theorem 4.1 and Remark 4.1).
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Example 2.2 (a deterministic linear quadratic control problem). Linear quadratic
control problems (see also section 3 for stochastic linear quadratic control problems)
are the typical examples we have in mind since they lead to Hamilton–Jacobi equations
with quadratic terms. On the other hand, the value function can blow up in finite
time. Consider the control problem (in dimension 1 for sake of simplicity){

dXs = αs ds, s ∈ [t, T ], 0 ≤ t ≤ T,
Xt = x ∈ R,

where the control α ∈ At := L2([t, T ]; R) and the value function is given by

V (x, t) = inf
α∈At

{
ρ

∫ T

t

(|αs|2 + |Xs|2) ds− |XT |2
}

for some ρ > 0.

Then the value function, when it is finite, is the unique viscosity solution of the
Hamilton–Jacobi equation of type (1.1) which reads{

−wt + 1
4ρ |wx|2 = ρx2 in R × (0, T ),

w(x, T ) = −x2.
(2.7)

(See Theorem 3.1 for a proof of this result.) Looking for a solution w under the form
w(x, t) = ϕ(t)x2, we obtain that ϕ is a solution of the differential equation

−ϕ′ +
ϕ2

ρ
= ρ in (0, T ), ϕ(T ) = −1.(2.8)

We distinguish two cases.
Case 1. If ρ ≥ 1, then the solution of (2.8) is defined in the whole interval [0, T ]

for all T > 0 and is given by

ϕ(t) = ρ
(ρ− 1)e2(T−t) − (ρ + 1)

(ρ− 1)e2(T−t) + ρ + 1
,(2.9)

which is a function decreasing from ϕ(0) to −1. Therefore (2.7) admits a unique
viscosity solution in R × [0, T ] which is the value function of the control problem

V (x, t) = ϕ(t)x2.

Note that if ρ > 1 and T > ln((ρ + 1)/(ρ − 1))/2, then ϕ(0) > 0. It follows that the
value function satisfies (2.4) but is neither bounded from above nor bounded from
below.

Case 2. If 0 < ρ < 1 and T > ln((1 + ρ)/(1 − ρ))/2, then the solution of (2.8) is
given by (2.9) in (τ̄ , T ], where

τ̄ := T − 1

2
ln

(
1 + ρ

1 − ρ

)
,

and blows up at t = τ̄ . Therefore we have existence for (2.7) only in R × (τ̄ , T ].
Proof of Theorem 2.1. We divide the proof of the theorem into two steps.
Step 1. We first assume that �0 ≥ 0, f ≤ 0, and ψ ≤ 0 in (A1), (A2), and (A3).
The proof is based on the two following lemmas, whose proofs are postponed.
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Lemma 2.2 (linearization of (1.1)). Let 0 < μ < 1 and set Ψ = U − μV. Suppose
�0 ≥ 0, f ≤ 0 and ψ ≤ 0. Then Ψ is a USC viscosity subsolution of

L[w] :=
∂w

∂t
− C̄2

2ν(1 − μ)
|Dw|2 − 2C̄(1 + |x|)|Dw|

− sup
α∈Rk

Tr
[
σ(x, t, α)σT (x, t, α)D2w

]
− sup

β∈B
Tr
[
c(x, t, β)cT (x, t, β)D2w

]
= 0(2.10)

in R
N × (0, T ), with the initial condition

w(·, 0) ≤ (1 − μ)ψ ≤ 0.(2.11)

Lemma 2.3. Consider the parabolic problem{
ϕt − r2ϕrr − rϕr = 0 in [0,+∞) × (0, T ],
ϕ(r, 0) = ϕR(r) in [0,+∞),

(2.12)

where ϕR(r) = max{0, r−R} for some R > 0. Then (2.12) has a unique solution ϕ ∈
C([0,+∞)×[0, T ])∩C∞([0,+∞)×(0, T ]) such that for all t ∈ (0, T ], ϕ(·, t) is positive,
nondecreasing, and convex in [0,+∞). Moreover, for every (r, t) ∈ [0,+∞) × (0, T ],

ϕ(r, t) ≥ ϕR(r), 0 ≤ ϕr(r, t) ≤ eT and ϕ(r, t) −→
R→+∞

0.(2.13)

Let Φ(x, t) = ϕ(C(1+ |x|2)eLt,Mt)+ ηt, where ϕ is given by Lemma 2.3, L,M, η
are positive constants to be determined, and C > max{C̄, Ĉ}, where C̄ and Ĉ are the
constants appearing in the assumptions.

Claim. We can choose the constants L and M such that Φ is a strict supersolution
of (2.10) at least in R

N × (0, τ ] for small τ.
To prove the claim, we have to show that L[Φ] > 0 in R

N × (0, τ ] for some τ > 0.
The function Φ ∈ C(RN × [0, T ]) ∩ C∞(RN × (0, T ]) and we have, for t > 0,

Φt = η + LC(1 + |x|2)eLtϕr + Mϕt, DΦ = 2CxeLtϕr,

and D2Φ = 2C Id eLtϕr + 4C2e2Ltϕrr x⊗ x.

Using (A1) and (A2), for all (x, t) ∈ R
N × (0, T ], we get

L[Φ] ≥ η + LC(1 + |x|2)eLtϕr + Mϕt −
C̄2

2ν(1 − μ)
|2CxeLtϕr|2

− 2C̄(1 + |x|)|2CxeLtϕr| − 2C̄2(1 + |x|)2|2C Id eLtϕr + 4C2e2Ltx⊗ xϕrr|.

Setting r = C(1 + |x|2)eLt and since C > C̄, we obtain

L[Φ] ≥ η + Mϕt − 16C2r2ϕrr − 8C(C + 1)rϕr +

(
L− 2C3eLtϕr

ν(1 − μ)

)
rϕr.

Our aim is to fix the parameters M and L in order to make L[Φ] positive.
We first choose M > 16C2 + 8C. Since ϕ is a solution of (2.12) (Lemma 2.3), we

obtain

L[Φ] > η +

(
L− 2C3eLtϕr

ν(1 − μ)

)
rϕr.(2.14)
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Then, taking L > 2C3eT+1

ν(1−μ) , we get L[Φ] > η > 0 for all x ∈ R
N and t ∈ (0, τ ], where

τ = 1/L. This proves the claim.

We continue by considering

max
RN×[0,τ ]

{Ψ − Φ},(2.15)

where Ψ is the function defined in Lemma 2.2 which is a viscosity subsolution of (2.10)
and Φ is the strict supersolution of (2.10) in R

N × (0, τ ] we built above.

From (2.13), we have Φ(x, t) ≥ C(1 + |x|2) > C̄(1 + |x|2) ≥ Ψ(x, t) for |x| ≥ R. It
follows that the maximum (2.15) is achieved at a point (x̄, t̄) ∈ R

N × [0, τ ]. We claim
that t̄ = 0. Indeed, suppose by contradiction that t̄ > 0. Then since Ψ is a viscosity
subsolution of (2.10), by taking Φ as a test function, we would have L[Φ](x̄, t̄) ≤ 0,
which contradicts the fact that Φ is a strict supersolution.

Thus, for all (x, t) ∈ R
N × [0, τ ],

Ψ(x, t) − Φ(x, t) ≤ Ψ(x̄, 0) − Φ(x̄, 0) ≤ (1 − μ)ψ(x̄),

where the last inequality follows from (2.11) and the fact that Φ ≥ 0. Since we assumed
that ψ is nonpositive, for every (x, t) ∈ R

N × [0, τ ], we have Ψ(x, t) ≤ Φ(x, t). Letting
η go to 0 and R to +∞, we get by Lemma 2.3, Ψ ≤ 0 in R

N × [0, τ ].

By a step-by-step argument, we prove that Ψ ≤ 0 in R
N × [0, T ]. Therefore

Ψ = U − μV ≤ 0 in R
N × [0, T ]. Letting μ go to 1, we obtain U ≤ V as well, which

concludes Step 1.

Step 2. The general case. The idea is to reduce to the first case by a suitable
change of function (see Ishii [22]). Suppose that w is a solution of (1.1). Then, a
straightforward computation shows that w̄(x, t) = w(x, t)−C(1+|x|2)eρt for C > C̄, Ĉ
and ρ > 0 is a solution of

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
w̄t + inf

α∈Rk

{
〈b(x, t, α), Dw̄〉 + �̄(x, t, α) − Tr

[
σ(x, t, α)σT (x, t, α)D2w̄

]}
+ sup

β∈B

{
−〈g(x, t, β), Dw̄〉 − f̄(x, t, β) − Tr

[
c(x, t, β)cT (x, t, β)D2w̄

]}
= 0,

w̄(x, 0) = ψ(x) − C(1 + |x|2),

(2.16)

where

�̄(x, t, α) = �(x, t, α) + 2Ceρt〈b(x, t, α), x〉 − 2Ceρt Tr
[
σ(x, t, α)σT (x, t, α)

]
+

1

2
Cρeρt(1 + |x|2),

f̄(x, t, β) = f(x, t, β) + 2Ceρt〈g(x, t, β), x〉 + 2Ceρt Tr
[
c(x, t, β)cT (x, t, β)

]
− 1

2
Cρeρt(1 + |x|2).

We observe that �̄ and f̄ still satisfy, respectively, assumptions (A1)(iii) and (A2)(iii).
Moreover from (A3), we can choose C > C̄ in order that ψ̄ ≤ 0.

Next we show that if ρ > 0 is chosen in a suitable way, then �̄(x, t, α) ≥ ν̄|α|2/2 for
all (x, t, α) ∈ R

N × [0, 1/ρ]×R
k and f(x, t, β) ≤ 0 for all (x, t, β) ∈ R

N × [0, 1/ρ]×B.
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Indeed, for all (x, t, α) ∈ R
N × [0, 1/ρ] × R

k by (A1) we have

�̄(x, t, α) ≥ ν

2
|α|2 − C̄(1 + |x|2) − 2CC̄eρt(1 + |x| + |α|)|x| − 2CC̄2eρt(1 + |x|)2

+
1

2
Cρeρt(1 + |x|2)

≥ ν

2
|α|2 − (C̄ + 4CC̄ + 4CC̄2)eρt(1 + |x|2) − 2CC̄eρt|α||x|

+
1

2
Cρeρt(1 + |x|2).

But

2CC̄eρt|α||x| ≤ ν

4
|α|2 +

16C2C̄2e2ρt

ν
|x|2 .

Therefore, by choosing

ρ > 2
C̄

C
+ 8C̄ + 8C̄2 +

32CC̄2e

ν
,(2.17)

we have

�̄(x, t, α) ≥ ν

4
|α|2 for all (x, t, α) ∈ R

N × [0, 1/ρ] × R
k,

which is the desired estimate with ν̄ = ν/2 > 0 and �0 ≡ 0.
The next step consists in choosing ρ such that f̄ ≤ 0. Using (A2), the same kind

of calculation as above shows that taking

ρ > 8(C̄ + C̄2) + 2(2.18)

ensures f̄ ≤ 0.
Finally, if we choose C > C̄ and ρ as the maximum of the two quantities appearing

in (2.17) and (2.18), we are in the framework of Step 1 in R
N × [0, ρ]. Setting Ū =

U − C(1 + |x|2)eρt and V̄ = V − C(1 + |x|2)eρt, from Step 1 we get Ū ≤ V̄ in
R

N × [0, 1/ρ]; thus U ≤ V in R
N × [0, 1/ρ]. Then by a step-by-step argument we

obtain the comparison in R
N × [0, T ].

Remark 2.3. A key fact in the proof to build a strict supersolution of (2.10) is to
use a function which is the solution of the auxiliary—and simpler—pde (2.12). This
idea comes from mathematical finance to deal with equations related to the Blake and
Scholes formula. See, for instance, Lamberton and Lapeyre [29] and Barles et al. [8].

We turn to the proof of Lemmas 2.2 and 2.3.
Proof of Lemma 2.2. For 0 < μ < 1, let Ṽ = μV and Ψ = U − Ṽ . We divide the

proof into steps.
Step 1. A new equation for Ṽ . It is not difficult to see that if V is a supersolution

of (1.1), then Ṽ is a supersolution of

Ṽt + μH

(
x, t,

DṼ

μ
,
D2Ṽ

μ

)
+ μG

(
x, t,

DṼ

μ
,
D2Ṽ

μ

)
≥ 0 in R

N × (0, T ),

Ṽ (x, 0) ≥ μψ(x) in R
N .

(2.19)

Step 2. Viscosity inequalities for U and Ṽ . This step is classical in viscosity theory.
Let ϕ ∈ C2(RN × (0, T ]) and (x̄, t̄) ∈ R

N × (0, T ] be a local maximum of Ψ − ϕ. We
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can assume that this maximum is strict in the same ball B(x̄, r) × [t̄ − r, t̄ + r] (see
[6] or [3]). Let

Θ(x, y, t) = ϕ(x, t) +
|x− y|2

ε2

and consider

Mε := max
x,y∈B(x̄,r), t∈[t̄−r,t̄+r]

{U(x, t) − Ṽ (y, t) − Θ(x, y, t)}.

This maximum is achieved at a point (xε, yε, tε) and, since the maximum is strict, we
know [6], [3] that

|xε − yε|2
ε2

→ 0 as ε → 0

and

Mε =U(xε, tε)−Ṽ (yε, tε)−Θ(xε, yε, tε) −→ U(x̄, t̄)−Ṽ (x̄, t̄)−ϕ(x̄, t̄) = Ψ(x̄, t̄)−ϕ(x̄, t̄).

This means that at the limit ε → 0, we obtain some information on Ψ − ϕ at (x̄, t̄)
which will provide the new equation for Ψ. Before that, we can take Θ as a test
function to use the fact that U is a subsolution and Ṽ a supersolution. Indeed,
(x, t) ∈ B(x̄, r)× [t̄− r, t̄+ r] �→ U(x, t)− Ṽ (yε, t)−Θ(x, yε, t) achieves its maximum
at (xε, tε) and (y, t) ∈ B(x̄, r)× [t̄−r, t̄+r] �→ −U(xε, t)+ Ṽ (y, t)+Θ(xε, y, t) achieves
its minimum at (yε, tε). Thus, by Theorem 8.3 in the user’s guide [15], for every ρ > 0,
there exist a1, a2 ∈ R and X,Y ∈ SN such that

(a1, DxΘ(xε, yε, tε), X) ∈ P̄2,+(U)(xε, tε), (a2,−DyΘ(xε, yε, tε), Y ) ∈ P̄2,−(Ṽ )(yε, tε),

a1 − a2 = Θt(xε, yε, tε) = ϕt(xε, tε) and

−
(

1

ρ
+ |M |

)
I ≤
(

X 0
0 −Y

)
≤ M + ρM2, where M = D2Θ(xε, yε, tε).(2.20)

Setting pε = 2
xε − yε

ε2
, we have

DxΘ(xε, yε, tε) = pε + Dϕ(xε, tε) and DyΘ(xε, yε, tε) = −pε,

and

M =

(
D2ϕ(xε, tε) + 2I/ε2 −2I/ε2

−2I/ε2 2I/ε2

)
.

Thus, from (2.20), it follows

〈Xp, p〉 − 〈Y q, q〉 ≤ 〈D2ϕ(xε, tε)p, p〉 +
2

ε2
|p− q|2 + m

( ρ

ε4

)
,(2.21)

where m is a modulus of continuity which is independent of ρ and ε. In what follows,
m will always denote a generic modulus of continuity independent of ρ and ε.
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Writing the subsolution viscosity inequality for U and the supersolution inequality
for Ṽ by means of the semijets and subtracting the inequalities, we obtain

ϕt(xε, tε) + H
(
xε, tε, Dϕ(xε, tε) + pε, X) − μH

(
yε, tε,

pε
μ
,
Y

μ

)

+ G
(
xε, tε, Dϕ(xε, tε) + pε, X) − μG

(
yε, tε,

pε
μ
,
Y

μ

)
≤ 0.(2.22)

Step 3. Estimate of G := G
(
xε, tε, Dϕ(xε, tε) + pε, X) − μG

(
yε, tε,

pε

μ , Y
μ

)
. For

simplicity, we set

c(xε, tε, β) = cx and c(yε, tε, β) = cy.

We have

G = sup
β∈B

{
−〈g(xε, tε, β), Dϕ(xε, tε) + pε〉 − f(xε, tε, β) − Tr

[
cxc

T
xX
]}

− sup
β∈B

{
−〈g(yε, tε, β), pε〉 − μf(yε, tε, β) − Tr

[
cyc

T
y Y
]}

≥ inf
β∈B

{〈g(yε, tε, β) − g(xε, tε, β), pε〉 − 〈g(xε, tε, β), Dϕ(xε, tε)〉

−(1 − μ)f(yε, tε, β) + f(yε, tε, β) − f(xε, tε, β) − Tr
[
cxc

T
xX − cyc

T
y Y
]}

.

From (A2), if Lg,r is the Lipschitz constant of g in B(x̄, r)× [t̄−r, t̄+r], then we have

〈g(yε, tε, β) − g(xε, tε, β), pε〉 ≤ Lg,r|yε − xε||pε| ≤ 2Lg,r
|yε − xε|2

ε2
= m(ε)

and

−〈g(xε, tε, β), Dϕ(xε, tε)〉 ≥ −C̄(1 + |xε|)|Dϕ(xε, tε)| .

By assumption, f ≤ 0 thus −(1 − μ)f(yε, tε, β) ≥ 0. Again from (A2) it follows that

f(yε, tε, β) − f(xε, tε, β) ≥ −m(|yε − xε|).

Let us denote by (ei)1≤i≤N the canonical basis of R
N . By using (2.21), we obtain

Tr
[
cxc

T
xX − cyc

T
y Y
]

=

N∑
i=1

〈Xcxei, cxei〉 − 〈Y cyei, cyei〉

≤ Tr
[
cxc

T
xD

2ϕ(xε, tε)
]
+

2

ε2
|cx − cy|2 + m

( ρ

ε4

)
≤ Tr

[
cxc

T
xD

2ϕ(xε, tε)
]
+ 2L2

c,r

|xε − yε|2
ε2

+ m
( ρ

ε4

)
≤ Tr

[
cxc

T
xD

2ϕ(xε, tε)
]
+ m(ε) + m

( ρ

ε4

)
,

where Lc,r is a Lipschitz constant for c in B̄(x, r). Hence, since all the moduli are
independent of ε, ρ and the control, we have

G ≥ −C̄(1 + |xε|)|Dϕ(xε, tε)| + inf
β∈B

{
−Tr
[
c(xε, tε, β)c(xε, tε, β)TD2ϕ(xε, tε)

]}
+ m(ε) + m

( ρ

ε4

)
.
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Step 4. Estimate of H := H
(
xε, tε, Dϕ(xε, tε) + pε, X) − μH

(
yε, tε,

pε

μ , Y
μ

)
. With

the same notation as in Step 3, we have

H ≥ inf
α∈Rk

{〈b(xε, tε, α) − b(yε, tε, α), pε〉 + 〈b(xε, tε, α), Dϕ(xε, tε)〉

+ (1 − μ)�(yε, tε, α) + �(xε, tε, α) − �(yε, tε, α) − Tr
[
σxσ

T
xX − σyσ

T
y Y
]}

.

From (A1) these estimates follow:

〈b(xε, tε, α) − b(yε, tε, α), pε〉 ≥ −C̄(1 + |α|)|xε − yε||pε| ≥ −C̄|α|m(ε) + m(ε),

〈b(xε, tε, α), Dϕ(xε, tε)〉 ≥ −C̄(1 + |xε|)|Dϕ(xε, tε)| − C̄|α||Dϕ(xε, tε)|,

�(xε, tε, α) − �(yε, tε, α) ≥ −(1 + |α|2)mr(|xε − yε|) ≥ −|α|2m(ε) + m(ε),

(1 − μ)�(yε, tε, α) ≥ (1 − μ)
(ν

2
|α|2 + �0(x, t, α)

)
≥ ν(1 − μ)

2
|α|2,

where the last inequality follows from the fact that by assumption, �0(x, t, α) ≥ 0.
By proceeding exactly as in Step 3 one can show that

Tr
[
σxσ

T
xX − σyσ

T
y Y
]
≤ Tr

[
σxσ

T
xD

2ϕ(xε, tε)
]
+ m(ε) + m

( ρ

ε4

)
,(2.23)

where m is independent of α. Thus, using (2.2), we have

H ≥ inf
α∈Rk

{(
ν(1 − μ)

2
+ m(ε)

)
|α|2 − C̄(|Dϕ(xε, tε)| + m(ε))|α|

}
+ inf

α∈Rk

{
−Tr
[
σ(xε, tε, α)σ(xε, tε, α)TD2ϕ(xε, tε)

]}
− C̄(1 + |xε|)|Dϕ(xε, tε)| + m(ε) + m

( ρ

ε4

)
≥ − (C̄|Dϕ(xε, tε)| + m(ε))2

2ν(1 − μ) + m(ε)
− C̄(1 + |xε|)|Dϕ(xε, tε)|

+ inf
α∈Rk

{
−Tr
[
σ(xε, tε, α)σ(xε, tε, α)TD2ϕ(xε, tε)

]}
+ m(ε) + m

( ρ

ε4

)
.(2.24)

Step 5. Finally, from (2.22), (2.23), and (2.24), letting first ρ go to 0 and then
sending ε to 0, we obtain

L[ϕ](x̄, t̄) = ϕt(x̄, t̄) −
C̄2

2ν(1 − μ)
|Dϕ(x̄, t̄)|2 − 2C̄(1 + |x̄|)|Dϕ(x̄, t̄)|

+ inf
α∈Rk

{
−Tr
[
σ(x̄, t̄, α)σ(x̄, t̄, α)TD2ϕ(x̄, t̄)

]}
+inf
β∈B

{
−Tr
[
c(x̄, t̄, β)c(x̄, t̄, β)TD2ϕ(x̄, t̄)

]}
≤ 0,

which means exactly that Ψ is a subsolution of (2.10).
Proof of Lemma 2.3. Set χ(s, t) = ϕ(es, t) for (s, t) ∈ R × [0,+∞). A straightfor-

ward calculation shows that ϕ satisfies (2.12) if and only if χ is a solution of the heat
equation {

χt − χss = 0 in R × (0, T ),
χ(s, 0) = ϕR(es) in R.

(2.25)
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Since the initial data satisfy the growth estimate |χ(s, 0)| < es
2

, by classical results
on the heat equation (John [24], Evans [17]), we know there exists a unique classical
solution χ ∈ C(R× [0, T ])×C∞(R× (0, T ]) of (2.25). It is given by the representation
formula: for every (s, t) ∈ R × [0, T ],

χ(s, t) =
1√
4πt

∫
R

e−
(s−y)2

4t ϕR(ey) dy =
1√
4πt

∫ +∞

logR

e−
(s−y)2

4t (ey −R) dy.(2.26)

From the above formula, it follows χ(s, t) > 0 for all (s, t) ∈ R × (0, T ]. Let h > 0.
We have ϕR(es) ≤ ϕR(es+h) for all s ∈ R. Since χ(·+ h, ·) is a solution of (2.25) with
initial data ϕR(es+h), by the maximum principle, we obtain χ(s, t) ≤ χ(s+h, t). This
proves that χ is nondecreasing with respect to s. It follows that ϕ(r, t) = χ(log r, t) is
the unique solution of (2.12) and ϕ ∈ C([0,+∞) × [0, T ]) ∩ C∞((0,+∞) × (0, T ]) is
positive and nondecreasing. Moreover, if the initial data are convex, we know that the
solution of a quasi-linear equation like (2.12) is convex in the space variable for every
time (see, e.g., Giga et al. [20]). Thus ϕ(·, t) is convex in [0,+∞) for all t ∈ [0, T ].

It remains to prove the estimates (2.13). Noticing that ϕR(es) ≤ es and that
(s, t) �→ ϕR(es) and (s, t) �→ es+t are respectively sub- and supersolution (in the
viscosity sense, for example) of (2.25), by the maximum principle, we obtain ϕR(es) ≤
χ(s, t) ≤ es+t ≤ es+T for (s, t) ∈ R × [0, T ]. It follows

ϕR(r) ≤ ϕ(r, t) ≤ eT r for (r, t) ∈ [0,+∞] × [0, T ].(2.27)

This gives the first estimate. To prove the second estimate, we note that ϕ(·, t)
is a convex nondecreasing function satisfying (2.27). It follows 0 ≤ ϕr(r, t) ≤ eT for
(r, t) ∈ [0,+∞]×(0, T ]. The last assertion is obvious, using the dominated convergence
theorem in (2.26). It completes the proof of the lemma.

3. Applications. This section is divided into two parts. In the first part we
consider a finite horizon unbounded stochastic control problem and we characterize
the value function as the unique viscosity solution of the corresponding dynamic
programming equation, which is a particular case of (1.1). In the second part we
list some concrete examples of model cases to which the results of section 1 can be
applied.

3.1. Unbounded stochastic control problems. Let (Ω,F , (Ft)t≥0, P ) be a
filtered probability space, Wt be an Ft-adapted standard M -Brownian motion such
that W0 = 0 a.s., and let A be a subset of a separable normed space (possibly un-
bounded). We consider a finite horizon unbounded stochastic control problem for con-
trolled diffusion processes Xt,x

s whose dynamic is governed by a stochastic differential
equation of the form{

dXt,x
s = b(Xt,x

s , s, αs)ds + σ(Xt,x
s , s, αs)dWs, s ∈ (t, T ), 0 ≤ t ≤ T,

Xt,x
t = x ∈ R

N ,
(3.1)

where the control αs ∈ A, b : R
N × R ×A → R

N is a continuous vector field and σ is
a continuous real N ×M matrix. The payoff to be minimized is

J(t, x, α) = Etx

{∫ T

t

�(Xt,x
s , s, αs) ds + ψ(Xt,x

T )

}
,

where Etx is the expectation with respect to the event Xt,x
t = x, the functions � :

R
N × [0, T ] × A → R and ψ : R

N → R are continuous, αs ∈ At, the set of A-valued
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Ft-progressively measurable controls such that

Etx

(∫ T

t

|αs|2 ds
)

< +∞,(3.2)

and Xt,x
s is the solution of (3.1). The value function is defined by

V (x, t) = inf
αs∈At

J(t, x, αs).(3.3)

At least formally, the dynamic programming equation associated to this control prob-
lem is

−∂w

∂t
+ sup

α∈A

{
−〈b(x, t, α), Dw〉 − �(x, t, α) − 1

2
Tr (σ(x, t, α)σ(x, t, α)TD2w)

}
= 0

(3.4)

in R
N × (0, T ), with the terminal value condition w(x, T ) = ψ(x).
Our main goal is to characterize the value function V as the unique continuous

viscosity solution of (3.4) with the terminal value condition V (x, T ) = ψ(x). We
recall that the fact that the value function is a viscosity solution of (3.4) is in general
obtained by a direct use of the dynamic programming principle. Since we are in
an unbounded control framework, the proof of the dynamic programming principle
is rather delicate, and thus we follow another strategy which consists in comparing
directly V with the unique viscosity solution U of (3.4) obtained by Corollary 2.1
when this latter exists.

We make the following assumptions on the data.
(S0) A is a subset (possibly unbounded) of a separable complete normed space.
(S1) b ∈ C(RN × [0, T ] × A; RN ) and there exists C̄ > 0 such that for all x, y ∈ R

N ,
t ∈ [0, T ], and α ∈ A we have

|b(x, t, α) − b(y, t, α)| ≤ C̄|x− y|,
|b(x, t, α)| ≤ C̄(1 + |x| + |α|);

(S2) σ ∈ C(RN×[0, T ]×A;MN,M ) and there exists C̄ > 0 such that for all x, y ∈ R
N ,

t ∈ [0, T ] and α ∈ A we have

|σ(x, t, α) − σ(y, t, α)| ≤ C̄|x− y|,
|σ(x, t, α)| ≤ C̄(1 + |x|).

Moreover we assume that � and ψ satisfy, respectively, (A1)(iii) and (A3).
We first observe that under the current assumptions (S1) and (S2) on b and σ, for

any control α ∈ At satifying (3.2) and any random variable Z such that E[Z] < ∞,
there exists a unique strong solution of the stochastic differential equation (3.1) which
satisfies

E

{
sup

t≤s≤T
|Xt,Z

s |2
}

< ∞

(see, e.g., Appendix D in [19]). Moreover, we have better estimates on the trajectories
of (3.1).

Lemma 3.1. Assume (S0), (S1), and (S2). For every (x, t) ∈ R
N × [0, T ] and

every αs ∈ At, the solution Xt,x
s of (3.1) corresponding to αs satisfies the following

properties:
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(i) there exists a constant C > 0 such that

Etx

{
sup

t≤s≤T
|Xt,x

s |2
}

≤
(
|x|2 + C(T − t) + CEtx

∫ T

t

|αs|2 ds
)

eC(T−t) ;(3.5)

(ii) there exists Cx,α > 0 which depends on x and on the control αs such that for
all s, s′ ∈ [t, T ],

Etx{|Xt,x
s −Xt,x

s′ |} ≤ Cx,α|s− s′|1/2.(3.6)

In particular for all τ ∈ [t, T ] we have

Etx

{
sup

t≤s≤τ
|Xt,x

s − x|
}

≤ Cx,α|τ |1/2.(3.7)

Proof of Lemma 3.1. We start by proving (i). Let us take an increasing sequence
of C2 functions ϕR : R+ → R+ such that for all R > 0, ϕ′

R(r) = 0 if r > 2R,
ϕ′′
R(r) ≤ 0 and ϕR(r) ↑ r, ϕ′

R(r) ↑ 1, as R → +∞. By applying Ito’s formula to the
process ϕR(|Xt,x

s |2), for a.e. t ≤ τ ≤ T, we have (dropping the argument of ϕR and
its derivatives)

ϕR(|Xt,x
τ |2) = ϕR(|x|2) +

∫ τ

t

2ϕ′
R〈Xt,x

s , b(Xt,x
s , s, αs)〉 ds

+

∫ τ

t

(
ϕ′
RTr[σσT (Xt,x

s , s, αs)] + 2ϕ′′
R|σT (Xt,x

s , s, αs)X
t,x
s |2
)
ds(3.8)

+

∫ τ

t

2ϕ′
R〈Xt,x

s , σ(Xt,x
s , s, αs)dWs〉.

By using the current assumptions on b and σ the following estimate holds:∫ τ

t

(
2ϕ′

R〈Xt,x
s , b(Xt,x

s , s, αs)〉 + ϕ′
RTr[σσT (Xt,x

s , s, αs)]

+ 2 ϕ′′
R|σT (Xt,x

s , s, αs)X
t,x
s |2
)
ds

≤ 2C

∫ τ

t

ϕ′
R|Xt,x

s |(1 + |Xt,x
s | + |αs|) ds + C

∫ τ

t

ϕ′
R(1 + |Xt,x

s |2) ds a.s.,

where the constant C depends on neither the control αs nor on R. Moreover, we
observe that since ϕ′

R = 0 for t > 2R we have

Etx

{∫ τ

t

|ϕ′
R〈Xt,x

s , σ(Xs, s, αs)〉|2 ds
}

< +∞,

hence the expectation of the stochastic integral is zero. By taking the expectation in
(3.9) and applying Fubini’s theorem we obtain

Etx{ϕR(|Xt,x
τ |2)} ≤ ϕR(|x|2) + C

∫ τ

t

Etx{ϕ′
R[2 + 5|Xt,x

s |2 + |αs|2]} ds.

Since ϕR, ϕ
′
R are increasing sequences, we can apply Levi’s theorem. Therefore by

letting R → ∞ we obtain, for every t ≤ τ ≤ T,

Etx{|Xt,x
τ |2} ≤ |x|2 + C

∫ τ

t

Etx{2 + 5|Xt,x
s |2 + |αs|2} ds

≤ |x|2 + 5C

∫ τ

t

Etx|Xt,x
s |2 ds + CEtx

{∫ τ

t

|αs|2 ds
}

+ 2C(T − t).
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Applying Gronwall’s inequality we obtain

Etx{|Xt,x
τ |2} ≤

(
|x|2 + 2C(T − t) + C Etx

{∫ T

t

|αs|2 ds
})

e5C(T−t).

We conclude by Doob’s maximal inequality (see, e.g., [25]).
The proof of (ii) is an extension of the one in the Appendix D in [19] and we leave

it to the reader.
Proposition 3.1. Assume (S0), (S1), (S2), (A1)(iii) for � and (A3) for ψ. Then

there exists 0 ≤ τ < T such that the value function V is finite and satisfies the
quadratic growth condition (2.4) in R

N × [τ, T ].
Proof of Proposition 3.1. We aim to show that if the constants ρ,C > 0 are large

enough, then there exists τ > 0 depending on ρ such that |V (x, t)| ≤ C(1+|x|2)eρ(T−t)

for all (x, t) ∈ R
N × [τ, T ]. The upper estimate is obtained by majorizing directly the

value function with the cost functional corresponding to a constant control and using
the estimates of the trajectories in Lemma 3.1. The most difficult is to prove the
estimate from below since V is defined by an infimum. To this purpose we take any
control αs ∈ At. By applying Ito’s formula to the process (1 + |Xt,x

s |2)eρ(t−s), Xt,x
s

being the trajectory corresponding to αs, we have the following estimate:

d[(1 + |Xt,x
s |2)eρ(T−s)] = −ρeρ(T−s)(1 + |Xt,x

s |2)ds + eρ(T−s)Tr (σσT (Xt,x
s , s, αs))ds

+ 2eρ(T−s)〈Xt,x
s , b(Xt,x

s , s, αs)ds + σ(Xt,x
s , s, αs)dWs〉.(3.9)

Integrating both sides of (3.9) from t to T and taking the expectation we get

Etx{1 + |Xt,x
T |2} − (1 + |x|2)eρ(T−t) = Etx

{∫ T

t

(
− ρ(1 + |Xt,x

s |2)(3.10)

+ 2〈Xt,x
s , b(Xt,x

s , s, αs)〉

+ Tr(σσT (Xs, s, αs)
)
eρ(T−s) ds

}
.

We notice that in the above estimate we supposed that the expectation of the stochas-
tic integral is zero. This is false in general but we can overcome such a difficulty by
an approximation argument which is similar to the one used in the proof of Lemma
3.1. Now for any ε-optimal control αs for V (x, t), by using (3.10), we get

V (x, t) + C(1 + |x|2)eρ(T−t) + ε

≥ Etx

{∫ T

t

(
�(Xt,x

s , s, αs) − 2Ceρ(T−s)〈Xt,x
s , b(Xt,x

s , s, αs)〉

− Ceρ(T−s)Tr(σσT (Xt,x
s , s, αs)) + ρeρ(T−s)C(1 + |Xs|2)

)
ds

+ ψ(Xt,x
T ) + C(1 + |Xt,x

T |2)
}

= Etx

{∫ T

t

�̄(Xt,x
s , s, αs) ds + ψ̄(Xt,x

T )

}
,
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where �̄(x, t, α) := �(x, t, α) − 2Ceρ(T−t)〈b(x, t, α), x〉 − 2Ceρ(T−t)Tr a(x, t, α)
+ Cρeρ(T−t)(1 + |x|2) and ψ̄(x) := ψ(x) + C(1 + |x|2). By analogous arguments
as those used in section 2 one can see that for ρ,C > 0 large enough there is τ > 0
such that �̄ and ψ̄ are nonnegative in R

N × [τ, T ]. Thus we can conclude since ε is
arbitrary.

Remark 3.1. If �, ψ are bounded from below, namely, they satisfy, for some C > 0,
the two conditions �(x, t, α) ≥ ν|α|2 −C and ψ(x) ≥ −C, then V is finite and satisfies
the growth condition (2.4) in R

N × [0, T ] (i.e., for all time).

Next we prove that V is the unique viscosity solution of (3.4). We start with the
following proposition.

Proposition 3.2. Under the assumptions of Proposition 3.1 we have

(i) (superoptimality principle) for all t ∈ (τ, T ] and 0 < h ≤ T − t and for all
stopping time t ≤ θ ≤ T, we have

V (x, t) ≥ inf
αs∈At

Etx

{∫ (t+h)∧θ

t

�(Xt,x
s , s, αs) ds + V∗(X

t,x
(t+h)∧θ, (t + h) ∧ θ)

}
;

(3.11)

(ii) the function V is a supersolution of (3.4) in R
N × [τ, T ].

Proof of Proposition 3.2. The proof of (i) is a standard routine and we refer the
reader, for instance, to [41]. The opposite inequality is more delicate; see Krylov
[27, 28].

We turn to the proof of (ii), showing that the superoptimality principle implies
that V∗ is a viscosity supersolution of (3.4). Let φ ∈ C2(RN × [0, T ]) and (x̄, t̄) ∈
R

N × (τ, T ) be a local minimum of V∗ −φ. We can assume that V∗(x̄, t̄) = φ(x̄, t̄) and
that the maximum is strict, i.e., V∗(x, t) > φ(x, t) for all (x, t) ∈ B̄(x̄, ε)× [t̄− ε, t̄+ ε]
with (x, t) �= (x̄, t̄) (see [3] or [6]). We assume by contradiction that there exists δε > 0
such that for all (x, t) ∈ B̄(x̄, ε) × [t̄− ε, t̄ + ε], we have

−φt(x, t) + sup
α∈A

{
−〈b(x, t, α), Dφ(x, t)〉−�(x, t, α)−Tr

[
1

2
σσT (x, t, α)D2φ(x, t)

]}
≤−δε.

(3.12)

Since (x̄, t̄) is a strict minimum of V∗ − φ, it follows that there exists ηε such that

V∗(x, t) ≥ φ(x, t) + ηε for all (x, t) ∈ ∂B(x̄, ε) × [t̄− ε, t̄ + ε].(3.13)

From now on, we fix 0 < h < ε/2 such that hδε < ηε. Let us denote by τt,x the exit time
of the trajectory Xt,x

s from the ball B(x̄, ε). We first observe that by the continuity
of the trajectory (see Lemma 3.1), we have τt,x > t for all (x, t) ∈ B(x̄, ε)× [0, T ). For
every (x, t) ∈ B(x̄, ε) × (t̄− ε/2, t̄ + ε/2), there exists a control αs ∈ At such that

V (x, t) +
δεh

2
≥ Etx

{∫ (t+h)∧τt,x

t

�(Xt,x
s , s, αs) ds + V∗(X

t,x
(t+h)∧τt,x

, (t + h) ∧ τt,x)

}
.

Since V∗ ≥ φ in B̄(x̄, ε) × [t̄− ε, t̄ + ε], if τt,x < t + h, then, from (3.13), we have

V∗(X
t,x
(t+h)∧τt,x

, (t + h) ∧ τt,x) ≥ φ(Xt,x
τt,x , τt,x) + ηε.
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Therefore the following estimate holds:

V (x, t) +
δεh

2
≥ Etx

{[∫ τt,x

t

�(Xt,x
s , s, αs) ds + φ(Xt,x

τt,x , τt,x) + ηε

]
1{τt,x<t+h}

}

+ Etx

{[∫ t+h

t

�(Xt,x
s , s, αs) ds + φ(Xt,x

t+h, t + h)

]
1{τt,x≥t+h}

}

≥ Etx

{
[I(τt,x) + ηε]1{τt,x<t+h}

}
+ Etx

{
I(t + h)1{τt,x≥t+h}

}
,(3.14)

where for all τ ′ > 0

I(τ ′) =

∫ τ ′

t

�(Xt,x
s , s, αs) ds + φ(Xt,x

τ ′ , τ
′).

Applying Ito’s formula to the process φ(Xt,x
τ ′ , τ ′), we obtain

I(τ ′) =

∫ τ ′

t

(
�(Xt,x

s , s, αs) + φt(X
t,x
s , s) + 〈Dφ(Xt,x

s , s), b(Xt,x
s , s, αs)〉

+
1

2
Tr [σσT (Xt,x

s , s, αs)D
2φ]
)
ds

+ φ(x, t) +

∫ τ ′

t

〈Dφ(Xt,x
s , s), σ(Xt,x

s , s, αs)dWs〉 a.s.

Note that the expectation of the above stochastic integral is zero for τ ′ ∈ [t, t + ε].

Now we can estimate the two last terms in (3.14). For the first term, we have

Etx

{
[I(τt,x) + ηε]1{τt,x<t+h}

}
≥ −Etx

{[∫ τt,x

t

(
− φt(X

t,x
s , s) + sup

α∈A
{−�(Xt,x

s , s, α) − 〈Dφ(Xt,x
s , s), b(Xt,x

s , s, α)〉

−1

2
Tr [σσT (Xt,x

s , s, α)D2φ]}
)
ds− φ(x, t) − ηε

]
1{τt,x<t+h}

}
.

Since Xt,x
s ∈ B(x̄, ε) when s ≤ τt,x and since t + h < t̄ + ε, from (3.12), we get

Etx

{
[I(τt,x) + ηε]1{τt,x<t+h}

}
≥ −Etx

{[∫ τt,x

t

(−δε) ds− φ(x, t) − ηε

]
1{τt,x<t+h}

}
≥ δεEtx

[
(τt,x − t)1{τt,x<t+h}

]
+ (ηε + φ(x, t))P ({τt,x < t + h})

≥ (ηε + φ(x, t))P ({τt,x < t + h}).(3.15)

For the second term, we proceed in the same way, noting that if τt,x ≥ t+ h, then for
all t ≤ s ≤ t + h, Xt,x

s ∈ B(x̄, ε), and it allows us to apply (3.12). More precisely we
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have

Etx

{
I(t + h)1{τt,x≥t+h}

}

≥ −Etx

{[∫ t+h

t

(
− φt(X

t,x
s , s) + sup

α∈A
{−�(Xt,x

s , s, α) − 〈Dφ(Xt,x
s , s), b(Xt,x

s , s, α)〉

− 1

2
Tr [σσT (Xt,x

s , s, α)D2φ]}
)
ds− φ(x, t)

]
1{τt,x≥t+h}

}

≥ (δεh + φ(x, t))P ({τt,x ≥ t + h}).

(3.16)

Combining (3.14), (3.15), and (3.16), we get

V (x, t) +
δεh

2
≥ ηεP ({τt,x < t + h}) + δεhP ({τt,x ≥ t + h})

+ φ(x, t) [P ({τt,x < t + h}) + P ({τt,x ≥ t + h})] .

Since ηε > δεh and P ({τt,x < t + h}) + P ({τt,x ≥ t + h}) = 1, we get

V (x, t) ≥ φ(x, t) +
δεh

2
.

The above inequality is valid for all (x, t) ∈ B(x̄, ε) × (t̄− ε/2, t̄ + ε/2), and thus we
have

lim inf
(x,t)→(x̄,t̄)

V (x, t) = V∗(x̄, t̄) ≥ φ(x̄, t̄) +
δεh

2
,

which is a contradiction with the choice of φ.
Theorem 3.1. Under the assumptions of Proposition 3.1, the function V is the

unique continuous viscosity solution of (3.4) in R
N × [τ, T ].

Proof of Theorem 3.1. Let U be the unique solution of (3.4) in R
N×[τ, T ] such that

U(x, T ) = ψ(x) given by Theorem 2.1. Our goal is to prove that V ≡ U in R
N × [τ, T ].

The inequality U ≤ V∗ follows by combining Proposition 3.2 and Theorem 2.1. To
show that V ∗ ≤ U in R

N × [τ, T ], we proceed as follows.

Step 1. We consider the functions Ṽ (x, t) := V (x, t) − C(1 + |x|2)eρ(T−t) and

Ũ(x, t) := U(x, t) − C(1 + |x|2)eρ(T−t). As it is proved in Step 2 of the proof of

Theorem 2.1, Ũ is the unique solution of

⎧⎪⎨
⎪⎩
−wt + sup

α∈A

{
−1

2
Tr(σσT (x, t, α)D2w)−〈b(x, t, α), Dw〉− �̄(x, t, α)

}
= 0 in R

N × (τ, T ),

w(x, T ) = ψ̄(x),

(3.17)

where �̄(x, t, α) := �(x, t, α) + 2Ceρ(T−t)〈b(x, t, α), x〉 + Ceρ(T−t)TrσσT (x, t, α)
−Cρeρ(T−t)(1 + |x|2) and ψ̄(x) := ψ(x) − C(1 + |x|2).

Step 2. Claim: for all (x, t) ∈ R
N × [τ, T ], Ṽ satisfies

Ṽ (x, t) ≤ inf
αs∈At

Etx

{∫ T

t

�̄(Xs, s, αs) ds + ψ̄(Xt)

}
.(3.18)
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To prove the claim let us take any αs ∈ At. Arguing exactly as in the proof of
Proposition 3.1, from (3.10), we have

Ṽ (x, t) ≤ Etx

{∫ T

t

(
�(Xx,t

s , s, αs) + 2eρ(T−s)〈Xx,t
s , b(Xx,t

s , t, αs)〉

+ eρ(T−s) Tr(σσT (Xx,t
s , s, αs)) − ρeρ(T−s)(1 + |Xx,t

s |2)
)
ds + ψ(Xx,t

T )

− C(1 + |Xx,t
T |2)

}

= Etx

{∫ T

t

�̄(Xx,t
s , s, αs) ds + ψ̄(Xx,t

T )

}
.

Since αs is arbitrary we get (3.18) and prove the claim.

Step 3. Choose C, ρ > 0 large enough so that for all (x, t, α) ∈ R
N × [τ, T ] × A,

we have

−C̃e2ρ(T−t)(1 + |x|2) +
ν

4
|α|2 ≤ �̄(x, t, α) ≤ −Ceρ(T−t)(1 + |x|2) + Ceρ(T−t)(1 + |α|2),

−2C(1 + |x|2) ≤ ψ̄(x) ≤ 0,

where C̃ depends only on C and ν. For all real R > 0 and all integer n > 0, we
set An := {α ∈ A : |α| ≤ n}, �̄R(x, t, α) := max{�̄(x, t, α),−R} and ψ̄R(x, t) :=
max{ψ̄(x, t),−R}. We observe that �̄R : R

N × [τ, T ] × An → R is bounded and uni-
formly continuous in x ∈ R

N uniformly with respect to (t, α) ∈ [τ, T ] × An and
ψR : R

N → R is bounded and uniformly continuous in R
N . Set

H̄(x, t, p,X) := sup
α∈A

{
−1

2
Tr(σσT (x, t, α)X) − 〈b(x, t, α), p〉 − �̄(x, t, α)

}
,

HR
n (x, t, p,X) := sup

α∈An

{
−1

2
Tr(σσT (x, t, α)X) − 〈b(x, t, α), p〉 − �̄R(x, t, α)

}

and define

V R
n (x, t) = inf

αs∈An
t

Etx

{∫ T

t

�̄R(Xx,t
s , s, αs) ds + ψ̄R(Xx,t

T )

}
,

where An
t is the set of An-valued Ft-progressively measurable controls such that (3.2)

holds. The function V R
n is now the value function of a stochastic control problem with

bounded controls and uniformly continuous datas b, σ, �̄R, and ψ̄R. These assump-
tions enter the framework of Yong and Zhou [41]. We deduce that V R

n is the unique
continuous viscosity solution of

−∂V R
n

∂t
+ HR

n (x, t,DV R
n , D2V R

n ) = 0 in R
N × (τ, T ),(3.19)

with terminal condition V R
n (x, T ) = ψ̄R(x) in R

N . Moreover, for all compact subsets
K ⊂ R

N there exists M > 0 independent on R and n such that ||V R
n ||∞ ≤ M in

K × [τ, T ]. Indeed, take any constant control αs = ᾱ ∈ A1, by definition of V R
n for all
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R,n > 0 and for every (x, t) ∈ R
N × [τ, T ] we have

V R
n (x, t) ≤ Etx

{∫ T

t

�̄R(Xx,t
s , s, ᾱ) ds + ψ̄R(Xx,t

T )

}

≤
∫ T

t

Ceρ(T−s)(1 + ᾱ2) ds ≤ C

ρ
eρ(T−t)(1 + ᾱ2),

and on the other hand we have V R
n (x, t) ≥ Ṽ (x, t) ≥ −C̃e2ρ(T−t)(1 + |x|2).

Finally one can readily see that HR
n converges locally uniformly to H̄ as n,R → ∞.

Thus by applying the half-relaxed limits method (see Barles and Perthame [9]), the
functions

V (x, t) = lim sup∗V R
n (x, t) = lim sup

(y,s)→(x,t)
n,R→+∞

V R
n (y, s)

and V (x, t) = lim inf∗V R
n (x, t) = lim inf

(y,s)→(x,t)
n,R→+∞

V R
n (y, s)

are, respectively, viscosity sub- and supersolution of (3.17). Theorem 2.1 yields

V (x, t) ≤ Ũ(x, t) ≤ V (x, t). On the other hand by construction we have also Ṽ ∗(x, t) ≤
lim sup∗ V R

n (x, t). It follows Ṽ ∗(x, t) ≤ Ũ(x, t) and we can conclude.

3.2. Some examples.
Example 3.1. A model case we have in mind is the so-called stochastic linear reg-

ulator problem which is a stochastic perturbation of the deterministic linear quadratic
problem. In this case, the stochastic differential (3.1) is linear and reads

dXt,x
s = [B(s)Xt,x

s + C(s)αs]ds +
∑
j

[Cj(s)X
t,x
s + Dj(s)]dW

j
s

and the expected total cost to minimized is

J(x, t, αs) = Etx

{∫ T

t

[〈Xt,x
s , Q(s)Xt,x

s 〉 + 〈αs, R(s)αs〉] ds + 〈Xt,x
T , GXt,x

T 〉
}
.

The previous results apply if the functions B(·), C(·), Cj(·), Dj(·), Q(·), R(·), and G
are deterministic continuous matrix-valued functions of suitable size and if R(s) is
a positive definite symmetric matrix. Deterministic and stochastic linear quadratic
problems were extensively studied. For a survey we refer for instance to the books of
Bensoussan [10], Fleming and Rishel [18], Fleming and Soner [19], Øksendal [38], and
Yong and Zhou [41] and references therein.

Example 3.2. Equations of the type (3.4) are largely considered in mathematical
finance. See the introductory books quoted in the introduction or Pham [39]. In
particular, recently Benth and Karlsen [11] studied the following semilinear elliptic
partial equation

−wt −
1

2
β2wxx + F (x,wx) = 0 in R × (0, T )(3.20)

with the final condition w(x, T ) = 0. The nonlinear function F is given by

F (x, p) =
1

2
δ2p2 −

{
α(x) − μ(x)βρ

σ(x)

}
p− μ2(x)

σ2(x)
,
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where δ, β, ρ are real constant and α(x) and
μ

σ
(x) are C1 functions satisfying

|α(x)|,
∣∣∣μ
σ

(x)
∣∣∣ ≤ C|x| for all x ∈ R.

Their main motivation is to determine via the solution of (3.20) the minimal entropy
martingale measure in stochastic market. The conditions they assume on data fall
within the assumptions of section 2.

Example 3.3. Another application of the results obtained in section 2 is given
by the finite time-horizon risk-sensitive limit problem for nonlinear systems. In the
stochastic risk-sensitive problem, (3.1) reads

dXt,x,ε
s = g(Xt,x,ε

s , βs) dt +

√
ε

γ2
c(Xt,x,ε

s ) dWs,(3.21)

where Xt,x,ε
s ∈ R

N depends on the parameter ε > 0, g represents the nominal dynam-
ics with control βs ∈ B, a compact normed space, and c is an N × k-valued diffusion
coefficient, ε is a measure of the risk-sensitivity and γ is the disturbance attenuation
level. The cost criterion is of the form

Jε(x, t, βs) = E exp

{
1

ε

[∫ T

t

f(Xt,x,ε
s , βs) dt + ψ(Xt,x,ε

T )

]}
(3.22)

and the value function is

V ε(x, t) = inf
βs∈Bt

ε log Jε(x, t, βs) = ε log inf
βs∈Bt

Jε(x, t, βs),(3.23)

where Bt is the set of B-valued, Ft-progressively measurable controls such that there
exists a strong solution to (3.21). The dynamic programming equation associated to
this problem is

⎧⎨
⎩ −∂w

∂t
− 1

2γ2
〈Dw, a(x)Dw〉 + G̃(x,Dw) − ε

2γ2
Tr(a(x)D2w) = 0 in R

N × [τ, T ],

w(x, T ) = ψ(x),

(3.24)

where a(x) = c(x)c(x)T and

G̃(x, p) = max
β∈B

{〈−g(x, β), p〉 − f(x, β)}.

We note that

− 1

2γ2
〈p, a(x)p〉 = min

α∈Rk

{
γ2

2
|α|2 − 〈c(x)α, p〉

}
.(3.25)

In [16] it is shown that as ε ↓ 0 (i.e., as the problem becomes infinitely risk averse),
the value function of the risk-sensitive problem converges to that of an H∞ robust
control problem. This problem can be considered as a differential game with the cost
functional

J(x, t, α, β) =

∫ T

t

(
f(yx(s), βs) −

γ2

2
|αs|2

)
ds + ψ(yx(T )),(3.26)
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where αs ∈ At := L2([t, T ],Rk) is the control of the maximizing player, βs ∈ Bt :=
{measurable functions [t, T ] → B} is the control of the minimizing player, and yx(·)
is the unique solution of the following dynamical system{

y′(s) = g(y(s), βs) + c(y(s))αs,
y(t) = x.

Note that we switch notation from Xt to y(t) to emphasize that the paths are now
(deterministic) solutions of ordinary differential equations rather than (stochastic)
solutions of stochastic differential equations. The dynamic programing equation as-
sociated to the robust control problem is a first-order equation given by

−∂w

∂t
+ min

α∈Rk

{
γ2

2
|α|2 − 〈c(x)α,Dw〉

}
+ G̃(x,Dw) = 0 in R

N × (τ, T )(3.27)

with the terminal condition w(T, x) = ψ(x). One of the key tools to get this conver-
gence result is the uniqueness property for (3.27). In Da Lio and McEneaney [16], the
authors characterized the value function of the H∞ control as the unique solution to
(3.27) in the set of locally Lipschitz continuous functions growing at most quadrat-
ically with respect to the state variable. Moreover, the uniqueness result in [16] is
obtained by using representation formulas of locally Lipschitz solutions of (3.27). We
remark that the comparison theorem, Theorem 2.1, not only improves the uniqueness
result for (3.27) obtained in [16] (in the sense it holds in a larger class of functions) but
it also should allow us to prove the convergence result in [16] under weaker assump-
tions, only the equiboundedness estimates of the solutions of (3.24) being enough by
means of the half-relaxed limit method.

4. Study of related equations. In this section we focus our attention on
Hamilton–Jacobi equations of the form⎧⎨

⎩
∂w

∂t
+ 〈Σ(x, t)Dw,Dw〉 + G(x, t,Dw,D2w) = 0 in R

N × (0, T ),

w(x, 0) = ψ(x) in R
N ,

(4.1)

where Σ(x, t) ∈ MN (R) and G is given by (1.3) and⎧⎨
⎩

∂w

∂t
+ h(x)|Dw|2 = 0 in R

N × (0, T ),

w(x, 0) = ψ(x) in R
N ,

(4.2)

where h : R
N → R. Our aim is to investigate comparison (and existence) results for

(4.1) and (4.2) under assumptions which include Hamiltonians like (2.6) in Remark
2.2(iii) (see Remark 4.1 for further comments). More precisely, we introduce two new
assumptions:
(A4) Σ ∈ C(RN × [0, T ];S+

N (R)) and for all x ∈ R
N , t ∈ [0, T ],

0 < Σ(x, t) and |Σ(x, t)| ≤ C̄.

(A5) h ∈ C(RN ; R), h ∈ W 2,∞(Γ̃), where Γ̃ is an open neighborhood of Γ := {x ∈
R

N : h(x) = 0} and for all x ∈ Γ,

Dh(x) = 0.
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Theorem 4.1. Assume (A2), (A3) and (A4) (respectively, (A3) and (A5)).
Let U ∈ USC(RN × [0, T ]) be a viscosity subsolution of (4.1) (respectively, (4.2))
and V ∈ LSC(RN × [0, T ]) be a viscosity supersolution of (4.1) (respectively, (4.2))
satisfying the quadratic growth condition (2.4). Then U ≤ V in R

N × [0, T ].
The question of existence faces the same problems as in section 2. We have

existence and uniqueness of a continuous viscosity solution for (4.1) and (4.2) in the
class of functions with quadratic growth at least for short time (as in Corollary 2.1).
But solutions can blow up in finite time.

Before giving the proof of the theorem, we give some comments on the equations
and the assumptions.

Remark 4.1. (i) In the same way as in Remark 2.2, the above results hold
replacing Σ by −Σ in (4.1) and h by −h in (4.2) and when dealing with terminal data
in both equations.

(ii) Coming back to Remark 2.2(iii), we note (a1 +a2)(a2−a1)
T is not necessarily

symmetric in (2.6), whereas we assume Σ to be symmetric in (A4) (and h is real-
valued and therefore symmetric in (A5)). This is not a restriction of generality since
comparison for (4.1) with Σ symmetric implies obviously a comparison for (4.1) for
any matrix Σ, using that, for any Σ ∈ MN (R), (Σ + ΣT )/2 ∈ SN (R).

(iii) Coming back to Remark 2.2(iv) again, we see that (A4) corresponds to the
case where the convex Hamiltonian is predominant with respect to the concave one
in (1.1) with (2.6). Assumption (A5) corresponds to (2.6) when a1 and a2 are real
valued but h is allowed to change its sign. For example, we have comparison for

wt + φ(x)3|Dw|2 = 0,

where φ ∈ C2(RN ; R) is any bounded function. Let us compare (1.12) with first-order
Hamilton–Jacobi equations whose Hamilonians are Lipschitz continuous both in the
state and gradient variables, or, to make it simple, with the Eikonal equation

∂w

∂t
+ a(x)|Dw| = 0 in R

N × (0, T ),

where a is Lipschitz continuous function. We know [13], [30] we have existence and
uniqueness of a continuous viscosity solution for any continuous initial data without
any restriction on the growth. In this case, the sign of a does not play any role,
whereas it seems to be the case for the sign of h in (1.12). We would like to know if
comparison for (1.12) is true under weaker assumptions than (A5) and in dimension
N > 1 (i.e., when Σ is neither positive nor negative definite in (4.1)).

(iv) There are some links between Theorem 2.1 and Theorem 4.1. Nevertheless
we point out that if (1.1) under assumptions of section 2 is naturally associated with a
control problem, this is not necessarily the case under the assumptions of the current
section. To be more precise, let us compare (1.1) with H given by (2.3) and (4.1) under
(A4). The matrix a can be singular in (2.3), whereas we impose the nondegeneracy
condition Σ > 0 in (4.1). The counterpart is that the regularity assumption with
respect to x on Σ is weaker (Σ is supposed to be merely continuous) than the locally
Lipschitz regularity we assume for a. Therefore (4.1) does not enter in the framework
of section 2 in general. A natural consequence is that proofs differ: in both proofs
of Theorem 2.1 and 4.1, the main argument is a kind of linearization procedure, but
while in the proof of Theorem 2.1 we use essentially the convexity (or concavity)
of the operator corresponding to the unbounded control set, here we use the locally
Lipschitz continuity of the Hamiltonian with respect to the gradient uniformly in the
state variable.
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(v) Note that we are able to deal with a second-order term in (4.1) but not in
(4.2).

Proof of Theorem 4.1. We divide the proof into two parts, corresponding, respec-
tively, to the case of (4.1) and (4.2). The main argument in both proofs is a kind of
linearization procedure as the one of Lemma 2.2. The rest of the proof is close to the
one of Theorem 2.1.

Part 1. We assume (A2), (A3), and (A4).
The estimates of G are exactly the same than in Lemma 2.2 so, for sake of

simplicity, we choose to take G ≡ 0. The linearization procedure is the subject of the
following lemma, whose proof is postponed to the end of the section.

Lemma 4.1. Let 0 < λ < 1 and set Ψ = λU − V. Then Ψ is a USC viscosity
subsolution of ⎧⎨

⎩
∂w

∂t
− 2C̄

1 − λ
|Dw|2 ≤ 0 in R

N × (0, T ),

w(x, 0) ≤ (λ− 1)ψ(x) in R
N .

(4.3)

If ψ ≥ 0, then it follows Ψ(x, 0) ≤ 0 in R
N and using the above lemma with the

same supersolution as in the proof of Theorem 2.1, we obtain Ψ ≤ 0 in R
N × [0, T ].

Note that the boundedness of Σ (see (A4)) is crucial to build the supersolution. In
the particular case when G = 0, we can also choose a simpler supersolution such as,
for instance,

(x, t) �→ K
[(|x| −R)+]2

1 − Lt
+ ηt, K,L,R, η > 0.(4.4)

Letting λ go to 1, we conclude that U ≤ V in R
N × [0, T ].

It remains to prove that we can assume ψ ≥ 0 without loss of generality. To this
end we use an argument similar to the one of Step 2 in the proof of Theorem 2.1: let
Ū = U +M(1+ |x|2)eρt, V̄ = V +M(1+ |x|2)eρt, for some positive constants M and ρ
and set Ψ̄ = λŪ − V̄ . We can easily prove that for ρ > 16M2C̄e, Ψ̄ is a subsolution of
(4.3) (with a larger constant 4C̄ instead of 2C̄) in R

N × (0, τ ] for τ = 1/ρ. Moreover,
Ψ̄(x, 0) ≤ (λ − 1)(ψ(x) + M(1 + |x|2)eρt) ≤ 0 for M sufficiently large (since ψ has
quadratic growth). Letting λ go to 1, it follows that U ≤ V in R

N × [0, τ ] and we
conclude by a step-by-step argument.

Part 2. We assume (A3) and (A5).
Set Ω+ = {x ∈ R

N : h(x) > 0} and Ω− = {x ∈ R
N : h(x) < 0} which are

open subsets of R
N . Define Ψ̄ = λŪ − V̄ for 0 < λ < 1, Ū = U + M(1 + |x|2)eρt and

V̄ = V +M(1+ |x|2)eρt with M larger than the constants which appear in (A3) and in
the growth condition (2.4). Arguing as in Lemma 4.1 and noticing that all arguments
are local, we obtain that Ψ̄ is a subsolution in Ω+ of the same kind of equation as
(4.3), namely, ⎧⎨

⎩
∂w

∂t
− C

1 − λ
|Dw|2 ≤ 0 in Ω+ × (0, τ),

w(x, 0) ≤ 0 in Ω+,
(4.5)

for some constant C = 16 ||h||∞, ρ > 4MCe, and τ = 1/ρ > 0 which are independent
of λ. Note that Ψ̄(·, 0) ≤ 0 in R

N because of the choice of M.
The sign of Ψ̄ on Γ is the subject of the following lemma the proof of which uses

(A5) and is postponed.
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Lemma 4.2. For all x ∈ Γ, t ∈ [0, T ], we have U(x, t) ≤ ψ(x) ≤ V (x, t).
Noticing that {Γ,Ω+,Ω−} is a partition of R

N , we set

Ψ̂ :=

{
sup{Ψ̄, 0} in (Γ ∪ Ω+) × [0, T ],

0 in Ω− × [0, T ].

From the lemma, Ψ̄ ≤ 0 in Γ × [0, T ]. Therefore the function Ψ̂ is continuous in
R

N × (0, T ). Moreover, we claim that Ψ̂ is a subsolution of (4.5) in R
N × (0, τ). This

claim is clearly true in Ω−× (0, T ) (since 0 is clearly a subsolution) and in Ω+× (0, τ)
(since Ψ̂ is the supremum of two subsolutions). It remains to prove the result on Γ.
Let ϕ ∈ C1(RN × (0, τ)) such that Ψ̂−ϕ achieves a local maximum at a point (x̄, t̄) ∈
Γ×(0, τ). Let (x, t) be in a neighborhood of (x̄, t̄). If x ∈ Γ∪Ω+, then 0 ≤ Ψ̂(x, t), and
if x ∈ Ω−, then 0 = Ψ̂(x, t). In any case, (0−ϕ)(x, t) ≤ (Ψ̂−ϕ)(x, t) ≤ (Ψ̂−ϕ)(x̄, t̄).
But Ψ̂(x̄, t̄) ≤ 0 since (x̄, t̄) ∈ Γ × (0, τ). Therefore (x̄, t̄) is a local maximum of 0 − ϕ
which ends the proof of the claim. The initial condition Ψ̂ ≤ 0 in R

N ×{0} is trivially
satisfied. From the comparison principle proved in Part 1 (for example, using (4.4) as
a supersolution), we obtain Ψ̂ ≤ 0 in R

N × [0, τ ]. Since τ does not depend on λ, we
can send λ to 1. We obtain U ≤ V in (Γ∪Ω+)× [0, τ ]. We conclude in (Γ∪Ω+)× [0, T ]
by a step-by-step procedure.

Repeating the same kind of arguments replacing Ω+ by Ω− and Ψ̄ by U −M(1+
|x|2)eρt−μ(V −M(1+|x|2)eρt), 0 < μ < 1, we obtain that U−V ≤ 0 in (Γ∪Ω−)×[0, T ],
which ends the proof.

Proof of Lemma 4.1. We proceed as in the proof of Lemma 2.2. We can assume
that G ≡ 0 since the computations with G are exactly the same than in Lemma 2.2.

Note first that λU is an USC subsolution of⎧⎨
⎩

∂w

∂t
+

1

λ
〈Σ(x, t)Dw,Dw〉 ≤ 0 in R

N × (0, T ),

w(x, 0) ≤ λψ(x) in R
N .

(4.6)

Let ϕ ∈ C(RN × [0, T ]) and suppose that Ψ − ϕ reaches a strict local maximum at
(x̄, t̄) ∈ R

N × (0, T ] in some compact subset K ⊂ R
N × (0, T ]. We have

max
(x,t)(y,t)∈K

{
λU(x, t) − V (y, t) − ϕ

(
x + y

2
, t

)
− |x− y|2

ε2

}
−→
ε↓0

Ψ(x̄, t̄) − ϕ(x̄, t̄).

The above maximum is achieved at some point (xε, yε, tε). Writing the viscosity in-
equalities and subtracting them, we obtain

ϕt

(
xε + yε

2
, tε

)
+

1

λ

〈
Σ(xε, tε)

(
1

2
Dϕ

(
xε + yε

2
, tε

)
+ 2

xε − yε
ε2

)
,

1

2
Dϕ

(
xε + yε

2
, tε

)
+ 2

xε − yε
ε2

〉

−
〈

Σ(yε, tε)

(
−1

2
Dϕ

(
xε + yε

2
, tε

)
+ 2

xε − yε
ε2

)
,

−1

2
Dϕ

(
xε + yε

2
, tε

)
+ 2

xε − yε
ε2

〉
≤ 0.

In what follows, we omit writing the dependence in tε and the point ((xε + yε)/2, tε)
in the derivatives of ϕ. Set pε = 2(xε−yε)/ε

2, px = Dϕ/2+pε, and py = −Dϕ/2+pε.
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We have

0 ≥ ϕt +
1

λ
〈Σ(xε)px, px〉 − 〈Σ(yε)py, py〉

≥ ϕt +

(
1

λ
− 1

)
〈Σ(xε)px, px〉 + 〈(Σ(xε) − Σ(yε))px, px〉 + 〈Σ(yε)px, px〉

−〈Σ(yε)py, py〉

≥ ϕt +

(
1

λ
− 1

)
〈Σ(xε)px, px〉 −mK(|xε − yε|)|px|2 + 〈Σ(yε)px, px〉 − 〈Σ(yε)py, py〉,

where mK is a modulus of continuity for Σ in the compact subset K. Since Σ(yε) is
a symmetric matrix, we have

〈Σ(yε)px, px〉 − 〈Σ(yε)py, py〉 = 〈Σ(yε)(px + py), px − py〉 = 2 〈Σ(yε)pε, Dϕ〉
= −〈Σ(yε)Dϕ,Dϕ〉 + 2 〈Σ(yε)px, Dϕ〉.

For any α > 0, denoting by
√

Σ(yε) the positive symmetric squareroot of the positive
symmetric matrix Σ(yε), we get

2〈Σ(yε)px, Dϕ〉 = 2〈
√

Σ(yε)px,
√

Σ(yε)Dϕ〉 ≤ α〈Σ(yε)Dϕ,Dϕ〉 +
1

α
〈Σ(yε)px, px〉

≤ α〈Σ(yε)Dϕ,Dϕ〉 +
1

α
〈Σ(xε)px, px〉 +

1

α
〈mK(|xε − yε|)px, px〉.

It follows

0 ≥ ϕt +

〈[(
1

λ
− 1 − 1

α

)
Σ(xε) −

(
1 +

1

α

)
mK(|xε − yε|)Id

]
px, px

〉
− (1 + α)〈Σ(yε)Dϕ,Dϕ〉.

Take α = 2λ
(1−λ) > 0 in order to have 1

λ − 1− 1
α = 1

2 ( 1
λ − 1) > 0. We recall that Σ > 0

by (A4); hence for ε small enough the above scalar product is nonnegative. Thus

0 ≥ ϕt − (1 + α)〈Σ(yε, tε)Dϕ,Dϕ〉 = ϕt −
1 + λ

1 − λ
〈Σ(yε, tε)Dϕ,Dϕ〉.

Letting ε go to 0, we get

0 ≥ ϕt(x̄, t̄) −
2

1 − λ
〈Σ(x̄, t̄)Dϕ(x̄, t̄), Dϕ(x̄, t̄)〉,

which proves the result.
Proof of Lemma 4.2. We make the proof for U, the second inequality being similar.

Let x0 ∈ Γ and consider, for η > 0,

sup
t∈[0,T ]

{U(x0, t) − ηt}.

This supremum is achieved at a point t0 ∈ [0, T ] and we can assume, up to subtract
|t− t0|2, that it is a strict local maximum. Consider, for ε > 0,

sup
B̄(x0,1)×[0,T ]

{
U(x, t) − |x− x0|2

ε2
− ηt

}
.
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This supremum is achieved at a point (xε, tε) and it is easy to see that (xε, tε) →
(x0, t0) when ε → 0.

Suppose that tε > 0. It allows us to write the viscosity inequality for the subso-
lution U at (xε, tε) and we get

η + h(xε)

∣∣∣∣2xε − x0

ε2

∣∣∣∣
2

≤ 0.(4.7)

Since h ∈ W 2,∞ in a neighborhood of Γ, we can write a Taylor expansion of h at x0

for ε small enough

h(xε) = h(x0) + 〈Dh(x0), xε − x0〉 +
1

2
〈D2h(x0)(xε − x0), xε − x0〉 + o(|xε − x0|2).

From (4.7) and (A5), it follows

η − (2C + m(|xε − x0|2))
(
|xε − x0|2

ε2

)2

≤ 0,

where m is a modulus of continuity. Since |xε − x0|2/ε2 → 0 as ε → 0, we obtain a
contradiction for small ε.

Therefore tε = 0 for ε small enough. It follows that for all (x, t) ∈ B̄(x0, 1)×[0, T ],
we have

U(x, t) − |x− x0|2
ε2

− ηt ≤ U(xε, 0) − |xε − x0|2
ε2

≤ ψ(xε).

Setting x = x0 and sending ε and then η to 0, we obtain the conclusion.
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MINIMUM DISTANCE TO THE RANGE OF A BANDED LOWER
TRIANGULAR TOEPLITZ OPERATOR IN �1 AND APPLICATION

IN �1-OPTIMAL CONTROL∗

ZDENĚK HURÁK† , ALBRECHT BÖTTCHER‡ , AND MICHAEL ŠEBEK§

Abstract. The subject of the paper is the best approximation in �1 of a given infinite sequence by
sequences in the range of a given banded lower-triangular Toeplitz operator. Necessary and sufficient
conditions for the existence of a minimizing solution are established and a numerical algorithm for
finding such a solution is designed and theoretically founded. It is also shown that an optimal error
sequence is only finitely nonzero. The relevancy of the problem in systems theory is outlined and
numerical examples are presented.

Key words. Toeplitz operator, banded, lower-triangular, range, minimum distance problem,
�1-optimal control
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1. Introduction. This paper concerns the problem of finding the distance be-
tween a given sequence in �1 and the range of a given infinite lower-triangular Toeplitz
band matrix on �1. Our research was motivated by recent attempts [7], [8], [9], [15],
[17], [18] to solve the standard �1-optimal control problem [24] without using inter-
polation. The approach of the present paper follows the line of reasoning pursued by
Dahleh and Pearson in their seminal paper [10], which launched a hunt for reliable
procedures for �1-optimal control design, but the problem is posed in a different set-
ting, which leads to a different numerical algorithm. Using new theoretical tools, we
establish (the already known) necessary and sufficient conditions for the solvability of
the problem and design a new numerical algorithm for finding a solution. The conver-
gence of this algorithm is rigorously proved. In essence, our approach shares the spirit
of polynomial methods with Casavola’s approach [7], [8], [9] in that we formulate the
problem using equations with polynomials and power series. In contrast to previous
work, which used interpolation techniques (see [11] for a detailed exposition) relying
on the solution of numerically ill-conditioned Vandermonde systems, our algorithm is
based on finding optimal solutions of overdetermined but numerically better behaved
Toeplitz systems. Compared to Casavola’s polynomial approach, ours does not intro-
duce any new structural parameter (a term coined by Casavola) for the optimization
and the Diophantine equation AX +Y = B in the ring of stable functions is attacked
directly using powerful results from Toeplitz operator theory. The rigorousness of
this paper might perhaps seem unnecessary for control of single-input-single-output
(SISO) plants, because it is well known that the design of an �1-optimal controller
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simply consists in designing a dead-beat controller minimizing the sum of the ab-
solute values of the closed-loop impulse response and that hence not much space is
left for innovations. But the theoretical rigorousness pays back in that the extension
to the multiple-input-multiple-output (MIMO) case is straightforward; preliminary
achievements have recently been presented by the authors in [16].

2. Statement of the problem. We start with some standard definitions [4], [5],
[6]. The Wiener algebra W is the Banach algebra of all complex-valued functions on
the complex unit circle T with absolutely convergent Fourier series. Thus, a function
a : T → C belongs to W if and only if

a(t) =

∞∑
j=−∞

ajt
j (t = eiθ ∈ T), ‖a‖W :=

∞∑
j=−∞

|aj | < ∞.

Wiener’s theorem states that if a ∈ W has no zeros on T, then 1/a is also in W . For
a ∈ W , the infinite Toeplitz matrix T (a) and the finite Toeplitz matrices Tk(a) are
defined by T (a) = (ai−j)

∞
i,j=1 and Tk(a) = (ai−j)

k
i,j=1, respectively.

We denote by c0 the set of all real-valued sequences x = {xj}∞j=1 with |xj | → 0

as j → ∞ and by �1 the set of all real-valued sequences x = {xj}∞j=1 satisfying∑∞
j=1 |xj | < ∞. The sets c0 and �1 are real Banach spaces under the norms ‖x‖∞ =

supj≥1 |xj | and ‖x‖1 =
∑∞

j=1 |xj |, respectively. Moreover, �1 is the dual space of c0,

�1 = c∗0, under the pairing 〈z, b〉 =
∑∞

j=1 zjbj , {zj} ∈ c0, {bj} ∈ �1.
Given a Banach space X, we let B(X) stand for the Banach algebra of all bounded

linear operators on X. For A ∈ B(X), the norm ‖A‖B(X) is sup ‖Ax‖, the supremum
over all x ∈ X with ‖x‖ ≤ 1, and the range and null space of A are defined by
R(A) = A(X) and N(A) = {x ∈ X : Ax = 0}.

Let a ∈ W and suppose the Fourier coefficients of a are all real. Then the infinite
Toeplitz matrix T (a) induces a bounded linear operator on c0 and �1 via

(T (a)x)i =

∞∑
j=1

ai−jxj (j ≥ 1).

For j ∈ Z, define the function χj by χj(t) = tj (t ∈ T). The operators T (χ1) and
T (χ−1) are the forward and backward shifts acting by the rules

T (χ1) : {x1, x2, x3, . . .} 
→ {0, x1, x2, . . .},
T (χ−1) : {x1, x2, x3, . . .} 
→ {x2, x3, x4, . . .}.

Clearly, T (a) =
∑∞

j=−∞ ajT (χj). This implies that ‖T (a)‖B(c0) = ‖T (a)‖B(�1) =

‖a‖W . The adjoint operator of T (a) : c0 → c0 is the operator T (a) : �1 → �1, where
a(t) =

∑∞
j=−∞ ajt

−j (t = eiθ ∈ T).
Throughout this paper we suppose that a+(t) = a0 + a1t + · · · + ant

n with real
numbers a0, a1, . . . , an and with an �= 0. Clearly, T (a+) is a banded lower-triangular
Toeplitz matrix, while T (a+) is a banded upper-triangular Toeplitz matrix. We always
think of T (a+) as acting on �1 and always consider T (a+) as an operator on c0. Thus,
T (a+) is the adjoint of T (a+).

This paper concerns the following problem of finding the distance between some
given real sequence with finite sum of absolute values and the range of a banded lower
triangular Toeplitz operator in �1 space. Given b ∈ �1, determine the distance

d := dist�1(b,R(T (a+))) := inf
m∈R(T (a+))

‖b−m‖1,
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find out whether there is an m0 ∈ R(T (a+)) with ‖b−m0‖1 = d, and if yes, compute
such an m0. Note that once m0 is available, we can easily solve the lower-triangular
system T (a+)x0 = m0 to get x0.

3. Two results from functional analysis. We will employ the following two
theorems (whose proofs can be found in [21, pp. 121, 156]). Recall that the annihilator
M⊥ of a set M ⊂ X is defined as M⊥ = {b ∈ X∗ : 〈z, b〉 = 0 for all z in M}.
Furthermore, two elements z ∈ X and b ∈ X∗ are said to be aligned if the equality
‖z‖ ‖b‖ = 〈z, b〉 holds.

Theorem 3.1. Let M be a linear subset of a real normed space X and let b ∈ X∗.
Then

inf
m∈M⊥

‖b−m‖ = sup
z∈M,‖z‖≤1

〈z, b〉.(3.1)

The infimum in (3.1) is always attained at some m0 ∈ M⊥. If the supremum in (3.1)
is achieved for some z0 ∈ M with ‖z0‖ ≤ 1, then z0 and b−m0 are aligned.

Theorem 3.2. Let X be a Banach space and A ∈ B(X). Then R(A) is closed if
and only if R(A∗) is closed, in which case R(A∗) = [N(A)]⊥.

4. Toeplitz operators. The product of two Toeplitz operators is in general not
a Toeplitz operator. However, this happens in certain special cases. Let W+ and
W− denote the functions in W whose Fourier coefficients with negative and positive
indices vanish, respectively. Thus, if c± ∈ W±, then T (c−) and T (c+) are upper and
lower triangular, respectively. It is easily seen by direct inspection that if c− ∈ W−,
f ∈ W , c+ ∈ W+, then

T (c−)T (f)T (c+) = T (c−fc+).(4.1)

The following results are known to specialists (see, e.g., [4] and [12]). We include the
proofs for the reader’s convenience.

Proposition 4.1. The range R(T (a+)) is a closed subset of �1 if and only if a+

has no zeros on T.

Proof. If a+ has no zeros on T, then a−1
+ belongs to W and has real Fourier

coefficients. From (4.1) we obtain that T (a−1
+ )T (a+) = I. Thus, T (a+) has a bounded

left inverse, which implies that the range of T (a+) is closed (see, e.g., [12, section
I.1.2]).

Now suppose a+(τ) = 0 for some τ ∈ T. Contrary to what we want, we assume
that R(T (a+)) is a closed subset of �1. We denote by �1(C) the complex Banach
space of all complex-valued sequences x = {xj}∞j=1 for which ‖x‖1 =

∑∞
j=1 |xj | < ∞.

The range of T (a+) on �1(C) is R(T (a+)) + iR(T (a+)), which is closed whenever
R(T (a+)) is closed. From Theorem 3.2 we now infer that T (a+) : c0(C) → c0(C)
has closed range, where c0(C) is defined in analogy to �1(C). The operator T (a+) is
upper-triangular, and it is easily seen that the range of every nonzero upper-triangular
Toeplitz operator contains all finitely supported sequences. Consequently, T (a+) must
be surjective. We may write

a+(t) = a(1/t) = a0 + a1
1

t
+ · · · + an

1

tn

= an

(
1

t
− τ

)(
1

t
− z1

)
. . .

(
1

t
− zn−1

)
= an(χ−1(t) − τ)d(t).
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Since T (a+) = T (χ−1−τ)T (d) by (4.1), the operator T (χ−1−τ) is surjective together
with T (a+). The equation T (χ−1 − τ)z = 0 is satisfied if and only if zj = τ j−1z1

(j ≥ 1), and this is a sequence in c0(C) only for z1 = 0. Thus, T (a+) is injective on
c0(C). In summary, T (χ−1 − τ) is invertible on c0(C). It follows that T (χ1 − 1/τ)
is invertible on �1(C). But the solution of T (χ1 − 1/τ)x = {1, 0, 0, . . .} is xj = −τ j

(j ≥ 1), which is not in �1(C). This contradiction proves that R(T (a+)) cannot be
closed.

The function a+(z) = a0 + a1z + · · · + anz
n is defined for all z ∈ C.

Proposition 4.2. If a+ has no zeros on T, then the dimension of N(T (a+)) in
c0 is equal to the number of zeros of a+ in the open unit disk D := {z ∈ C : |z| < 1}.

Proof. Let a+ have κ zeros δ1, . . . , δκ in D and n − κ zeros μ1, . . . , μn−κ in
C \ (D ∪ T). We then have

a+(t) = a+(1/t) = an

n−κ∏
k=1

(
1

t
− μk

) κ∏
j=1

(
1

t
− δj

)

= γt−κ

n−κ∏
k=1

(
1 − 1

μkt

) κ∏
j=1

(1 − δjt)

with γ = an(−μ1) . . . (−μn−κ). We consider T (a+) on c0(C). Let N be the null space
of T (a+) on c0. Then N + iN is the null space of T (a+) on c0(C). From (4.1) we
obtain that

T (a+) = γT (χ−κ)

n−κ∏
k=1

(
I − 1

μk
T (χ−1)

) κ∏
j=1

(I − δjT (χ1)) .

Since ‖(1/μk)T (χ−1)‖ = 1/|μk| < 1 and ‖δjT (χ1)‖ = |δj | < 1, we conclude that the
operators I − (1/μk)T (χ−1) and I − δjT (χ1) are all invertible. Consequently, the
dimension of N + iN is the dimension of the null space of T (χ−κ) on c0(C). It follows
that the dimension of N + iN over C is κ, which implies that the dimension of N
over R is also κ.

5. Existence of the solution. Here is our result on the solvability of the prob-
lem posed in section 2. This result states that for some sequence b in �1 and a
polynomial a+, there is a real sequence in the range of the Toeplitz operator gener-
ated by a+ that minimizes distance to b if and only if the polynomial has no zeros on
the unit circle. The error sequence then has a finite number of nonzero terms only.

Theorem 5.1. The problem

‖b−m‖1 = dist�1(b,R(T (a+))) =: d(5.1)

has a solution m0 ∈ R(T (a+)) for every b ∈ �1 if and only if a+ has no zeros on T.
If a+(t) �= 0 for t ∈ T, then for every b ∈ �1 there exists a z0 ∈ N(T (a+)) such that

‖z0‖∞ ≤ 1 and d = 〈z0, b〉 = sup
z∈N(T (a+)),‖z‖∞≤1

〈z, b〉,(5.2)

and if m0 ∈ R(T (a+)) is any sequence satisfying (5.1), then the sequence b−m0 has
only finitely many nonzero terms.
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Proof. If a+ has a zero on T, then R(T (a+)) is not closed due to Proposition 4.1
and hence (5.1) has no solution m0 ∈ R(T (a+)) if b is in the closure of R(T (a+)) but
not in R(T (a+)).

Now suppose that a+ has no zeros on T. Then R(T (a+)) is closed by Proposi-
tion 4.1. From Theorem 3.2 we deduce that R(T (a+)) = [N(T (a+))]⊥. The existence
of an m0 ∈ R(T (a+)) satisfying (5.1) then follows from Theorem 3.1. This theorem
also yields the equality

d = sup
z∈N(T (a+)),‖z‖∞≤1

〈z, b〉,

and since {z ∈ N(T (a+)) : ‖z‖∞ ≤ 1} is compact by virtue of Proposition 4.2 and
the map z 
→ 〈z, b〉 is continuous, we conclude that the supremum is attained at some
z0 ∈ N(T (a+)) with ‖z0‖∞ ≤ 1.

The last assertion of the theorem is trivial for d = 0. So let d > 0, which
implies that ‖z0‖∞ > 0. The sequences b −m0 and z0 are aligned by Theorem 3.1.
Consequently, with b−m0 = {ej}∞j=1 and z0 = {zj}∞j=1,

∞∑
j=1

zjej = ‖z0‖∞
∞∑
j=1

|ej |.(5.3)

As {zj} ∈ c0, there is a j0 such that |zj | < ‖z0‖∞ for all j ≥ j0. From (5.3) we infer
that ej = 0 for j ≥ j0.

6. Finite sections of Toeplitz operators. In this section, we quote two known
theorems that will be needed when proving the convergence of and giving an error
estimate for our numerical algorithm. For k ≥ 1, we denote by Pk the projection on
�1 and c0 that acts by the rule

Pk : {x1, x2, x3, . . .} 
→ {x1, . . . , xk, 0, 0, . . .}.

We identify R(Pk) and Rk, and hence we may think of vectors in Rk as elements of
�1 or c0. The following theorem was established by Reich [23] and Baxter [1]. Full
proofs are also in [4, section 3.3] and [12, section II.2].

Theorem 6.1. If f ∈ W and T (f) is invertible on �1, then the matrices Tk(f)
are invertible for all sufficiently large k and T−1

k (f)Pky converges in �1 to T−1(f)y
for every y ∈ �1.

The next theorem can be proved using the asymptotic inverses presented in [4,
section 3.5] or [6, section 2.3].

Theorem 6.2. Let f be a Laurent polynomial, that is, suppose f has only finitely
many nonzero Fourier coefficients, and let T (f) be invertible on �1. Fix a natural
number κ. Then there exist a natural number k0 and constants α > 0 and C < ∞
such that

‖PκT
−1
k (f) − PκT

−1(f)‖B(�1) = ‖T−1
k (f)Pκ − T−1(f)Pκ‖B(c0) ≤ C e−αk

for all k ≥ k0.
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7. Numerical algorithm. Fix b ∈ �1 and a+ as above. Suppose a+ has exactly
κ zeros in D and no zeros on T. If k ≥ κ + 1, the operator PkT (a+)Pk−κ may
be identified with a k × (k − κ) matrix. The system PkT (a+)Pk−κx

(k) = Pkb is

overdetermined for κ ≥ 1. However, we can find an x
(k)
0 ∈ Rk−κ such that the

residue

‖PkT (a+)Pk−κx
(k) − Pkb‖1(7.1)

assumes its minimum at x(k) = x
(k)
0 . Let d = dist�1(b,R(T (a+))) and let dk be

the minimal value of (7.1). The following theorem reveals that dk converges to d
exponentially fast.

Theorem 7.1. There are constants E < ∞ and β > 0 such that |dk−d| ≤ E e−βk

for all k ≥ 1.
Proof. Put f(t) = t−κa+(t) = t−κ(a0 + a1t + · · · + ant

n). We claim that T (f) is
invertible on �1. Indeed, the proof of Proposition 4.2 shows that

T (f) = γ

n−κ∏
k=1

(
I − 1

μk
T (χ−1)

) κ∏
j=1

(I − δjT (χ1))

with all operators on the right being invertible on c0(C). It follows that T (f) is
invertible on c0 and hence that T (f) is invertible on �1.

From (4.1) we deduce that T (a+) = T (f)T (χκ). Let x(k) ={x(k)
1 , . . . , x

(k)
k−κ

, 0, . . .}
and define w(k) ∈ R(Pk) by

w(k) = {0, . . . , 0︸ ︷︷ ︸
κ

, x
(k)
1 , . . . , x

(k)
k−κ

, 0, . . .}.

Let Qk be given on �1 and c0 by Qk = I − Pk, that is,

Qk : {x1, x2, x3, . . .} 
→ {0, . . . , 0, xk+1, xk+2, . . .}.
We have Pk−κx

(k) = T (χ−κ)Pkw
(k), and since T (χ−κ)T (χκ) = Qk and QκPk =

PkQκ, we get

‖Pkb− PkT (a+)Pk−κx
(k)‖1 = ‖Pkb− PkT (f)T (χκ)T (χ−κ)Pkw

(k)‖1

= ‖Pkb− PkT (f)PkQκw
(k)‖1 = ‖Pkb− Tk(f)Qκw

(k)‖1.(7.2)

The minimum of (7.2) as w(k) ranges over Rk is dk, and the minimum is attained at

the w
(k)
0 corresponding to any x

(k)
0 that minimizes (7.1). Hence, by Theorems 3.1 and

3.2,

dk = sup
z∈N(QκTk(f)),‖z‖∞≤1

〈z, Pkb〉.(7.3)

Theorem 6.1 implies that there is a k0 such that the matrices Tk(f) are invertible for
all k ≥ k0. Let k ≥ k0. We have QκTk(f)z = 0 if and only if there is a y ∈ Rκ such
that Tk(f)z = Pκy or, equivalently, z = T−1

k (f)Pκy. (Note that Tk(f) is simply the
transpose of Tk(f)). From (7.3) we therefore obtain

dk = sup
z=T−1

k
(f)Pκy,‖z‖∞≤1

〈z, Pkb〉

= sup
‖T−1

k
(f)Pκy‖∞≤1

〈T−1
k (f)Pκy, Pkb〉

= sup
‖T−1

k
(f)Pκy‖∞≤1

〈Pκy, PκT
−1
k (f)Pkb〉.
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Put Mk = {y ∈ Rκ : ‖T−1
k (f)Pκy‖∞ ≤ 1} and define ϕk : Mk → R by ϕk(y) =

〈y, PκT
−1
k (f)Pkb〉. Then

dk = sup
y∈Mk

ϕk(y).

From Theorem 5.1 we know that

d = sup
z∈N(T (a+)),‖z‖∞≤1

〈z, b〉.

As T (a+) = T (χ−κ)T (f), the equation T (a+)z = 0 is equivalent to the equation
T (χ−κ)T (f)f = 0, that is, to the existence of a y ∈ Rκ such that z = T−1(f)Pκy.
It follows that

d = sup
z=T−1(f)Pκy,‖z‖∞≤1

〈z, b〉

= sup
‖T−1(f)Pκy‖∞≤1

〈T−1(f)Pκy, b〉

= sup
‖T−1(f)Pκy‖∞≤1

〈Pκy, PκT
−1(f)b〉 = sup

y∈M
ϕ(y),

where M = {y ∈ Rκ : ‖T−1(f)Pκy‖∞ ≤ 1} and ϕ : M → R is given by ϕ(y) =
〈y, PκT

−1(f)b〉. By Theorem 6.2,

ϕk(y) =

κ∑
j=1

γj(k)yj , ϕ(y) =

κ∑
j=1

γjyj ,

where γj(k) converges to γj exponentially fast as k → ∞. We remark that if y ∈ Mk,
then

‖Pκy‖∞ ≤ ‖PkT (f)Pk‖B(c0)‖T−1
k (f)Pκy‖∞

≤ ‖f‖W ‖T−1
k (f)Pκy‖∞ ≤ ‖f‖W .

Analogously, ‖Pκy‖∞ ≤ ‖f‖W for y ∈ M.

Now take y0 = (y
(0)
1 , . . . , y

(0)
κ ) ∈ M so that ϕ(y0) = d. Theorem 6.2 yields

‖T−1
k (f)Pκy0‖∞ ≤ ‖T−1(f)Pκy0‖∞ + ‖T−1

k (f)Pκy0 − T−1(f)Pκy0‖∞
≤ 1 + C e−αk‖Pκy0‖∞ ≤ 1 + C e−αk‖f‖W =: 1 + σk.

Thus, (1 + σk)
−1y0 ∈ Mk. This implies that

dk ≥ ϕk[(1 + σk)
−1y0] = (1 + σk)

−1
κ∑

j=1

γj(k)y
(0)
j .

Since {γj(k) − γj}∞k=1 is exponentially decaying for each j, we have

κ∑
j=1

γj(k)y
(0)
j ≥

κ∑
j=1

γjy
(0)
j − τk = d− τk
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with some exponentially decaying sequence {τk}. In summary, we have shown that
(1 + σk)dk ≥ d− τk, which gives

d− dk ≤ σkdk + τk ≤ σk ‖b‖1 + τk.(7.4)

Again taking into account that {γj(k)−γj}∞k=1 is exponentially decaying for each
j and using that ‖Pκy‖∞ ≤ ‖f‖W for all y ∈ Mk, we obtain

dk = sup
y∈Mk

κ∑
j=1

γj(k)yj ≤ sup
y∈Mk

κ∑
j=1

γjyj + �k

with an exponentially decaying sequence {�k}. For y ∈ Mk, Theorem 6.2 gives

‖T−1(f)Pκy‖∞ ≤ ‖T−1
k (f)Pκy‖∞ + ‖T−1(f)Pκy − T−1

k (f)Pκy‖∞
≤ 1 + C e−αk‖Pκy‖∞ ≤ 1 + C e−αk‖f‖W =: 1 + σk,

and therefore (1 + σk)
−1y ∈ M. It follows that

dk ≤ sup
(1+σk)−1y∈M

κ∑
j=1

γjyj + �k = sup
v∈M

κ∑
j=1

γj · (1 + σk)vj + �k

= (1 + σk) sup
v∈M

ϕ(v) + �k ≤ (1 + σk)d + �k,

whence

dk − d ≤ σkd + �k.(7.5)

Combining (7.4) and (7.5) we arrive at the assertion.

Corollary 7.2. For each k ≥ 1, let x
(k)
0 ∈ R(Pk−κ) be an element at which

(7.1) attains its minimum dk. If ki → ∞ and {x(ki)
0 }∞i=1 is any sequence that converges

in �1 to some x0 ∈ �1, then ‖b− T (a+)x0‖1 = d.

Proof. If ‖Pkib − PkiT (a+)Pki−κx
(ki)
0 ‖1 = dki and x

(ki)
0 → x as i → ∞, then

‖b− T (a+)x0‖1 = d because dki → d by Theorem 7.1.

8. Error estimate. In practice, we have an x
(k)
0 with

‖Pkb− PkT (a+)Pk−κx
(k)
0 ‖1 = dk,

and m̃0 = T (a+)Pk−κx
(k)
0 is taken as an approximate solution. The question is, how

far is ‖b− m̃0‖1 away from the optimal value d? We have

‖b− m̃0‖1 ≤ ‖b− Pkb‖1 + ‖Pkb− PkT (a+)Pk−κx
(k)
0 ‖1

+ ‖PkT (a+)Pk−κx
(k)
0 − T (a+)Pk−κx

(k)
0 ‖1.(8.1)

Clearly, ‖b− Pkb‖1 = ‖Qkb‖1 = o(1) is given a priori. The second term on the right

of (8.1) is just dk. Let x
(k)
i (i = 1, . . . , k − κ) denote the components of x

(k)
0 . The
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vector in the third term on the right of (8.1) is

−QkT (a+)Pk−κx
(k)
0 = −

⎛
⎜⎝

ak . . . aκ+1

ak+1 . . . aκ+2

...
...

⎞
⎟⎠

⎛
⎜⎜⎝

x
(k)
1
...

x
(k)
k−κ

⎞
⎟⎟⎠

= −

⎛
⎜⎜⎜⎝

0 . . . 0 an an−1 . . . aκ+1

0 . . . 0 0 an . . . aκ+2

...
...

...
...

...
0 . . . 0 0 0 . . . an

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎝

x
(k)
1
...

x
(k)
k−κ

⎞
⎟⎟⎠ ,

which implies that

‖QkT (a+)Pk−κx
(k)
0 ‖1 ≤ (|aκ+1| + · · · + |an|)

(
|x(k)

k−n+1| + · · · + |x(k)
k−κ

|
)

≤ ‖a+‖W ‖Qk−nx
(k)
0 ‖1.

The vector x
(k)
0 is available and ‖Qk−nx

(k)
0 ‖1 is the �1 norm of the last n−κ compo-

nents of x
(k)
0 . If k is large, then the last n−κ components of x

(k)
0 are expected to be

small. In summary, (8.1) and Theorem 7.1 yield

‖b− m̃0‖1 ≤ ‖Qkb‖1 + ‖a+‖W ‖Qk−nx
(k)
0 ‖1 + d + exponentially small term.

If κ = n, then −QkT (a+)Pk−κx
(k)
0 = 0, and hence we even have

‖b− m̃0‖1 ≤ ‖Qkb‖1 + d + exponentially small term.

Finally, if κ = n and b is finitely supported, then

‖b− m̃0‖1 ≤ d + exponentially small term.

9. Numerical example. The following example illustrates the algorithm de-
scribed above. We consider the banded lower triangular Toeplitz matrix T (a+) with
the symbol

a+(t) = −0.1224 − 0.2906t + 0.7122t2 + 2.7983t3 + 2.9168t4 + t5

and we are looking for a sequence x ∈ �1 minimizing ‖b−T (a+)x‖1 for the right-hand
side

b = {1.8645,−0.3398,−1.1398,−0.2111, 1.1902,−1.1162, 0, 0, . . .}.

The five zeros of the polynomial a+(t) are all inside the open unit disk. Thus, we can
proceed as in section 7 with κ = 5. (Notice that the algorithm of section 7 would
be applicable to κ < 5 as well.) Accordingly, we approximate T (a+) by the finite
matrices Ak = P5+kT (a+)Pk (k = 1, 2, . . .). For example,

A3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−0.1224 0 0
−0.2906 −0.1224 0

0.7122 −0.2906 −0.1224
2.7983 0.7122 −0.2906
2.9168 2.7983 0.7122
1 2.9168 2.7983
0 1 2.9168
0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
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Fig. 9.1. Evolvement of the �1-norm of the residue with increasing set length of the optimal
error sequence.
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Fig. 9.2. Evolvement of the actual length of the optimal error sequence with increasing set
length of the optimal error sequence.

Solving the corresponding overdetermined linear system for a solution minimizing the
�1-norm of the residue (using a general LP solver) and repeating this for increasing
index k, we obtain Figures 9.1 and 9.2. In Figure 9.1 we nicely see the exponentially
fast stabilization of the objective function (that is, the number dk or, equivalently,
the �1-norm of the residuum) predicted by Theorem 7.1. Figure 9.2 reveals that for
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Fig. 9.3. A sequence x ∈ �1 minimizing ‖b− T (a+)x‖1.
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Fig. 9.4. The optimal error sequence (residue) y = b− T (a+)x.

k − κ ≥ 36 the number of nonzero terms in Pk−κx
(k)
0 is no longer increasing. Thus,

although we offer more and more space to the approximate optimal solution sequence

Pk−κx
(k)
0 , its actual length settles at 36.

Figures 9.3 and 9.4 show an optimal solution x and the residue sequence y =
b − T (a+)x. The very small number of nonzero terms in Figure 9.4 is a mystery we
cannot yet explain.
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10. Improvement of conditioning. Both our Toeplitz approach and the Van-
dermonde interpolation approach of [10] lead to linear systems of equations. These can
be tackled by invoking an LP solver. Numerical experiments show that the condition
numbers of the matrices emerging in our algorithm are much smaller than those of the
matrices that result from interpolation. To give a concrete example, consider the task
of finding the distance between a given b ∈ �1 and the range of the Toeplitz operator
T (a+) with a+(t) having its 10 roots equally distributed in the interval [0.5, 0.9], that
is, a+(t) = 0.0238−0.3520t+2.3334t2−9.1302t3 +23.3525t4−40.7975t5 +49.3052t6−
40.7037t7 + 21.9685t8 − 7t9 + t10. Let us set the length of the approximate optimal
error sequence to 13. The 2-norm condition number, that is, the ratio of the largest
and the smallest singular value, of the 10×13 Vandermonde matrix V13 built from the
roots of a+(t) equals κ(V13) = 9.5458 · 109. In contrast to this, the 2-norm condition
number of the matrix A13 = P13T (a+)P3 is κ(A13) = 14.948. To make a general
conclusion, Vandermonde systems are known to be extremely ill-conditioned unless
the roots are distributed along the unit circle. Analytical expressions for the condi-
tioning of some common distributions are in [13, p. 418]. Similar analytical results
for Toeplitz systems are not known to the authors.

11. Application to �1-optimal control. In compliance with control engineer-
ing, we now use the variable λ instead of t. (The variables λ, d, and z−1 are more
common in control theory literature than t. The variable t is dominating in Toeplitz
operators theory but it could be confused with time.) It is well known [19] that the
achievable internally stable closed-loop maps y(λ) of a standard feedback connection
are parametrized by y(λ) = b(λ) − a(λ)x(λ), where a(λ), b(λ), x(λ), y(λ) are power
series with coefficient sequences in �1, a(λ) and b(λ) are given, and x(λ), which is
also called the Youla–Kučera parameter, is unknown. For finite-dimensional systems,
a(λ) is actually a polynomial. A principal task of �1-control is to design a stabilizing
controller that minimizes the �1-norm of the coefficient sequence of y(λ). This con-
troller will guarantee optimal attenuation of peaks in the error signal y(λ) because the
Wiener norm of y(λ) (= �1-norm of its coefficient sequence) is equal to the �∞-induced
operator norm of the closed-loop system [24].

Any stabilizing controller is determined by its Youla–Kučera parameter x(λ). As
the coefficient sequence of a(λ)x(λ) results from that of x(λ) by the action of an
infinite lower-triangular Toeplitz band matrix, the problem of designing an optimal
controller leads to the minimum distance problem between a given sequence b ∈ �1

and the range R(T (a)) of the infinite lower-triangular Toeplitz matrix T (a) in �1. A
concrete design procedure will be exemplified in the next section.

A noteworthy feature of the approach proposed here is that the Youla–Kučera
parameter is explicitly computed and that, consequently, there is no need to extract
a controller from the optimal closed-loop transfer function.

12. A concrete �1-optimal control design. We consider the standard feed-
back configuration of Figure 12.1 with a discrete-time plant G(λ). Our aim is to
construct a stabilizing discrete-time controller C(λ) that minimizes the Wiener norm
of the sensitivity function of the closed-loop system, that is, of the transfer function
1/(1+C(λ)G(λ)) between the disturbance and the error or, equivalently, the �1 norm
of the impulse response.

We suppose that the plant is given as the quotient of two polynomials p(λ) and
q(λ) without common zeros and with no zeros on the unit circle, G(λ) = p(λ)/q(λ).
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Fig. 12.1. Standard feedback control configuration.

The Youla–Kučera parametrization of all stabilizing controllers is

C(λ) =
v(λ) + q(λ)x(λ)

w(λ) − p(λ)x(λ)
,(12.1)

where v(λ), w(λ) are polynomials determined by G(λ) and x(λ) is a function we can
freely choose in the Wiener algebra. The entire procedure can be done in four steps.

Step 1. Find stable-unstable factorizations p(λ) = ps(λ)pu(λ) and q(λ) = qs(λ)qu(λ).
Here the indices s and u label polynomials with all zeros inside and outside the unit
circle, respectively. Efficient algorithms for stable-unstable factorization are known
(see, e.g., [3] and the references cited therein). In particular, reliable FFT-based
algorithms are available from [2], [14].

Step 2. Find polynomials x0(λ) and y0(λ) satisfying the Diophantine equation
q(λ)x0(λ) + p(λ)y0(λ) = 1. This problem can be conveniently solved using the poly-
nomial toolbox [20].

Step 3. The polynomials v(λ), w(λ) in (12.1) are

v(λ) = qu(λ)pu(λ)y0(λ), w(λ) = qu(λ)pu(λ)x0(λ).

Step 4. Inserting the result of Step 3 in (12.1) we obtain

1

1 + CG
=

1

1 +
qupuy0 + qx

qupuyx0 − px

p

q

=
qqupux0 − qpx

qupu(qx0 + py0)
,

which equals qx0 − qspsx by virtue of Step 2. Thus, the final task is to minimize
‖y(λ)‖W = ‖q(λ)x0(λ) − qs(λ)ps(λ)x(λ)‖W or, in terms of the coefficient sequences,
to minimize ‖y‖1 = ‖b−T (a+)x‖1, where b ∈ �1 is the coefficient sequence of q(λ)x0(λ)
and a+(λ) = qs(λ)ps(λ). This problem can be solved using the algorithm of section 7.
The desired optimal controller is given by (12.1) with v(λ), w(λ) from Step 3 and x(λ)
from Step 4.

To have a numerical example, let

G(λ) =
p(λ)

q(λ)
=

−45λ− 132λ2 + 9λ3

−20 − 48λ + 5λ2
.

The above procedure yields the Youla–Kučera parameter x(λ) = 0.1321−0.0052λ, the
sensitivity function y(λ) = 1.0000− 12.5000λ− 37.5000λ2, and the optimal controller

C(λ) =
−41.6667 + 4.1667λ

−7.5000 + 113.0000λ− 7.5000λ2
.
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Fig. 12.2. Simulation of a disturbance rejection with �1-optimal and nonoptimal controllers.

A simulation result is shown in Figure 12.2. The horizontal axis represents the discrete
time k. The disturbance is only known to be bounded in magnitude. The response
of the closed-loop system to a disturbance bounded in magnitude by 1 is compared
for the �1-optimal controller computed above and some random stabilizing controller.
Note that with more sophisticated (optimal) controllers like LQG, H2-, and H∞-
optimal controllers the difference will not necessarily be this striking, as the system
norms in finite-dimensional spaces are equivalent and, loosely speaking, minimizing
some norm causes all the other norms to be small as well.

13. Conclusions. This paper contains an analysis of the problem of finding the
minimum distance to the range of a banded lower-triangular Toeplitz operator in �1.
Necessary and sufficient conditions for the existence of a minimizing sequence in �1

are established. It is shown that the optimal error sequences is finitely nonzero. The
application of this result in �1-optimal control is outlined. The paper presents an
alternative formulation and a new approach to the well known problem, putting it
into operator-theoretic framework and leading to more reliable numerical algorithms.

It is demonstrated by an example that in some situations the interpolation ap-
proach may lead to highly ill-conditioned linear systems while the method proposed
does not suffer from this unpleasant circumstance. Another striking feature of the
present approach is that the (stable) optimal Youla–Kučera parameter is returned as
a direct outcome of the linear optimization, so that there is no need for any numeri-
cally tricky extraction of an optimal controller from the closed-loop transfer function.
Within the interpolation framework, a solution to the truncated problem does not
necessarily yield an achievable stable closed-loop transfer function. Hence the con-
troller obtained from it need not stabilize the plant. These complications are more
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pronounced in the general MIMO case when only suboptimal solutions can be ob-
tained.

The authors admit that the paper might seem unnecessarily tough to read, but the
motivation for this high level of abstraction and rigorousness was to attract researchers
from outside the field control theory, especially from operator theory. For instance,
at this moment it is not known how to get an estimate of the length of the optimal
error sequence (however, it is known that this length is data dependent [22]). Also,
it is not known how to build a finite-dimensional approximation to the dual problem
such that its optimal solutions are feasible for the original dual problem. This is
a vital issue for the development of general primal-dual solvers. The extension of
the analysis presented here to operators on vector-valued infinite sequences is very
attractive in connection with practical applications, because it would enable control
of systems with more than one control/disturbing input and more than one measured
and/or regulated input. Some progress recently has been made by the authors, and
preliminary results on the straightforward extension to rectangular block Toeplitz
operators including analysis of existence, uniqueness, and convergence were presented
in [16]. The present paper can be regarded as a building block for this extension.

Acknowledgment. The first author thanks David C. Ullrich for fruitful discus-
sions at the sci.math.research usenet group.

REFERENCES

[1] G. Baxter, A norm inequality for a finite-section Wiener-Hopf equation, Illinois J. Math., 7
(1963), pp. 97–103.

[2] D. A. Bini, Using FFT-based techniques in polynomial and matrix computations: Recent ad-
vances and applications, Numer. Funct. Anal. Optim., 21 (2001), pp. 47–66.
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ALGEBRAIC RICCATI EQUATION AND J-SPECTRAL
FACTORIZATION FOR H∞ SMOOTHING AND DECONVOLUTION∗

PATRIZIO COLANERI† AND AUGUSTO FERRANTE‡

Abstract. This paper deals with a general steady-state estimation problem in the H∞ setting.
The existence of the stabilizing solution of the related algebraic Riccati equation (ARE) and of the
solution of the associated J-spectral factorization problem is investigated. The existence of such
solutions is well established if the prescribed attenuation level γ is larger than γf (the infimum of the
values of γ for which a causal estimator with attenuation level γ exists). We consider the case when
γ ≤ γf and show that the stabilizing solution of the ARE still exists (except for a finite number of
values of γ) as long as a fixed-lag acausal estimator (smoother) does. The stabilizing solution of the
ARE may be employed to derive a state-space realization of a minimum-phase J-spectral factor of the
J-spectrum associated with the estimation problem. This J-spectral factor may be used, in turn, to
compute the minimum-lag smoothing estimator. Some of the aspects of the J-spectral factorization
problem and the properties of its solutions are discussed in correspondence to the (finite number of)
values of γ for which the stabilizing solution of the ARE does not exist.

Key words. estimation problems, J-spectral factorization, algebraic Riccati equation, filtering,
deconvolution, smoothing
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1. Introduction and problem statement. Consider the discrete-time linear
system

xk+1 = Axk + Bwk,(1.1a)

yk = Cxk + Dwk,(1.1b)

zk = Lxk + Mwk,(1.1c)

where xk ∈ R
n and yk ∈ R

p are the state and the measurement output vector,
respectively, and wk ∈ R

m is the vector of inputs and disturbances. The to-be-
estimated signal zk ∈ R

l is an unaccessible linear combination of the state and the
input. This is very general and includes, as particular cases, the state-filtering problem
(L = I and M = 0) and the deconvolution problem (L = 0 and M = I). See section
1.3 for a brief discussion and references on these problems.

Let F (z) be the transfer function of a causal filter driven by the observations yk
whose output ẑk is an estimate of zk, and let ek := zk − ẑk. The infinite-horizon H∞
filtering problem consists in designing an estimator F (z) guaranteeing a prescribed
level of attenuation γ between the �2-norm of wk and the �2-norm of the estimation
error ek. Introducing the transfer functions

H1(z) := C(zI −A)−1B + D,(1.2a)
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H2(z) := L(zI −A)−1B + M,(1.2b)

this problem is equivalent to that of finding a stable causal transfer function F (z)
such that

F (z)H1(z) −H2(z) ∈ RH∞, ‖F (z)H1(z) −H2(z)‖∞ < γ,(1.3)

where RH∞ denotes the space of real rational matrix functions whose poles lie all
in {z ∈ C : |z| < 1}. RH∞ is endowed with the infinity norm associating with any
G(z) ∈ RH∞, ‖G(z)‖∞ = sup

|z|=1

‖G(z)‖ with ‖G(z)‖ being the largest singular value

of G(z) for each given z.
The H∞ fixed-lag smoothing problem with preview horizon of length N (or N -

lag smoothing problem) may be defined as the problem of estimating (in the H∞
framework) the signal zk given the observations up to time k + N , N ≥ 0. In other
words, the only difference with the filtering problem is that the transfer function of
the estimator is not required to be causal but has to be of the form E(z) = zNF (z)
with F (z) being stable and causal. This may be easily reformulated as the problem
of finding a stable causal transfer function F (z) such that

F (z)H1(z) −H2,N (z) ∈ RH∞, ‖F (z)H1(z) −H2,N (z)‖∞ < γ(1.4)

with

H2,N (z) := z−NH2(z).(1.5)

For a general overview on H∞ estimation see to [19, 21] and references therein.
For the continuous time version of the H∞ smoothing problem see [18].

Assumptions. Let1

B1 := B(I −D�(DD�)−1D), F := A−BD�(DD�)−1C.(1.6)

We make the following standard assumptions:

DD� > 0,(1.7a)

(A,C) is detectable,(1.7b)

(F,B1) is reachable,(1.7c)

F is invertible.(1.7d)

Moreover, if MD� �= 0, we define the auxiliary signal ξk := zk −MD�(DD�)−1yk =

L̃xk + M̃wk with L̃ := L − MD�(DD�)−1C and M̃ := M − MD�(DD�)−1D
and observe that, since ξ is obtained from z by subtracting a linear combination
of the observed signal y, the estimations of z and ξ are equivalent problems (i.e.,
the estimation error is the same). In addition, a simple computation shows that

M̃D� = 0. Hence, without loss of generality, we assume

MD� = 0(1.7e)

so that the following identity holds:

BM� = B1M
�.(1.8)

Eventually, notice that neither A nor F is assumed to be stable.

1We denote by M� the transpose of a matrix M .
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From the point of view of the motivating H∞ estimation problem, we mention
that assumptions (1.7a) and (1.7d) do not impair loss of generality. In fact if (1.7a) is
not satisfied we may resort to a Silverman transfomation (see [6]) that, employing a
spectral interactor matrix, yields an equivalent problem in which DD� > 0. If (1.7d)
is not satisfied, we may perform a preliminary feedback transformation, as described
in [5], and obtain an equivalent problem, in which (1.7d) is satisfied.

1.1. J-spectral factorization. For a real transfer matrix function G(z), we
define G (̃z) := G�(z−1). Let

H(z) :=

[
H1(z) 0
H2(z) Il

]
=

[
C
L

]
(zI −A)−1[B | 0 ] +

[
D 0
M Il

]
(1.9)

and Ji,j(γ) := diag{Ii,−γ2Ij}. (We shall simply write J and I, instead of Ji,j(γ) and
Ii, when there is no risk of confusion.) The transfer function

Ψ(z) := H(z)Jm,l(γ)H (̃z) =

[
Ψ11(z) Ψ12(z)
Ψ12̃ (z) Ψ22(z)

]
(1.10)

with

Ψ11(z) := H1(z)H1̃ (z), Ψ12(z) := H1(z)H2̃ (z), Ψ22(z) := H2(z)H2̃ (z) − γ2I

(1.11)

is called the J-spectrum of the system. A square J-spectral factor of Ψ(z) is a square
matrix function Ω(z) such that

Ω(z)Jp,l(γ)Ω̃ (z) = Ψ(z).(1.12)

A square J-spectral factor is said to be minimum phase if all its zeros lay in the
open unit disk.2 See [10] and references therein for further details on J-spectral
factorization.

The estimation problem is strictly related to the existence of a J-spectral fac-
tor. Precisely, the existence of an estimator with prescribed attenuation level γ is
equivalent to the existence of a minimum phase J-spectral factor of Ψ(z) having a
realization with the same state matrix A and the same output matrix [C� | L�]� of
the realization (1.9) of H(z); see [3]. Once obtained such a spectral factor, a simple
constructive procedure (described in [3]) furnishes a class of estimators F (z) satisfying
(1.3).

1.2. Algebraic Riccati equation. Let

H0 :=

[
C
L

]
, J0 :=

[
D
M

]
, J1 := J0J

�
0 −

[
0 0
0 γ2I

]
=

[
DD� DM�

MD� MM� − γ2I

]
(1.13)
and consider the algebraic Riccati equation (ARE)

Δ = AΔA� + BB� − (AΔH�
0 + BJ�

0 )(J1 + H0ΔH�
0 )−1(H0ΔA� + J0B

�).(1.14)

2Notice that in some papers and books the definition of minimum phase requires the stability of
the spectral factor. Here, since neither A nor F is assumed to be “stable,” we are not interested in
stable J-spectral factors and we adopt the definition of phase minimality given above.
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It is well known (see, e.g., [21]) that the existence of a proper stable filter F (z) satis-
fying (1.3) is equivalent to the existence of a symmetric, positive definite, stabilizing,
feasible solution of (1.14), i.e., a solution Δf = Δ�

f > 0 such that

Af := A− (AΔfH
�
0 + BJ�

0 )(J1 + H0ΔfH
�
0 )−1H0(1.15)

is stable and J1 + H0ΔfH
�
0 has the same inertia of Jp,l(γ). In passing, notice that

as long as (DD� + CΔfC
�) > 0, the latter condition (feasibility) may be written in

the form

γ2I −MM� − LΔfL
� + LΔfC

�(DD� + CΔfC
�)−1CΔfL

� > 0.(1.16)

If we now define

γ
f

:= inf{γ : there exists a proper stable filter F (z) satisfying (1.3)},(1.17)

it is clear that (1.14) admits a feasible symmetric positive semidefinite stabilizing
solution if and only if γ > γ

f
.

If this is the case, there exists a square J-spectral factor of Ψ(z) having all zeros
in the open unit disk and satisfying the stability conditions described in [3, Theorem
3.1], ensuring the existence of a proper stable filter F (z).

On the other hand, it is also well known that there exists a value γ0 such that
for γ < γ0, the ARE (1.14) does not admit any symmetric solution satisfying the
feasibility condition and hence Ψ(z) does not admit any minimal square J-spectral
factor, namely, a J-spectral factor having the last possible McMillan degree. The
constant γ0 has the following interpretation from the J-spectral factorization point of
view. A necessary condition for the existence of a square spectral factor is that Ψ(ejω)
has p positive eigenvalues and l negative eigenvalues for all ω ∈ (−π, π]. Since under
the present assumptions Ψ11(e

jω) > 0 for all ω ∈ (−π, π], this condition is equivalent
to the negative definiteness of the Schur complement

S(z) := Ψ22(z) − Ψ12̃ (z)[Ψ11(z)]
−1Ψ12(z)(1.18)

on the unit circle, i.e., to

S(ejω) < 0, ω ∈ (−π, π].(1.19)

By employing (1.11), we may write S(z) as S(z) = W (z) − γ2I with

W (z) := H2(z)H2̃ (z) −H2(z)H1̃ (z)[H1(z)H1̃ (z)]−1H1(z)H2̃ (z)

= H2(z)[I −H1̃ (z)[H1(z)H1̃ (z)]−1H1(z)]H2̃ (z).(1.20)

It is now easy to see that (1.19) is satified for γ sufficiently large: γ0 is the infimum
of the values of γ for which (1.19) is satisfied, i.e., γ2

0 is the L∞ norm of W (z):

γ2
0 = ‖W (z)‖∞.(1.21)

For a general overview on the connections between ARE and spectral and J-spectral
factorization see [11, 12, 17, 1, 15] and references therein.

Remark 1.1. From the estimation problem point of view, the constant γ0 is the
infimum of the values of γ for which there exists a fixed-lag smoother (for some pre-
view horizon N) achieving the attenuation level γ. To see this, first recall that under
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the detectability assumption of the pair (A,C), without any loss of generality, one
can assume from the very beginning the stability of H1(z) and H2(z) and transform
the given problem in a unilateral model matching problem in a new stable free fil-
ter parameter [21]. Now, let V1(z) be a square spectral factor of H1(z). A simple
computation shows that

‖F (z)H1(z) −H2(z)‖2
∞ = ‖F (z)V1(z) −H2(z)H

∼
1 (z)V ∼

1 (z)−1‖2
∞ + ‖W (z)‖∞.(1.22)

Hence, the attenuation level cannot be lower than γ0 and this infimum value is
achieved by the acausal estimator

F∞(z) = H2(z)H
∼
1 (z) (H1(z)H

∼
1 (z))

−1
=

∞∑
i=−∞

Fiz
i.(1.23)

Now the question arises of how to construct a stable fixed-lag smoother when an
attenuation level γ > γ0 is prescribed. This problem can be solved directly from
expression (1.22) by taking a finite length expansion of the anticausal part of F∞(z)
given by (1.23). Indeed, let

FN (z) = F∞(z) −
∞∑

i=N+1

Fiz
i.

If FN (z) is the (N steps acausal, yet stable) estimator so constructed, then

‖FN (z)H1(z) −H2(z)‖2
∞ ≤ γ2

0 +

∥∥∥∥∥
∞∑

i=N+1

Fiz
iV1(z)

∥∥∥∥∥
2

∞

≤ γ2
0 +

( ∞∑
i=N+1

‖Fi‖
)2

‖H1(z)‖2
∞

can be rendered arbitrarily close to γ2
0 by selecting a sufficiently large N . The esti-

mator can be realized from the relevant factor following the results in [3] or directly
from the solution of a suitable Riccati equation as described in [20].

1.3. Contribution of the paper. In this paper, we investigate the existence
of a feasible stabilizing solution of (1.14) and the existence and the construction of a
minimum phase square J-spectral factor Ω(z) for values of γ in the interval (γ0, γf

].
Clearly, for such values of γ the filter cannot exist, but there exists a fixed-lag smoother
associated with a certain preview horizon length N achieving the desired attenuation
level. As shown in [5], the computation of the stabilizing solution Δ of (1.14) and
of the corresponding J-spectral factor Ω(z) are crucial steps to obtain efficiently the
minimum-lag smoothing filter achieving the desired attenuation level. Notably, the
solution Δ can be directly used to initialize an iterative algorithm to work out a
minimum-lag central smoother; see [13, 2].

The contribution of the present paper is to prove that for γ ∈ (γ0, γf
], equation

(1.14) still admits a stabilizing feasible solution except for a finite number (at most
2[n + rank(M)]) of values of γ. This result generalizes a result in [4] where it was
assumed that DD� = I, M = 0, and DB� = 0. While removing the assumption
DD� = I impairs only slightly longer formulas, the presence of the matrix M gives
rise to a much more difficult problem. Also, the presence of the matrix M implies that
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having assumed (1.7e) we cannot assume DB� = 0 (only one of the two conditions
(1.7e) and DB� = 0 can be assumed without loss of generality) and this adds some
other technical difficulties to the problem. On the other hand the estimation problem
becomes much more interesting and of practical importance if we consider the presence
of the matrix M . Indeed, in this case, not only can we attack deconvolution problems
for the importance of which we refer to [9] and references therein, but we can, more
generally, address the problem of estimating an arbitrary linear combination of input
and state vectors; see the discussion in [7] for the practical importance of the latter
problem.

1.4. Paper organization. In section 2 we analyze some auxiliary spectral fac-
torization problems and the corresponding AREs. In section 3 we show that for
generic values of γ, the antistabilizing solution of an ARE considered in section 2 is
nonsingular. Such preliminary results are employed in section 4, where we prove our
main result on the existence of a stabilizing feasible solution of (1.14). In section
5 we explicitly derive a minimum phase J-spectral factor of Ψ(z). In section 6 we
analyze some of the issues arising in correspondence of the values of γ for which we
cannot guarantee the existence of the stabilizing solution of (1.14) and we discuss
some peculiar aspects of the J-spectral factorization.

2. Preliminary spectral factorizations and auxiliary AREs. In this sec-
tion we compute a state-space realization of a spectral factor T (z) of W (z) defined
in (1.20) and a spectral factorization of −S(z) = γ2I − W (z). These factorizations
are related to the stabilizing solutions of a pair of coupled AREs. These solutions
will be used to compute the solution (and hence to prove constructively its existence)
of a third ARE that is strictly related to (1.14). This procedure will be carried over
through various steps.

2.1. Computation of a square spectral factor of H1(z)H1 (̃z). Consider
the following standard filtering ARE:

P = APA� + BB� − (APC� + BD�)(DD� + CPC�)−1(CPA� + DB�).(2.1)

By assumptions (1.7b) and (1.7c), it admits a positive definite stabilizing solution
Ps = P�

s > 0. Such a solution corresponds to spectral factorization of H1(z)H1̃ (z).
In fact, by defining

D1 := (DD� + CPsC
�)1/2, G1 := (APsC

� + BD�)D−1
1 ,(2.2)

it is easy to check (see [12]) that

H1(z)H1̃ (z) = V1(z)V1̃ (z)(2.3)

with

V1(z) := C(zI −A)−1G1 + D1.(2.4)

2.2. Computation of V1(z)−1H1(z). First notice that

V1(z)
−1 = D−1

1 −D−1
1 C(zI − Γ)−1G1D

−1
1(2.5)

with

Γ := A−G1D
−1
1 C(2.6)



H∞ ESTIMATION AND J-SPECTRAL FACTORIZATION 129

being the closed-loop matrix corresponding to the stabilizing solution Ps of the ARE
(2.1) (so that all the eigenvalues of Γ lay in the open unit disk).

Then we have

V2(z) := V1(z)
−1H1(z)

= D−1
1 C(zI −A)−1B −D−1

1 C(zI − Γ)−1G1D
−1
1 D + D−1

1 D

−D−1
1 C(zI − Γ)−1 G1D

−1
1 C︸ ︷︷ ︸

(zI−Γ)−(zI−A)

(zI −A)−1B

= D−1
1 C(zI − Γ)−1(B −G1D

−1
1 D) + D−1

1 D

= C2(zI − Γ)−1G2 + D2(2.7)

with

C2 := D−1
1 C, G2 := B −G1D

−1
1 D, D2 := D−1

1 D.(2.8)

2.3. Computation of V2(z)H2 (̃z). We have

V2(z)H2̃ (z) = [C2(zI − Γ)−1G2 + D2][B
�(z−1I −A�)−1L� + M�]

= C2(zI − Γ)−1G2M
� + D2B

�(z−1I −A�)−1L� + D2M
�

+ C2(zI − Γ)−1G2B
�(z−1I −A�)−1L�.(2.9)

Taking the ARE (2.1) into account, it is easy to check that

G2B
� = Ps − ΓPsA

�,(2.10)

which may be easily rewritten in the form

G2B
� = (zI − Γ)Ps(z

−1I −A�) + (zI − Γ)PsA
� + ΓPs(z

−1I −A�).(2.11)

Plugging this expression in (2.9) we get

V2(z)H2̃ (z) = C2(zI − Γ)−1G3 + G�
1 (z−1I −A�)−1L� + D3(2.12)

with G3 := ΓPsL
�+G2M

� and D3 := C2PsL
�+D2M

� or, taking into account that
DM� = 0,

G3 = ΓPsL
� + BM�, D3 = C2PsL

�(2.13)

2.4. Computation of H2(z)H1 (̃z)[H1(z)H1 (̃z)]−1H1(z)H2 (̃z). It is
clear that H2(z)H1̃ (z)[H1(z)H1̃ (z)]−1H1(z)H2̃ (z) = H2(z)V2̃ (z)V2(z)H2̃ (z). We
have

H2(z)V2̃ (z)V2(z)H2̃ (z) = D�
3 D3 + G�

3 (z−1I − Γ�)−1C�
2 C2(zI − Γ)−1G3

+ D�
3 C2(zI − Γ)−1G3 + D�

3 G�
1 (z−1I −A�)−1L�

+ [D�
3 C2(zI − Γ)−1G3 + D�

3 G�
1 (z−1I −A�)−1L� ]̃

+ L(zI −A)−1G1C2(zI − Γ)−1G3

+ [L(zI −A)−1G1C2(zI − Γ)−1G3 ]̃

+ L(zI −A)−1G1G
�
1 (z−1I −A�)−1L�.(2.14)
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The last three terms of such expression may be expanded as follows: first taking into
account that

G1C2 = G1D
−1
1 C = A− Γ = (zI − Γ) − (zI −A)(2.15)

we have

L(zI −A)−1G1C2(zI − Γ)−1G3 = L(zI −A)−1G3 − L(zI − Γ)−1G3.(2.16)

Second, taking into account the ARE (2.1), we have

G1G
�
1 = APsA

� − Ps + BB� = BB� − (zI −A)Ps(z
−1I −A�) − (zI −A)PsA

�

−APs(z
−1I −A�)

(2.17)
so that

L(zI−A)−1G1G
�
1 (z−1I−A�)−1L�

= L(zI −A)−1BB�(z−1I −A�)−1L� − LPsL
�

− L(zI −A)−1APsL
� − LPsA

�(z−1I −A�)−1L�.

(2.18)

2.5. Computation of W (z). From the definition (1.20) of W (z) it follows that

W (z) = H2(z)H2̃ (z) −H2(z)V2̃ (z)V2(z)H2̃ (z).(2.19)

Moreover, by computing H2(z)H2̃ (z), we get the following expression:

H2(z)H2̃ (z) = L(zI −A)−1BB�(z−1I −A�)−1L� + MM�

+ L(zI −A)−1BM� + [L(zI −A)−1BM� ]̃ .(2.20)

By subtracting (2.14) from (2.20), taking (2.16), (2.18), and (2.19) into account, we
get

W (z) = (L−D�
3 C2)(zI − Γ)−1G3 + [(L−D�

3 C2)(zI − Γ)−1G3 ]̃

− G�
3 (z−1I − Γ�)−1C�

2 C2(zI − Γ)−1G3 + LPsL
� + MM� −D�

3 D3

+ L(zI −A)−1(BM� −G1D3 + APsL
� −G3)

+ [L(zI −A)−1(BM� −G1D3 + APsL
� −G3)]̃ .(2.21)

We now prove that BM� −G1D3 + APsL
� −G3 = 0, so that the last two terms of

the latter expression vanish. We have

BM�−G1D3+APsL
�−G3

= BM� −G1C2︸ ︷︷ ︸
A−Γ

PsL
� + APsL

� − ΓPsL
� −BM� = 0.(2.22)

2.6. Spectral factorization of W (z). To factorize W (z) we first need to
rewrite the term

G�
3 (z−1I − Γ�)−1C�

2 C2(zI − Γ)−1G3.

To this aim we derive a new expression for C�
2 C2. Standard computations show that

the solution Ps of the ARE (2.1) satisfies the following identity [15, p. 271]:

Ps = FPsF
� − FPsC

�(CPsC
� + DD�)−1CPsF

� + B1B
�
1 ,(2.23)
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where F and B1 are defined in (1.6). We also have

Γ = A−G1D
−1
1 C = F + [BD�(DD�)−1D2

1 −APsC
� −BD�]D−1

1 C2

= F − FPsC
�D−1

1 C2 = F − FPsC
�
2 C2

= F (I − PsC
�
2 C2)(2.24)

so that (2.23) may be rewritten in the form

Ps −B1B
�
1 = ΓPsF

� = FPsΓ
�.(2.25)

From DD� > 0 and Ps > 0 it easily follows that (I − PsC
�
2 C2) = Ps(P

−1
s −

C�(CPsC
� +DD�)−1C) is nonsingular (in fact, (P−1

s −C�(CPsC
� +DD�)−1C) >

0). Thus Γ, and hence FPsΓ
�, are nonsingular so that the left-hand side of (2.25) is

nonsingular as well, and we have

(Ps −B1B
�
1 )−1 = Γ−�P−1

s F−1,(2.26)

which may be rewritten as

P−1
s = Γ�(Ps −B1B

�
1 )−1F,(2.27)

and, by multiplying on the right side by (I − PsC
�
2 C2),

P−1
s (I − PsC

�
2 C2) = Γ�(Ps −B1B

�
1 )−1Γ.(2.28)

Therefore

C�
2 C2 = P−1

s − Γ�(Ps −B1B
�
1 )−1Γ(2.29a)

= P−1
s − Γ�P−1

s Γ − Γ�P−1
s B1V

−1B�
1 P−1

s Γ(2.29b)

= (z−1I − Γ�)P−1
s (zI − Γ) + Γ�P−1

s (zI − Γ) + (z−1I − Γ�)P−1
s Γ

−Γ�P−1
s B1V

−1B�
1 P−1

s Γ,(2.29c)

where

V := I −B�
1 P−1

s B1.(2.30)

Notice that

P−1
s −C�

2 C2 = P−1
s −C�(DD�+CPsC

�)−1C = P−1
s [P−1

s +C�(DD�)−1C]−1P−1
s > 0

(2.31)
so that from (2.29a) it follows that Ps −B1B

�
1 > 0, which, together with the positive

definiteness of Ps, implies that V is positive definite as well.
Plugging in the expression in the right-hand side of (2.29c) in place of C�

2 C2 in
the third term of (2.21), we get

W (z) = (L−D�
3 C2 −G�

3 P
−1
s Γ)(zI − Γ)−1G3

+ [(L−D�
3 C2 −G�

3 P
−1
s Γ)(zI − Γ)−1G3 ]̃

+ G�
3 (z−1I − Γ�)−1Γ�P−1

s B1V
−1B�

1 P−1
s Γ(zI − Γ)−1G3

+ LPsL
� + MM� −D�

3 D3 −G�
3 P

−1
s G3.

(2.32)

Now we are ready to prove that the following spectral factorization of W (z) holds:

W (z) = T (z)T (̃z),(2.33)
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where

T (z) := [−G�
3 (z−1I − Γ�)−1Γ�P−1

s B1 −G�
3 P

−1
s B1 + M ]V −1/2.(2.34)

To this aim it is sufficient to show that

(M −G�
3 P

−1
s B1)V

−1(M −G�
3 P

−1
s B1)

�

− (LPsL
� + MM� −D�

3 D3 −G�
3 P

−1
s G3) = 0(2.35)

and

Γ�P−1
s B1V

−1(M −G�
3 P

−1
s B1)

� + (L−D�
3 C2 −G�

3 P
−1
s Γ)� = 0.(2.36)

As for (2.35) notice that

M −G�
3 P

−1
s B1 = M − LPsΓ

�P−1
s B1 −MB�

1 P−1
s B1 = MV − LPsΓ

�P−1
s B1

(2.37)

so that, taking (1.8) into account, we may expand the left-hand side of (2.35) as

MVM� −MB�
1 P−1

s ΓPsL
� − (MB�

1 P−1
s ΓPsL

�)�

+ LPsΓ
�P−1

s B1V
−1B�

1 P−1
s ΓPsL

� − LPsL
� −MM�

+ LPsC
�
2 C2PsL

� + LPsΓ
�P−1

s ΓPsL
� + MB�

1 P−1
s B1M

�(2.38)

+ MB�
1 P−1

s ΓPsL
� + (MB�

1 P−1
s ΓPsL

�)�

= LPs(Γ
�P−1

s B1V
−1B�

1 P−1
s Γ − P−1

s + C�
2 C2 + Γ�P−1

s Γ)PsL
� = 0,

where the latter equality follows from the expression (2.29b) for C�
2 C2.

Similarly, we may expand the left-hand side of (2.36) as

L� − C�
2 C2PsL

� − Γ�P−1
s ΓPsL

� − Γ�P−1
s B1V

−1B�
1 P−1

s ΓPsL
�

= (P−1
s − C�

2 C2 − Γ�P−1
s Γ − Γ�P−1

s B1V
−1B�

1 P−1
s Γ)PsL

� = 0.(2.39)

We now rewrite T (z) in a more convenient form. Notice that

(z−1I − Γ�)−1 = −Γ−� − Γ−�(zI − Γ−�)−1Γ−�

so that

T (z) = [G�
3 Γ−�(zI − Γ−�)−1P−1

s B1 + M ]V −1/2

= [G�
3 Γ−�P−1

s (zI − PsΓ
−�P−1

s )−1B1 + M ]V −1/2

= L1(zI − Fa)
−1B1V

−1/2 + MV −1/2(2.40)

with

L1 := G�
3 Γ−�P−1

s = L + MB�
1 Γ−�P−1

s , Fa := PsΓ
−�P−1

s .(2.41)

Notice that since Γ is stable, Fa is antistable. As a direct consequence of (2.26) we
have the following relation that will be useful in what follows:

Fa = (I −B1B
�
1 P−1

s )−1F.(2.42)
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2.7. Spectral factorization of −S(z). We have

−S(z) = γ2I −W (z) = γ2I − T (z)T (̃z).

As we have done for the factorization in section 2.1 consider the following ARE for
the spectral factorization of −S(z):

X=FaXF�
a −B1V

−1B�
1 −(FaXL�

1 −B1V
−1M�)(R+L1XL�

1 )−1(L1XF�
a −MV −1B�

1 )
(2.43)
with

R := γ2I −MV −1M�.(2.44)

In view of (1.21), we have ‖T (z)‖∞ < γ for any γ > γ0 so that as a consequence of
a generalized version of the discrete-time bounded real lemma (see [8, Theorem 2.1]),
(2.43) admits a stabilizing solution, namely, a solution Xs = X�

s such that

Γa := Fa − (FaXsL
�
1 −B1V

−1M�)(R + L1XsL
�
1 )−1L1(2.45)

is a stability matrix; moreover (R + L1XsL
�
1 ) > 0 and the function

T1(z) := [I+L1(zI−Fa)
−1(FaXsL

�
1 −B1V

−1M�)(R+L1XsL
�
1 )−1](R+L1XsL

�
1 )1/2

(2.46)

is a square spectral factor of −S(z) = γ2Il − W (z), namely, it is a square matrix
function such that −S(z) = T1(z)T1̃ (z). Moreover, the numerator matrix of T1(z) is
given by (2.45) and hence [T1(z)]

−1 is stable.
We now show that Xs is positive definite. In fact, since (R + L1XsL

�
1 ) > 0, we

have

Xs ≤ FaXsF
�
a −B1V

−1B�
1 .(2.47)

But (F,B1) is, by assumption, reachable, (Fa, B1) is such (because Fa is obtained
from F by state feedback as it is apparent from (2.42)), and then also (Fa, B1V

−1/2)
is reachable. Therefore, since Fa is antistable, a standard Lyapunov argument, shows
that Xs > 0.

2.8. The ARE for P −1
s − X−1

s . Define

R1 := I − M�M

γ2
(2.48)

and

Fy := A−BJ ′
0J

−1
1 H0,(2.49)

where J0, J1, H0 are defined in (1.13). Notice that Fy is well defined if and only if J1

is nonsingular or, equivalently, if and only if R1 is nonsingular. Let

G1 := {γ > γ0 : at least one of the matrices R, R1, and Fy, is singular}.(2.50)

Remark 2.1. Notice that since Fy may be written in the form

Fy = F −B1M
�(MM� − γ2I)−1L,(2.51)

where F is nonsingular, G1 contains a finite number of points. More precisely, it
contains, at most, n + 2 rank(M) points.
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We consider now the following ARE:

Y = F�Y F +

(
F�Y B1 +

L�M

γ2

)
(R1 −B�

1 Y B1)
−1

(
B�

1 Y F +
M�L

γ2

)

− C�(DD�)−1C +
L�L

γ2

(2.52)

and prove that it admits a solution that can be explicitely computed. To this aim we
need a technical lemma.

Lemma 2.1. Let γ > γ0 and γ �∈ G1 and define

F1 := Fa + B1V
−1M�R−1L1.(2.53)

Then the following relation holds:

X−1
s = F�

1 X−1
s (I −B1R

−1
1 B�

1 (P−1
s −X−1

s ))−1Fy − L�
1 R

−1L1.(2.54)

Proof. First we establish the following useful identity:

Fy = (I −B1R
−1
1 B�

1 P−1
s )F1.(2.55)

To show identity (2.55), we write F1 in the form

F1 = (I + B1V
−1M�R−1MB�

1 P−1
s )Fa + B1V

−1M�R−1L

= (I + B1V
−1M�R−1MB�

1 P−1
s )(I −B1B

�
1 P−1

s )−1F + B1V
−1M�R−1L,(2.56)

which gives

(I −B1R
−1
1 B�

1 P−1
s )F1

= (I −B1R
−1
1 B�

1 P−1
s )(I + B1V

−1M�R−1MB�
1 P−1

s )(I −B1B
�
1 P−1

s )−1F

+ (I −B1R
−1
1 B�

1 P−1
s )B1V

−1M�R−1L,(2.57)

so that, taking (2.51) into account, it is sufficient to prove that

(I −B1R
−1
1 B�

1 P−1
s )(I + B1V

−1M�R−1MB�
1 P−1

s )(I −B1B
�
1 P−1

s )−1 = I(2.58)

and

(I −B1R
−1
1 B�

1 P−1
s )B1V

−1M�R−1 = −B1M
�(MM� − γ2I)−1.(2.59)

As for (2.58), we have

(I−B1R
−1
1 B�

1 P−1
s )(I+B1V

−1M�R−1MB�
1 P−1

s )(I −B1B
�
1 P−1

s )−1

=(I−B1R
−1
1 B�

1 P−1
s )(I−B1B

�
1 P−1

s +B1(I+V −1M�R−1M)B�
1 P−1

s )(I−B1B
�
1 P−1

s )−1

=(I−B1R
−1
1 B�

1 P−1
s )

[
I−B1B

�
1 P−1

s + B1

(
V − M�M

γ2

)−1

V B�
1 P−1

s

]
(I−B1B

�
1 P−1

s )−1

=(I−B1R
−1
1 B�

1 P−1
s )

[
I+B1

(
V − M�M

γ2

)−1

V B�
1 P−1

s (I −B1B
�
1 P−1

s )−1

]

=(I−B1R
−1
1 B�

1 P−1
s )

[
I+B1

(
V − M�M

γ2

)−1

B�
1 P−1

s

]

=(I−B1R
−1
1 B�

1 P−1
s )(I−B1R

−1
1 B�

1 P−1
s )−1 = I.

(2.60)
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As for (2.59), we have

(I −B1R
−1
1 B�

1 P−1
s )B1V

−1M�R−1 = B1(I −R−1
1 B�

1 P−1
s B1)V

−1M�R−1

= B1R
−1
1 (R1 −B�

1 P−1
s B1︸ ︷︷ ︸

V−M�M
γ2

)V −1M�R−1

= B1R
−1
1 M�

(
I − MV −1M�

γ2

)
R−1

= −B1M
�(MM� − γ2I)−1.(2.61)

Since Xs is a solution of the ARE (2.43), as a direct consequence of standard
equivalence of Riccati equations [15, p. 271], we have the following identity:

Xs = F1XsF
�
1 − F1XsL

�
1 (L1XsL

�
1 + R)−1L1XsF

�
1 −B1

(
V − M�M

γ2

)−1

B�
1

(2.62)

with F1 being defined in (2.53). The closed-loop matrix may thus be written in the
form

Γa = F1 − F1XsL
�
1 (L1XsL

�
1 + R)−1L1 = F1(I + XsL

�
1 R

−1L1)
−1.(2.63)

Notice that V − M�M
γ2 is nonsingular because V and R are such. In the same way,

X−1
s +L�

1 R
−1L1, and hence (I+XsL

�
1 R

−1L1), are nonsingular because Xs, L1XsL
�
1 +

R, and R are such. From (2.62) we easily get

Xs + B1

(
V − M�M

γ2

)−1

B�
1 = F1(Xs −XsL

�
1 (L1XsL

�
1 + R)−1L1Xs)F

�
1 .(2.64)

As an immediate consequence of (2.55) we have that F1 is nonsingular, so that the
right-hand side of (2.64) (which may be written in the form F1(I+XsL

�
1 R

−1L1)
−1F�

1 )

is nonsingular. Hence Xs + B1(V − M�M
γ2 )−1B�

1 is nonsingular as well and then
M�M

γ2 − V − B�
1 X−1

s B1 = −
(
R1 −B�

1 (P−1
s −X−1

s )B1

)
is such. (Actually, a more

detailed analysis allows to conclude that
(
R1 −B�

1 (P−1
s −X−1

s )B1

)
> 0.) Then we

have[
Xs + B1

(
V − M�M

γ2

)−1

B�
1

]−1

= [F1(Xs −XsL
�
1 (L1XsL

�
1 + R)−1L1Xs)F

�
1 ]−1,

(2.65)

which yields

X−1
s +X−1

s B1

(
M�M

γ2
− V −B�

1 X−1
s B1

)−1

B�
1 X−1

s = F−�
1 (X−1

s +L�
1 R

−1L1)F
−1
1

(2.66)
and hence

X−1
s = F�

1 X−1
s F1 − F�

1 X−1
s B1

(
R1 −B�

1 (P−1
s −X−1

s )B1

)−1
B�

1 X−1
s F1 − L�

1 R
−1L1

(2.67a)

= F�
1 X−1

s (I −B1R
−1
1 B�

1 (P−1
s −X−1

s ))−1(I −B1R
−1
1 B�

1 P−1
s )F1 − L�

1 R
−1L1.

(2.67b)



136 PATRIZIO COLANERI AND AUGUSTO FERRANTE

Finally, by plugging (2.55) in (2.67b) we obtain (2.54).
Proposition 2.1. Let γ > γ0 and γ �∈ G1. Then the ARE (2.52) admits the

(necessarily unique) antistabilizing solution. In fact, such solution is given by3

Ya := P−1
s −X−1

s .(2.68)

Proof. We have to show that when Y = Ya, (2.52) is an identity and that all the
eigenvalues of

Γy := F −B1(B
�
1 YaB1 −R1)

−1

(
B�

1 YaF +
M�L

γ2

)
(2.69)

lay in {z ∈ C : |z| > 1}.
We first prove that Ya is a solution of the ARE

Y = F�
y Y Fy + F�

y Y B1(R1 −B�
1 Y B1)

−1B�
1 Y Fy −H�

0 J−1
1 H0.(2.70)

From (2.23) we get

(Ps −B1B
�
1 )−1 = F−�(Ps − PsC

�(CPsC
� + DD�)−1CPs)

−1F−1,(2.71)

which, using the same procedure that lead to (2.67a), yields

P−1
s = F�P−1

s F − F�P−1
s B1(B

�
1 P−1

s B1 − I)−1B�
1 P−1

s F − C�(DD�)−1C,

(2.72)

which, taking (2.42) into account, may be also written in the form

P−1
s = F�

a P−1
s F − C�(DD�)−1C(2.73)

and, finally, in the form

P−1
s = F�

1 P−1
s Fy + F�

a P−1
s (F − Fy) − (F1 − Fa)

�P−1
s Fy − C�(DD�)−1C.

(2.74)

By subtracting (2.54) from (2.74) we now get

Ya = F�
1 [P−1

s −X−1
s (I −B1R

−1
1 B�

1 Ya)
−1]Fy + R2(2.75)

with

R2 := F�
a P−1

s (F − Fy) − (F1 − Fa)
�P−1

s Fy − C�(DD�)−1C + L�
1 R

−1L1.(2.76)

We may rewrite (2.75) as follows:

Ya = F�
1 [(Ya − P−1

s B1R
−1
1 B�

1 Ya)(I −B1R
−1
1 B�

1 Ya)
−1]Fy + R2

= F�
1 (I − P−1

s B1R
−1
1 B�

1 )Ya(I −B1R
−1
1 B�

1 Ya)
−1Fy + R2

= F�
y Ya(I −B1R

−1
1 B�

1 Ya)
−1Fy + R2

= F�
y YaFy + F�

y YaB1(R1 −B�
1 YaB1)

−1B�
1 YaFy + R2,(2.77)

where we have taken (2.55) into account.

3We shall denote such a solution by Ya(γ) when we want to stress its dependence upon γ.
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To prove that Ya is a solution of the ARE (2.70), it remains only to show that

R2 = −H�
0 J−1

1 H0.(2.78)

Indeed, taking into account (2.51), (2.53), and the first of (2.41), we have

R2 + H�
0 J−1

1 H0

= F�
a P−1

s (F − Fy) − (F1 − Fa)
�P−1

s Fy + L�
1 R

−1L1 + L�(MM� − γ2I)−1L

= F�
a P−1

s B1M
�(MM� − γ2I)−1L− L�

1 R
−1MV −1B�

1 P−1
s F

+ L�
1 R

−1M V −1B�
1 P−1

s B1︸ ︷︷ ︸
V −1−I

M�(MM� − γ2I)−1L

+ L�
1 R

−1L1 + L�(MM� − γ2I)−1L

= F�
a P−1

s B1M
�(MM� − γ2I)−1L− L�

1 R
−1MV −1B�

1 P−1
s F

+ L�
1 R

−1 MV −1M�︸ ︷︷ ︸
−R+γ2I

(MM� − γ2I)−1L

− L�
1 R

−1 MM�︸ ︷︷ ︸
(MM�−γ2I)+γ2I

(MM� − γ2I)−1L

+ L�
1 R

−1L1 + L�(MM� − γ2I)−1L

= F�
a P−1

s B1M
�(MM� − γ2I)−1L− L�

1 R
−1MV −1B�

1 P−1
s F

+ (L� − L�
1 )︸ ︷︷ ︸

−F�
a P−1

s B1M�

(MM� − γ2I)−1L + L�
1 R

−1 (L1 − L)︸ ︷︷ ︸
MB�

1 P−1
s Fa

= L�
1 R

−1M(B�
1 P−1

s Fa − V −1B�
1 P−1

s F )

= L�
1 R

−1M(B�
1 P−1

s Fa −B�
1 P−1

s (I −B1B
�
1 P−1

s )−1F︸ ︷︷ ︸
Fa

) = 0.

(2.79)

We now prove that Ya is a solution of (2.52) as well. In fact, we have

Fy = F −B1M
�(MM� − γ2I)−1L = F + B1M

�
(

I

γ2
+

MR−1
1 M�

γ4

)
L

= F + B1R
−1
1

M�L

γ2
(2.80)

and

H�
0 J−1

1 H0 = C�(DD�)−1C + L�(MM� − γ2I)−1L

= C�(DD�)−1C − L�L

γ2
− L�M

γ2
R−1

1

M�L

γ2
(2.81)

so that, by using standard manipulations [15, p. 271], (2.70) may be rewritten in the
form (2.52).

It remains to prove that the solution Ya is indeed antistabilizing, i.e., that all the
eigenvalues of Γy lay in {z ∈ C : |z| > 1}. Notice that Γy may be written in the form

Γy = Fy + B1(R1 −B�
1 YaB1)

−1B�
1 YaFy = (I −B1R

−1
1 B�

1 Ya)
−1Fy.(2.82)

Moreover, we rewrite (2.54) in the form

X−1
s + L�

1 R
−1L1 = F�

1 X−1
s Γy,(2.83)
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which, together with (2.63) yields

I = Xs(I + L�
1 R

−1L1Xs)
−1F�

1 X−1
s Γy = XsΓ

�
a X

−1
s Γy,(2.84)

so that Γy is clearly antistable.

3. A monotonicity result. In this section we prove that the values of γ for
which Ya(γ) is singular are finitely many. This will be usefull in order to prove
existence of the stabilizing solution of (1.14).

Proposition 3.1. Let Ya(γ) be as in (2.68). The set

G2 := {γ > γ0 : Ya(γ) is singular}(3.1)

contains, at most, n points.
Proof. The solution Xs of (2.43) is a continuous function of γ and its first deriva-

tive with respect to γ2 exists and is continuous; see, e.g., [15, Theorem 14.2.2]. Since
Ps does not depend on γ, the derivative dYa

dγ2 exists and is continuos as well. Consider

an open set I = (a, b) such that a ≥ γ0, b > a (possibly b = ∞) and I ∩ G1 = ∅.
(Notice that the set {γ ∈ R : γ > γ0} may be written as the union of a finite number
of sets of this form and of a finite number of isolated points.) For γ ∈ I, we may take
derivatives in both sides of (2.52) and, by defining

Yγ :=
dYa

dγ2
,(3.2)

we get

Yγ = F�YγF −
(
F�YγB1 −

L�M

γ4

)
(R1 −B�

1 YaB1)
−1

(
B�

1 YaF +
M�L

γ2

)

−
(
F�YaB1 +

L�M

γ2

)
(R1 −B�

1 YaB1)
−1

(
B�

1 YγF − M�L

γ4

)

−
(
F�YaB1 +

L�M

γ2

)
(R1 −B�

1 YaB1)
−1M

�M

γ4

(R1 −B�
1 YaB1)

−1

(
B�

1 YaF +
M�L

γ2

)

+

(
F�YaB1 +

L�M

γ2

)
(R1 −B�

1 YaB1)
−1B�

1 YγB1

(R1 −B�
1 YaB1)

−1

(
B�

1 YaF +
M�L

γ2

)

−L�L

γ4
(3.3)

and, taking (2.69) into account,

Yγ = Γ�
y YγΓy −

L�
2 L2

γ4
(3.4)

with

L2 := L−M(R1 −B�
1 YaB1)

−1

(
B�

1 YaF +
M�L

γ2

)
.(3.5)
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Taking (2.82) into account, we may rewrite (2.70) (with Y + Ya) in the form

Ya = Γ�
y YaΓy − Γ�

y YaB1R
−1
1 B�

1 YaΓy −H�
0 J−1

1 H0.(3.6)

Define

Z := Ya + γ2Yγ .(3.7)

By adding (3.4) multiplied by γ2 to (3.6), we get

Z = Γ�
y ZΓy − Γ�

y YaB1R
−1
1 B�

1 YaΓy −H�
0 J−1

1 H0 −
L�

2 L2

γ2
.(3.8)

By taking into account the definitions (2.69) and (3.5) of Γy and L2, respectively, and
identity (2.81), it is not difficult to see that

−Γ�
y YaB1R

−1
1 B�

1 YaΓy −H�
0 J−1

1 H0 −
L�

2 L2

γ2
= −C�

1 C1 − C�(DD�)−1C(3.9)

with

C1 := (R1 −B�
1 YaB1)

−1

(
B�

1 YaF +
M�L

γ2

)
.(3.10)

Therefore, Z satisfies

Z = Γ�
y ZΓy − C�

1 C1 − C�(DD�)−1C.(3.11)

Notice that since Γy is antistable, (3.4) and (3.11) imply that

Yγ ≥ 0,(3.12a)

Z ≥ 0.(3.12b)

Moreover, by multiplying (3.4) and (3.11) on the left side by Γ−�
y and on the right

side by Γ−1
y , it is easy to see that both kerYγ and kerZ are invariant for Γ−1

y and
hence for Γy. Then

kerYγ ⊆ kerL2(3.13)

and

kerZ ⊆ ker

[
C1

C

]
.(3.14)

Therefore,

K := ker

[
Ya

Yγ

]
= ker

[
Z
Yγ

]
(3.15)

is Γy-invariant and satisfies

K ⊆ ker

⎡
⎣ C

C1

L2

⎤
⎦ .(3.16)
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We now prove that K = {0}. To this end it is sufficient to show that

ker

⎡
⎢⎢⎣

Γy − λI
C
C1

L2

⎤
⎥⎥⎦ = {0} ∀λ ∈ C.(3.17)

Assume by contradiction that there exist v �= 0 and λ ∈ C such that⎡
⎢⎢⎣

Γy − λI
C
C1

L2

⎤
⎥⎥⎦ v = 0.(3.18)

Then, since Γy is antistable, |λ| > 1. Moreover, the definitions (1.6) of F and (2.69)
of Γy yield

Γy = A−BD�(DD�)−1C −B1C1(3.19)

so that Γyv = Av and we get[
A− λI

C

]
v = 0, |λ| > 1,(3.20)

which is in contradiction with detectability of the pair (A,C). Therefore K = 0 and
then, when one eigenvalue of Ya (that is a continuous function of Ya and hence of
γ) is zero, its derivative with respect to γ is positive. Thus, if Ya(γ̄) is singular and
(counting with multiplicity) has, say, k+ positive, k0 zero, and k− negative eigenvalues,
then there exists a positive value δ such that Ya(γ) has k+ positive and k0+k− negative
eigenvalues for γ ∈ (γ̄ − δ, γ̄) and k+ + k0 positive and k− negative eigenvalues for
γ ∈ (γ̄, γ̄ + δ). Clearly, this may happen for, at most, n different values of γ.

So far we have assumed that γ ∈ I. As already observed, the set {γ ∈ R : γ > γ0}
may be written as the union of a finite number of sets of the same type of I and
of a finite number of values of γ. In correspondence of such values, Ya remains
a continuous function of γ so that we can extend the conclusion to the whole set
{γ ∈ R : γ > γ0}.

4. Existence of a stabilizing solution of the ARE (1.14). Next we show
that when Ya is nonsingular, then Y −1

a is the (necessarily unique) stabilizing solution
of (1.14), so that, in view of Propositions 2.1 and 3.1, we get that, except for a finite
number of values of γ > γ0, the ARE (1.14) admits the stabilizing solution. We shall
prove in the next section that such solution is also feasible.

Consider the set G1 ∪ G2 and observe that it contains, at most, 2[n + rank(M)]
points. Then, the set of regular values of γ defined as

Gr := {γ > γ0 : γ �∈ G1 ∪ G2}(4.1)

is generic in {γ ∈ R : γ > γ0}.
The following theorem is our main result.
Theorem 4.1. Let γ ∈ Gr and let Ya(γ) be the corresponding antistabilizing

solution of (2.52). Then (1.14) admits a unique symmetric stabilizing solution. Such
solution is given by

Δs = Y −1
a .(4.2)
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Proof. As shown in Proposition 2.1, Ya is a solution of (2.70) so that we have

Ya + H�
0 J−1

1 H0 = F�
y YaFy + F�

y YaB1(R1 −B�
1 YaB1)

−1B�
1 YaFy

= F�
y (Ya + YaB1(R1 −B�

1 YaB1)
−1B�

1 Ya)Fy.(4.3)

Since γ ∈ Gr, Ya, R1 and (R1 − B�
1 YaB1) are nonsingular so that Ya + YaB1(R1 −

B�
1 YaB1)

−1B�
1 Ya is such. Moreover, Fy is nonsingular so that the left-hand side of

(4.3) is nonsingular and the same procedure that led to (2.67a) gives

Y −1
a = FyY

−1
a F�

y − FyY
−1
a H�

0 (J1 + H0Y
−1
a H�

0 )−1H0Y
−1
a F�

y + B1R
−1
1 B�

1 ,(4.4)

which, taking (4.2) into account, yields, after some standard manipulations [15, p.
271]

Δs = AΔsA
� + BB� − (AΔsH

�
0 + BJ�

0 )(J1 + H0ΔsH
�
0 )−1(H0ΔsA

� + J0B
�).

(4.5)

It remains to show that

Γs := A−(AΔsH
�
0 +BJ�

0 )(J1+H0ΔsH
�
0 )−1H0 = Fy−FyΔsH

�
0 (J1+H0ΔsH

�
0 )−1H0

(4.6)
is stable. To this aim we rewrite (4.4) in the form

Y −1
a −B1R

−1
1 B�

1 = ΓsY
−1
a F�

y ,(4.7)

which, taking (2.82) into account, yields

I = ΓsY
−1
a F�

y (Y −1
a −B1R

−1
1 B�

1 )−1 = ΓsY
−1
a Γ�

y Ya,(4.8)

so that, since Γy is antistable, Γs is stable.
Remark 4.1. It is worth noticing that the computation of the stabilizing solution

of the Riccati equation (1.14) can be numerically obtained by resorting to standard
routines available in most control packages without the need of computing the solution
the auxiliary Riccati equations (2.1) and (2.43). Indeed, those Riccati equations were
only instrumental to the purpose of proving the existence of the stabilizing solution
of (1.14).

5. Construction of the minimum phase J-spectral factor and H∞ es-
timator design. The following important theorem gives a constructive procedure
to obtain, from the solution Δs, a minimum-phase J-spectral factor of Ψ(z) having
a realization with the same state matrix A and the same output matrix H0 of the
realization (1.9) of H(z).

Theorem 5.1. Let

γ ∈ Gr(5.1)

and let Δs be the corresponding stabilizing solution of equation (1.14). Then,
1. The solution Δs is feasible, i.e., J1+H0ΔsH

�
0 has the same inertia of Jp,l(γ)

and hence there exists a nonsingular matrix Λ such that

ΛJp,l(γ)Λ� = J1 + H0ΔsH
�
0 .(5.2)
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2. The transfer matrix

Ωs(z) := H0(zI −A)−1(AΔsH
�
0 + BJ�

0 )(J1 + H0ΔsH
�
0 )−1Λ + Λ(5.3)

is a square J-spectral factor of the J-spectral density Ψ(z).
3. All the zeros of Ωs(z) lay in the open unit disk, i.e., Ωs(z)

−1 is stable.
Proof. The proof of this theorem may be obtained following the same lines of

Theorem 4.1 in [4].
We recall from [3] that there is a simple procedure that, from Ωs(z), furnishes a

realization of an H∞ smoothing filter with attenuation level γ.

6. The critical values of γ: A peculiar feature of the J-spectral factor-
ization. In this section, we analyze the ARE (1.14) and the associated J-spectral
factorization problem in the case when γ ∈ Gs := G1 ∪ G2. To this aim we write the
set Gs as the union of disjoint sets Gs = G′

1 ∪ G2 with G′
1 := G1 ∩ G2 (usually G′

1 = G1)
and we consider the cases γ ∈ G′

1 and γ ∈ G2 separately.
For γ ∈ G′

1, Ya(γ) is still nonsingular and we can define Δs := Ya(γ)−1. In
all the manifold examples that we have worked out, it turns out that, even for γ ∈
G′

1, Δs defined in this way continues to be the stabilizing solution of (1.14). This
leads us to conjecture that Theorem 4.1 holds (possibly with the Moore–Penrose
pseudoinverse in place of the inverse in the ARE (1.14)) for all γ ∈ Gr ∪G′

1. In view of
continutity, to prove this generalization it would be sufficient to show that for γ ∈ G′

1,
(J1 +H0ΔsH

�
0 ) is invertible or (using the pseudoinverse in place of the inverse) that

(AΔsH
�
0 + BJ�

0 )(J1 + H0ΔsH
�
0 )�(H0ΔsA

� + J0B
�) is a continuous function of γ

for each γ ∈ G′
1.

Much more interesting is the behavior associated with γ ∈ G2. In this case,
as shown in the following example, the ARE does not admit a stabilizing solution
nor does the J-spectral density admit a minimum phase J-spectral factor having a
realization with state matrix equal to A. This is a peculiar (and in the authors’
opinion, rather counterintuitive) feature of the J-spectral factorization. In fact, in
the standard (positive) spectral factorization this phenomenon cannot occur.

Let us consider the following very simple example: A = 2, C = L = 1, B = [1 | 0],
D = [0 | 1], and M = [0 | 0]. In this case W (z) defined in (1.20) is given by

W (z) =
1

2(3 − z − z−1)
(6.1)

so that

γ2
0 = sup

ϑ

∣∣∣∣ 1

2(3 − 2 cos(ϑ))

∣∣∣∣ =
1

2
.(6.2)

Moreover, the stabilizing solution of the ARE (2.1) is easily computed to be Ps =
2 +

√
5 and the ARE (2.43) assumes the form

X2 +

(
3 +

√
5 − γ2(10 + 6

√
5)

4

)
X + γ2

(
3 +

√
5

4

)
= 0,(6.3)

whose stabilizing solution Xs(γ) equals Ps for γ = 1. Moreover, Xs(γ) > Ps for γ > 1
and Xs(γ) < Ps for γ < 1. Thus, in this case, G2 = {1}. The ARE (1.14) assumes
the form

3Δ + 1 − 4Δ2

Δ(1 − γ2) − γ2
(1 − γ2) = 0.(6.4)
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For γ < 1, (6.4) admits a negative stabilizing solution Δs that tends to −∞ as
γ → 1−. For γ > 1, (6.4) admits a positive stabilizing solution Δs that tends to +∞
as γ → 1+.

For γ = 1, the order of such equation collapses and the stabilizing solution does
not exist any more: the only solution is Δa = −1/3 and the corresponding closed-loop
matrix is A− 0 = A = 2. Notice that Δa = −1/3 is feasible. In fact

J1 + H0ΔaH
�
0 =

1

3

[
2 −1
−1 −4

]
(6.5)

has a positive and a negative eigenvalue so that there exists a matrix Λ such that4

J1 + H0ΔaH
�
0 = ΛJ1,1(1)Λ�.(6.6)

The same computation used in the proof of Theorem 5.1 shows that

Ωa(z) := H0(zI −A)−1(AΔaH
�
0 + BJ�

0 )(J1 + H0ΔaH
�
0 )−1Λ + Λ

=

[
1
1

]
(z − 2)−1

[
−2

3
| 2

3

]
Λ + Λ(6.7)

is a J-spectral factor of the J-spectrum Ψ(z) that, in this case, is given by

Ψ(z) =

[
1

(z−2)(z−1−2) + 1 1
(z−2)(z−1−2)

1
(z−2)(z−1−2)

1
(z−2)(z−1−2) − 1

]
.(6.8)

The numerator matrix of Ωa(z) is 2 −
[
− 2

3 | 2
3

]
ΛΛ−1

[
1
1

]
= 2: the unique zero of

Ωa(z) lies outside the closed unit disk. (Such an Ωa(z) is said to be a maximum phase
J-spectral factor.) The set of all J-spectral factors of Ψ(z) having a realization with
state matrix A = 2 may be obtained as follows. We set

Ω(z) =

[
h1

h2

]
(z − 2)−1[g1 | g2] +

[
d11 d12

d21 d22

]
(6.9)

and impose

Ω(z)J1,1(1)Ω̃ (z) = Ψ(z).(6.10)

The corresponding solutions, up to a noninteresting change of basis in the state space,
may be parametrizied as follows:

Ω(z) =

[
1
1

]
(z − 2)−1[g | ±g] +

[ −2−3 g2

6 g ± 2−3 g2

6 g
−1+3 g2

3 g ± 1+3 g2

3 g

]
, g ∈ R \ {0},(6.11)

which is readily seen to be equal to the right-hand side of (6.7) as Λ varies among
the solutions of (6.6). In conclusion, we have produced a maximum-phase J-spectral

4The set of solutions of (6.6) may be parametrized as

Λ =

[
−2−3 g2

6 g
± 2−3 g2

6 g

−1+3 g2

3 g
± 1+3 g2

3 g

]
, g ∈ R \ {0}

(where the ± signs are either both + or both −).
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factor and have shown that the corresponding minimum-phase one (i.e., a minimum-
phase J-spectral factor having a realization with the same state-space matrix) does
not exist. This is a very peculiar behavior that has no counterpart in the regular
spectral factorization.

Notice that to obtain (6.11) we have imposed the McMillan degree5 of Ω(z) to
be equal to 1 or, equivalently, we have restricted our search to minimal J-spectral
factors, namely, J-spectral factors having the last possible McMillan degree. (Such
McMillan degree is clearly equal to one-half of the McMillan degree of the J-spectrum
Ψ(z).) See [16] for a discussion on the minimality of spectral factors. It is interesting
to observe that extending the search to nonminimal J-spectral factors (i.e., J-spectral
factors having larger McMillan degree), a minimum-phase J-spectral factor having a
unique pole in z = 2 does exist. Indeed, it is not difficult to check that

Ωm(z) = (zI2 − 2I2)
−1

[ −11
2
√

2
−3

2
√

2

− 1√
2

3√
2

]
+

[ −5
√

2
3

−
√

2
3−1

3
√

2
7

3
√

2

]
(6.12)

is a minimal realization of a J-spectral factor of Ψ(z). As H(z), Ωm(z) has a unique
pole in z = 2 and the corresponding numerator matrix

2I2 −
[ −11

2
√

2
−3

2
√

2

− 1√
2

3√
2

] [ −5
√

2
3

−
√

2
3−1

3
√

2
7

3
√

2

]−1

=

[
1
3

1
6

− 1
6

2
3

]
(6.13)

has a unique eigenvalue (of multiplicity 2) in z = 1/2. Again, this fact has no
counterpart in classical spectral factorization.

Eventually, notice that these discrepancies between J-spectral factorization and
classical spectral factorization are associated to very particular J-spectra. In fact
they may occur only for a finite number of values of γ.

6.1. Example with γ ∈ Gr. In the following we consider the previous example
in the case when γ0 < γ < γf and γ ∈ Gr. We design a smoothing filter starting from
the stabilizing solution Δs of (1.14). Let γ2 = 3/4. The stabilizing solution Δs is
then given by −4 −

√
13 and the corresponding J-spectral factor is given by

Ωs(z) =

[
1
1

]
(z − 2)−1

[
2.942 6.374

]
+

[
−0.3124 2.99
0.2785 3.353

]
.(6.14)

From Ωs(z), by following the procedure described in [3], we easily get the following
transfer function of a 1-step lag smoother,

S1(z) = z[0.2063(z − 0.02824)−12.958 + 0.1906],(6.15)

and it is easy to check that

‖S1(z)H1(z) −H2(z)‖ = 0.8383 < γ � 0.8660.(6.16)

7. Conclusions. In this paper a general J-spectral factorization problem was
considered and its relation with the existence of the stabilizing solution of the associ-
ated Riccati equation was investigated. The stabilizing solution depends on a positive

5We recall that the McMillan degree of a rational proper matrix function P (z) is the state-space
dimension of a minimal realization of P (z); see [14] for more details.
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parameter which represents the prescribed attenuation level for the underlying esti-
mation problem. We have shown that the stabilizing solution of the ARE still exists
(except for a finite number of values of γ) as long as a fixed-lag acausal estimator
(smoother) does. A few aspects of the J-spectral factorization problem and the prop-
erties of its solutions are discussed in correspondence to the (finite number of) values
of γ for which the stabilizing solution of the ARE does not exist.
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SOME CONTROLLABILITY RESULTS FOR THE N-DIMENSIONAL
NAVIER–STOKES AND BOUSSINESQ SYSTEMS WITH N − 1

SCALAR CONTROLS∗

ENRIQUE FERNÁNDEZ-CARA† , SERGIO GUERRERO† , OLEG YU. IMANUVILOV‡ , AND

JEAN-PIERRE PUEL§

Abstract. In this paper we deal with some controllability problems for systems of the Navier–
Stokes and Boussinesq kind with distributed controls supported in small sets. Our main aim is to
control N -dimensional systems (N + 1 scalar unknowns in the case of the Navier–Stokes equations)
with N − 1 scalar control functions. In a first step, we present some global Carleman estimates
for suitable adjoint problems of linearized Navier–Stokes and Boussinesq systems. In this way, we
obtain null controllability properties for these systems. Then, we deduce results concerning the local
exact controllability to the trajectories. We also present (global) null controllability results for some
(truncated) approximations of the Navier–Stokes equations.

Key words. Navier–Stokes system, exact controllability, Carleman inequalities

AMS subject classifications. 34B15, 35Q30, 93B05, 93C10

DOI. 10.1137/04061965X

1. Introduction and examples. Let Ω ⊂ RN (N = 2 or 3) be a bounded
connected open set whose boundary ∂Ω is regular enough (for instance of class C2).
Let O ⊂ Ω be a (small) nonempty open subset and let T > 0. We will use the notation
Q = Ω × (0, T ) and Σ = ∂Ω × (0, T ) and we will denote by n(x) the outward unit
normal to Ω at the point x ∈ ∂Ω.

On the other hand, we will denote by C, C1 , C2 , . . . various positive constants
(usually depending on Ω and O).

We will be concerned with the following controlled Navier–Stokes and Boussinesq
systems:

(1)

⎧⎪⎨
⎪⎩

yt − Δy + (y · ∇)y + ∇p = v1O, ∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω

and

(2)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

yt − Δy + (y · ∇)y + ∇p = v1O + θ eN , ∇ · y = 0 in Q,

θt − Δθ + y · ∇θ = h1O in Q,

y = 0, θ = 0 on Σ,

y(0) = y0, θ(0) = θ0 in Ω

(in both dimensions N = 2 and N = 3).
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Etats Unis, 78035 Versailles, France (jppuel@cmapx.polytechnique.fr).

146



N -DIMENSIONAL NAVIER–STOKES WITH N − 1 CONTROLS 147

For N = 2, we will also consider the following approximation of the Navier–Stokes
system with boundary conditions of the Navier kind:

(3)

⎧⎪⎨
⎪⎩

yt − Δy + (y · ∇)TM (y) + ∇p = v1O, ∇ · y = 0 in Q,

y · n = 0, ∇× y = 0 on Σ,

y(0) = y0 in Ω,

where M > 0, TM (y) = (TM (y1), TM (y2)) and TM is given by

TM (s) =

⎧⎨
⎩

−M if s ≤ −M,
s if −M ≤ s ≤ M,
M if s ≥ M.

In systems (1), (2) and (3), v = v(x, t) and h = h(x, t) stand for the control
functions. They act during the whole time interval (0, T ) over the set O. The symbol
1O stands for the characteristic function of O and eN is the Nth vector of the canonical
basis of RN .

The controllability of Navier–Stokes systems has been the objective of consider-
able work over the last years. Up to our knowledge, the strongest results have been
given in [7], where a strategy based on the methods in [13] and [14] has been followed.
Recently, the techniques in [7] have been adapted in [12] to cover Boussinesq systems
(see also [3], [4], [8] and [10] for other results).

This paper can be viewed as a continuation of [7]. We will present some new
results which show that the N -dimensional systems (1) and (2) can be controlled,
at least under some geometrical assumptions, with only N − 1 scalar controls in
L2(O × (0, T )). In particular, the Boussinesq system (2) in dimension N = 2 can be
controlled by an action performed only on the temperature equation. We will also
prove that the two-dimensional system (3) can be controlled with controls of the form
v1O where v is the curl of a function in L2(0, T ;H1(O)).

In this paper, we will have to impose some regularity assumptions on the initial
data. To this purpose, we introduce the spaces H, E and V , with

(4) H = {w ∈ L2(Ω)N : ∇ · w = 0 in Ω, w · n = 0 on ∂Ω},

E =

{
H if N = 2,

L4(Ω)3 ∩H if N = 3

and

V = {w ∈ H1
0 (Ω)N : ∇ · w = 0 in Ω}.

For system (1), we will assume that the control region O is adjacent to the bound-
ary ∂Ω (see assumption (11) below) and we will deal with the local exact controllability
to the trajectories. More precisely, our task will be to prove that, for any bounded
and sufficiently regular solution (y, p) of the uncontrolled Navier–Stokes equations

(5)

⎧⎪⎨
⎪⎩

yt − Δy + (y · ∇)y + ∇p = 0, ∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω,
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there exists δ > 0 such that, whenever y0 ∈ E and

‖y0 − y0‖E ≤ δ,

we can find L2 controls v with vk ≡ 0 for at least one k and associated states (y, p)
satisfying

(6) y(T ) = y(T ) in Ω.

Notice that, under these circumstances, after time t = T we can switch off the
control and let the system follow the “ideal” trajectory (y, p).

For the Boussinesq system (2), we will assume that O is adjacent to ∂Ω near a
point x0 such that nk(x

0) 
= 0 for some k < N . We will also be concerned with the
local exact controllability to the trajectories. Now, a trajectory is a bounded and
sufficiently regular solution (y, p, θ) of

(7)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

yt − Δy + (y · ∇)y + ∇p = θ eN , ∇ · y = 0 in Q,

θt − Δθ + y · ∇θ = 0 in Q,

y = 0, θ = 0 on Σ,

y(0) = y0, θ(0) = θ
0

in Ω.

The goal will be to prove that there exists δ > 0 such that, whenever (y0, θ0) ∈
E × L2(Ω) and

‖(y0, θ0) − (y0, θ
0
)‖E×L2 ≤ δ,

we can find L2 controls v and h with vk ≡ vN ≡ 0 and associated states (y, p, θ)
satisfying

(8) y(T ) = y(T ) and θ(T ) = θ(T ) in Ω.

In this context, the results established in [12] will be fundamental.
Notice that, in particular, when N = 2, we try to control the whole system (2)

with just one scalar control h.
As far as (3) is concerned, our goal will be to prove the (global) null controllability.

That is to say, for each y0 ∈ H, we will try to find controls of the form v1O, where v
belongs to the Hilbert space

(9) W = {∇ × z = (∂2z,−∂1z) : z ∈ L2(0, T ;H1(O))},

such that the associated solutions (y, p) satisfy

(10) y(T ) = 0 in Ω.

Approximate controllability results have been established for analogous systems
in [4].

Observe that in this system the boundary conditions are of the Navier kind as in
[3] (for their physical meaning, see, for instance, [11]). This and the fact that N = 2
will be essential in the arguments presented below.
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Similarly to the previous situation, an extension by zero of the control after time
t = T will keep (y, p) at rest.

As mentioned above, some hypotheses will be imposed on the control domain and
the trajectories. More precisely, we will frequently assume that

(11) ∃x0 ∈ ∂Ω, ∃ε > 0 such that O ∩ ∂Ω ⊃ B(x0; ε) ∩ ∂Ω

(B(x0; ε) is the ball centered at x0 of radius ε),

(12) y ∈ L∞(Q)N , yt ∈ L2(0, T ;Lσ(Ω)N )

(
σ > 1 if N = 2

σ > 6/5 if N = 3

)

and

(13) θ ∈ L∞(Q), θt ∈ L2(0, T ;Lσ(Ω))

(
σ > 1 if N = 2

σ > 6/5 if N = 3

)
.

Let us now present our main results in a precise form. The first one concerns the
local exact controllability to the trajectories of system (1).

Theorem 1. Assume that O satisfies (11). Then, for any T > 0, (1) is locally
exactly controllable at time T to the trajectories (y, p) satisfying (12) with controls
v ∈ L2(O × (0, T ))N having one component identically zero.

The second main result concerns the controllability of (2).
Theorem 2. Assume that O satisfies (11) with nk(x

0) 
= 0 for some k < N .
Then, for any T > 0, (2) is locally exactly controllable at time T to the trajectories
(y, p, θ) satisfying (12)–(13) with L2 controls v and h such that vk ≡ vN ≡ 0. In
particular, if N = 2, we have local exact controllability to the trajectories with controls
v ≡ 0 and h ∈ L2(O × (0, T )).

The last main result we present in this paper follows in Theorem 3.
Theorem 3. Let N = 2. Then, for any T > 0 and any M > 0, (3) is null

controllable at time T with controls of the form v1O, where v ∈ W .
For the proofs of these results, following a standard approach, we will first deduce

null controllability results for suitable linearized versions of (1), (2) and (3), namely,

(14)

⎧⎪⎨
⎪⎩

yt − Δy + (y · ∇)y + (y · ∇)y + ∇p = f + v1O, ∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(15)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

yt − Δy + (y · ∇)y + (y · ∇)y + ∇p = f + v1O + θ eN in Q,

∇ · y = 0 in Q,

θt − Δθ + y · ∇θ + y · ∇θ = k + h1O in Q,

y = 0, θ = 0 on Σ,

y(0) = y0, θ(0) = θ0 in Ω

and

(16)

⎧⎪⎨
⎪⎩

yt − Δy + (y · ∇)y + ∇p = v1O, ∇ · y = 0 in Q,

y · n = 0, ∇× y = 0 on Σ,

y(0) = y0 in Ω.
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Then, appropriate arguments will be used to deduce the controllability of the
nonlinear systems (1)–(3).

Remark 1. When N = 3, it is very natural to ask whether a result similar to
Theorem 1 holds with controls having two zero components. In general, the answer
is no. In fact, it seems difficult to identify the open sets Ω and O such that one has
null controllability for all T > 0 with controls of this kind. This is unknown even for
the classical Stokes equations for which, up to now, the only known results concern
approximate controllability; see [16].

Remark 2. Assume that N = 2. The arguments in [7] implicitly show that,
under hypotheses (12), we can find controls v1O with v ∈ W such that the associated
solutions to (1) satisfy y(T ) = y(T ). Observe that the assumption (11) on the control
domain is not necessary here.

This paper is organized as follows. We will first establish all the technical results
needed in this work in section 2. Section 3 will deal with null controllability results
for the linear control systems (14)–(16). Finally, the proofs of Theorems 1, 2 and 3
will be given in section 4.

2. Some previous results. In this section we will establish all the technical
results needed in this paper. More precisely, we will present and prove the required
Carleman estimates for the backward systems (19), (20) and (21), given below.

To do this, let us first introduce some weight functions:

(17)

α(x, t) =
e5/4λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))

t4(T − t)4
,

ξ(x, t) =
eλ(m‖η0‖∞+η0(x))

t4(T − t)4
,

α̂(t) = min
x∈Ω

α(x, t) =
e5/4λm‖η0‖∞ − eλ(m+1) ‖η0‖∞

t4(T − t)4
,

α∗(t) = max
x∈Ω

α(x, t) =
e5/4λm‖η0‖∞ − eλm‖η0‖∞

t4(T − t)4
,

ξ̂(t) = max
x∈Ω

ξ(x, t) =
eλ(m+1)‖η0‖∞

t4(T − t)4
, ξ∗(t) = min

x∈Ω
ξ(x, t) =

eλm‖η0‖∞

t4(T − t)4
,

where m > 4 is a fixed real number. Here, η0 is a function verifying

(18) η0 ∈ C2(Ω), |∇η0| > 0 in Ω \ O0, η0 > 0 in Ω and η0 ≡ 0 on ∂Ω

with O0 a nonempty open subset of O that will be determined below. For any O0, the
existence of such a function η0 is proved in [9]. Note that these weights have already
been used in [7] and [12].

We will be dealing in this section with the adjoint systems to (14) and (15), that
is to say,

(19)

⎧⎪⎪⎨
⎪⎪⎩

−ϕt − Δϕ− (Dϕ) y + ∇π = g, ∇ · ϕ = 0 in Q,

ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω
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and

(20)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

−ϕt − Δϕ− (Dϕ) y + ∇π = g + θ∇ψ, ∇ · ϕ = 0 in Q,

−ψt − Δψ − y · ∇ψ = q + ϕN in Q,

ϕ = 0, ψ = 0 on Σ,

ϕ(T ) = ϕ0, ψ(T ) = ψ0 in Ω

(where Dϕ = ∇ϕ + ∇ϕt) as well as with the adjoint system of ω := ∇× y (where y
is the solution of (16)), which is

(21)

⎧⎪⎪⎨
⎪⎪⎩

−ρt − Δρ−∇× ((y · ∇×)∇γ) = 0, Δγ = ρ in Q,

γ = 0, ρ = 0 on Σ,

ρ(T ) = ρ0 in Ω.

Here, g ∈ L2(Q)N , q ∈ L2(Q), ϕ0 ∈ H, ψ0 ∈ L2(Ω) and ρ0 ∈ H−1(Ω) (of course, ϕN

stands for the last component of the vector field ϕ).

2.1. New Carleman estimates for system (19). We will establish some new
Carleman estimates for the solutions of (19). We will assume that O and y satisfy
(11)–(12). To fix ideas, we will also assume for the moment that N = 3 and n1(x

0) 
= 0
(x0 appears in assumption (11)).

The desired Carleman inequalities will have the form

I(ϕ) ≤ C

(∫∫
Q

ρ2
1 |g|2 dx dt +

∫∫
O×(0,T )

ρ2
2

(
|ϕ2|2 + |ϕ3|2

)
dx dt

)
,

where I(ϕ) contains global weighted integrals of |ϕ|2, |∇ϕ|2, etc. and ρ1 and ρ2 are
appropriate weights that vanish exponentially as t → T . This will suffice to prove in
section 3 the null controllability of (14) with controls v1O satisfying v1 ≡ 0.

Lemma 1. Assume that N = 3, n1(x
0) 
= 0 and O and y verify (11)–(12). Then

there exists a positive constant C such that, for any g ∈ L2(Q)3 and any ϕ0 ∈ H, the
associated solution to (19) satisfies:

(22)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

I(ϕ) :=

∫∫
Q

e
−2α

t4(T−t)4 t−12(T − t)−12 |ϕ|2 dx dt

+

∫∫
Q

e
−2α

t4(T−t)4 t−4(T − t)−4 |∇ϕ|2) dx dt

+

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4
(
|Δϕ|2 + |ϕt|2

)
dx dt

≤ C

(∫∫
Q

e
−4eα+2α

t4(T−t)4 t−30(T − t)−30 |g|2 dx dt

+

∫∫
O×(0,T )

e
−16eα+14α

t4(T−t)4 t−132(T − t)−132 (|ϕ2|2 + |ϕ3|2) dx dt
)
.

Here, α and α̃ are constants only depending on Ω, O, T and y satisfying 0 < α̃ < α
and 8α̃− 7α > 0.
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Proof. Let us first recall a Carleman inequality for the solutions of (19) which has
been proved in [7] whenever (12) is fulfilled:

(23)

s3λ4

∫∫
Q

e−2sαξ3|ϕ|2 dx dt + sλ2

∫∫
Q

e−2sαξ|∇ϕ|2 dx dt

+s−1

∫∫
Q

e−2sαξ−1 (|ϕt|2 + |Δϕ|2) dx dt

≤ C0(1 + T 2)

(
s15/2λ20

∫∫
Q

e−4sbα+2sα∗
ξ̂15/2|g|2 dx dt

+s16λ40

∫∫
O0×(0,T )

e−8sbα+6sα∗
ξ̂16|ϕ|2 dx dt

)
.

Here, s ≥ s0 and λ ≥ λ0 are arbitrarily large and C0, s0 and λ0 are suitable constants
depending on Ω, O0, T and y ; see Theorem 1 in [7].

Recall that an inequality like (23) had already been proved in [13] using stronger
properties on y than (12).

It is immediate from (23) that, for some C1, α and α̃ depending on Ω, O0, T and
y, we have:

(24)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫∫
Q

e
−2α

t4(T−t)4
(
t−12(T − t)−12 |ϕ|2 + t−4(T − t)−4 |∇ϕ|2

)
dx dt

+

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4
(
|Δϕ|2 + |ϕt|2

)
dx dt

≤ C1

(∫∫
Q

e
−4eα+2α

t4(T−t)4 t−30(T − t)−30 |g|2 dx dt

+

∫∫
O0×(0,T )

e
−8eα+6α

t4(T−t)4 t−64(T − t)−64 |ϕ|2 dx dt
)
.

Indeed, it suffices to choose

(25)

⎧⎪⎨
⎪⎩

α = s0

(
e5/4λ0m‖η0‖∞ − eλ0m‖η0‖∞

)
,

α̃ = s0

(
e5/4λ0m‖η0‖∞ − eλ0(m+1)‖η0‖∞

)
and C1 = C0(1 +T 2)s17

0 λ40
0 e17λ0(m+1)‖η0‖∞ . Notice that 0 < α̃ < α. Moreover, it can

be assumed that 8α̃− 7α > 0 (it suffices to notice that λ0 is large enough in (25)).
We will apply (24) for the open set O0 ⊂ O defined as follows. We choose κ > 0

such that

n1(x) 
= 0 ∀x ∈ B(x0;κ) ∩ ∂O ∩ ∂Ω

and we denote this set by Γκ. Then, we define

(26) O0 = {x ∈ Ω : x = w + τ e1, w ∈ Γκ, |τ | < τ0},

with κ, τ0 > 0 small enough so that we still have

(27) O0 ⊂ O and d0 := dist(O0, ∂O ∩ Ω) > 0.
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Observe that, with this choice, each P ∈ O0 verifies that one of the two points
where the straight line {P + R e1} intersects ∂Ω belongs to ∂O0.

Once O0 is defined, we apply inequality (24) in this open set and we try to bound
the term ∫∫

O0×(0,T )

e
−8eα+6α

t4(T−t)4 t−64(T − t)−64 |ϕ1|2 dx dt

in terms of local integrals of ϕ2 and ϕ3.

To this end, for each (x, t) ∈ O0 × (0, T ) we denote by l(x, t) (resp., l̃(x, t)) the
segment that starts from (x, t) with direction e1 in the positive (resp. negative) sense
and ends at ∂O0. Then, since ϕ is divergence-free, it is not difficult to see that

ϕ1(x, t) =

∫
l(x,t)

(∂2ϕ2 + ∂3ϕ3)(y1, x2, x3, t) dy1

for each (x, t) ∈ O0 × (0, T ). For simplicity, let us introduce the notation

β(t) = e
−8eα+6α

t4(T−t)4 t−64(T − t)−64 ∀t ∈ (0, T ).

Applying at this point Hölder’s inequality and Fubini’s formula, we obtain

(28)

∫∫
O0×(0,T )

β(t) |ϕ1|2 dx dt

≤ C2

∫∫
O0×(0,T )

β(t)

(∫
l(x,t)

(|∂2ϕ2|2 + |∂3ϕ3|2) dy1

)
dx dt

= C2

∫∫
O0×(0,T )

(|∂2ϕ2|2 + |∂3ϕ3|2)
(∫

el(y1)

β(t) dx1

)
dy1 dx2 dx3 dt

≤ C3

∫∫
O0×(0,T )

β(t)(|∂2ϕ2|2 + |∂3ϕ3|2) dx dt,

where l̃(y1) stands for the segment l̃(y1, x2, x3, t). Then, we introduce a function
ζ ∈ C2(O) such that

ζ ≡ 1 in O0, 0 ≤ ζ ≤ 1

and ζ(x) = 0 at any point x ∈ O satisfying dist(x, ∂O∩Ω) ≤ d0/2 (d0 was defined in
(27)). This and the fact that ϕ|Σ ≡ 0 imply

∫∫
O0×(0,T )

β(t) |∂iϕi|2 dx dt ≤
∫∫

O×(0,T )

ζ β(t) |∂iϕi|2 dx dt

=
1

2

∫∫
O×(0,T )

∂2
iiζ β(t) |ϕi|2 dx dt−

∫∫
O×(0,T )

ζ β(t) ∂2
iiϕi ϕi dx dt

for i = 2, 3. Finally, in view of Young’s inequality and regularity estimates for ϕi in
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Ω (ϕi ∈ H2(Ω) and ‖ϕi‖H2 ≤ C‖Δϕi‖L2), we also have:∫∫
O0×(0,T )

β(t) |∂iϕi|2 dx dt

≤ C4

∫∫
O×(0,T )

e
−16eα+14α

t4(T−t)4 t−132(T − t)−132 |ϕi|2 dx dt

+
1

2C1C3

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4 |Δϕi|2 dx dt,

which, combined with (24) and (28), yields (22).
Let us now present another Carleman inequality for (19) with weight functions

not vanishing at time t = 0.
Lemma 2. Assume that N = 3, n1(x

0) 
= 0 and O and y verify (11)–(12). Then
there exist positive constants C, α and α̃ with 0 < α̃ < α and 8α̃− 7α > 0 depending
on Ω, O, T and y such that, for any g ∈ L2(Q)3 and any ϕ0 ∈ H, the associated
solution to (19) satisfies:

(29)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫∫
Q

e
−2α

�(t)4
(
�(t)−12 |ϕ|2 + �(t)−4 |∇ϕ|2

)
dx dt

≤ C

(∫∫
Q

e
−4eα+2α

�(t)4 �(t)−30 |g|2 dx dt

+

∫∫
O×(0,T )

e
−16eα+14α

�(t)4 �(t)−132 (|ϕ2|2 + |ϕ3|2) dx dt
)
,

where � is the C1 function given by

(30) �(t) =

⎧⎨
⎩

T 2

4
for 0 ≤ t ≤ T/2,

t(T − t) for T/2 ≤ t ≤ T.

To prove (29), it suffices to use (22) and the classical parabolic estimates for the
Stokes system satisfied by ϕ. The argument has already been used in [9], [13] and [7]
in several similar situations, so we omit it for simplicity.

For completeness, let us state the similar result that can be established when
N = 2. Here, we assume again that n1(x

0) 
= 0.
Lemma 3. Assume that N = 2, n1(x

0) 
= 0 and O and y verify (11)–(12). Then
there exist positive constants C, α and α̃ with 0 < α̃ < α and 8α̃− 7α > 0 depending
on Ω, O, T and y such that, for any g ∈ L2(Q)2 and any ϕ0 ∈ H, the associated
solution to (19) satisfies:

(31)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫∫
Q

e
−2α

�(t)4
(
�(t)−12 |ϕ|2 + �(t)−4 |∇ϕ|2

)
dx dt

≤ C

(∫∫
Q

e
−4eα+2α

�(t)4 �(t)−30 |g|2 dx dt

+

∫∫
O×(0,T )

e
−16eα+14α

�(t)4 �(t)−132 |ϕ2|2 dx dt
)
,

where � is the function given by (30).
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2.2. New Carleman estimates for system (20). We will establish suitable
Carleman inequalities for the solutions of (20). To this end, our approach will be
similar to the one in subsection 2.1.

Thus, we will assume again that N = 3 and n1(x
0) 
= 0 and we will prove an

estimate of the form

K(ϕ,ψ) ≤ C

(∫∫
Q

ρ2
3 (|g|2 + |q|2) dx dt +

∫∫
O×(0,T )

ρ2
4

(
|ϕ2|2 + |ψ|2

)
dx dt

)
,

where K(ϕ,ψ) = I(ϕ) + I(ψ) (I(ϕ) has been given in (22)) and ρ3 and ρ4 are ap-
propriate weights. This will be used in section 3 to find controls v1O and h1O with
v1 ≡ v3 ≡ 0 leading to the null controllability of (15).

Lemma 4. Assume that N = 3, n1(x
0) 
= 0 and O and (y, θ) satisfy (11)–(13).

Then, there exist positive constants C, α and α̃ depending on Ω, O, T , y and θ with
0 < α̃ < α and 16α̃− 15α > 0 such that, for any g ∈ L2(Q)3, q ∈ L2(Q), ϕ0 ∈ H and
ψ0 ∈ L2(Ω), the associated solution to (20) satisfies:

(32)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

I(ϕ) + I(ψ) ≤ C

(∫∫
Q

e
−4eα+2α

t4(T−t)4 t−30(T − t)−30 |g|2 dx dt

+

∫∫
Q

e
−32eα+30α

t4(T−t)4 t−252(T − t)−252 |q|2 dx dt

+

∫∫
O×(0,T )

e
−16eα+14α

t4(T−t)4 t−132(T − t)−132 |ϕ2|2 dx dt

+

∫∫
O×(0,T )

e
−32eα+30α

t4(T−t)4 t−268(T − t)−268 |ψ|2 dx dt
)
.

Proof. Let us first recall a Carleman inequality for the solutions of (20) which has
recently been proved in [12] (Proposition 1) whenever (12)–(13) are fulfilled:

(33)

s3λ4

∫∫
Q

e−2sαξ3(|ϕ|2 + |ψ|2) dx dt

+sλ2

∫∫
Q

e−2sαξ(|∇ϕ|2 + |∇ψ|2) dx dt

+s−1

∫∫
Q

e−2sαξ−1 (|ϕt|2 + |ψt|2 + |Δϕ|2 + |Δψ|2) dx dt

≤ C5(1 + T 2)

(
s15/2λ24

∫∫
Q

e−4sbα+2sα∗
ξ̂15/2(|g|2 + |q|2) dx dt

+s16λ48

∫∫
O0×(0,T )

e−8sbα+6sα∗
ξ̂16(|ϕ|2 + |ψ|2) dx dt

)
.

Here, s ≥ s1 and λ ≥ λ1 are arbitrarily large and C5, s1 and λ1 are suitable constants
depending on Ω, O0, T , y and θ; see Proposition 1 in [12]. The proof of this inequality
follows the same arguments employed in [7] to prove (23) and can be achieved without
any further regularity on y or θ.
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It is clear from (33) that, for some C6, α and α̃ depending on Ω, O0, T , y and θ,
we have:

(34)

∫∫
Q

e
−2α

t4(T−t)4 t−12(T − t)−12 (|ϕ|2 + |ψ|2) dx dt

+

∫∫
Q

e
−2α

t4(T−t)4 t−4(T − t)−4 (|∇ϕ|2 + |∇ψ|2) dx dt

+

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4
(
|Δϕ|2 + |Δψ|2 + |ϕt|2 + |ψt|2

)
dx dt

≤ C6

(∫∫
Q

e
−4eα+2α

t4(T−t)4 t−30(T − t)−30 (|g|2 + |q|2) dx dt

+

∫∫
O0×(0,T )

e
−8eα+6α

t4(T−t)4 t−64(T − t)−64 (|ϕ|2 + |ψ|2) dx dt
)
.

Indeed, it suffices to take α and α̃ as in (25) and

C6 = C5(1 + T 2)s17
1 λ48

1 e17λ1(m+1)‖η0‖∞ .

We thus obtain 0 < α̃ < α and, noticing that λ1 is large enough, 16α̃− 15α > 0.
We apply (34) for the open set O0 defined in (26). Then we can argue as in

subsection 2.1 and deduce that∫∫
O0×(0,T )

e
−8eα+6α

t4(T−t)4 t−64(T − t)−64 |ϕ1|2 dx dt

≤ C7

∫∫
O1×(0,T )

e
−16eα+14α

t4(T−t)4 t−132(T − t)−132 (|ϕ2|2 + |ϕ3|2) dx dt

+ ε

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4 (|Δϕ2|2 + |Δϕ3|2) dx dt,

where O1 is an appropriate nonempty open set verifying

O0 ⊂ O1 ⊂ O, d1 := dist(O1, ∂O ∩ Ω) > 0.

This inequality combined with (34) yields:

(35)

∫∫
Q

e
−2α

t4(T−t)4 t−12(T − t)−12 (|ϕ|2 + |ψ|2) dx dt

+

∫∫
Q

e
−2α

t4(T−t)4 t−4(T − t)−4 (|∇ϕ|2 + |∇ψ|2) dx dt

+

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4
(
|Δϕ|2 + |Δψ|2 + |ϕt|2 + |ψt|2

)
dx dt

≤ C8

(∫∫
Q

e
−4eα+2α

t4(T−t)4 t−30(T − t)−30 (|g|2 + |q|2) dx dt

+

∫∫
O1×(0,T )

e
−16eα+14α

t4(T−t)4 t−132(T − t)−132 (|ϕ2|2 + |ϕ3|2) dx dt

+

∫∫
O×(0,T )

e
−8eα+6α

t4(T−t)4 t−64(T − t)−64 |ψ|2 dx dt
)
.
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Our last task will be to estimate the integral∫∫
O1×(0,T )

e
−16eα+14α

t4(T−t)4 t−132(T − t)−132 |ϕ3|2 dx dt

in terms of εI(ϕ3) and local integrals of ψ and q. To do this, we set

β1(t) = e
−16eα+14α

t4(T−t)4 t−132(T − t)−132

and we introduce a function ζ0 ∈ C2(O) such that

ζ0 ≡ 1 in O1, 0 ≤ ζ ≤ 1

and ζ0(x) = 0 at any point x ∈ O satisfying dist(x, ∂O ∩ Ω) ≤ d1/2. From the
differential equation satisfied by ψ (see (20)), we have

(36)

∫∫
O1×(0,T )

β1(t) |ϕ3|2 dx dt ≤
∫∫

O×(0,T )

β1(t) ζ0 |ϕ3|2 dx dt

=

∫∫
O×(0,T )

β1(t) ζ0 ϕ3(−ψt − Δψ − y · ∇ψ − q) dx dt.

To end the proof, we perform integrations by parts in the last integral and pass all
the derivatives from ψ to ϕ3.

First, we integrate by parts in time taking into account that β1(0) = β1(T ) = 0:

(37)

−
∫∫

O×(0,T )

β1(t) ζ0 ϕ3 ψt dx dt

=

∫∫
O×(0,T )

β1,t(t) ζ0 ϕ3 ψ dx dt +

∫∫
O×(0,T )

β1(t) ζ0 ϕ3,t ψ dx dt

≤ εI(ϕ3) + C9(ε)

∫∫
O×(0,T )

e
−32eα+30α

t4(T−t)4 t−268(T − t)−268 |ψ|2 dx dt.

Next, we integrate by parts twice in space. Here, we use the properties of the
cut-off function ζ and the Dirichlet boundary conditions for ϕ3 and ψ:

(38)

−
∫∫

O×(0,T )

β1(t) ζ0 ϕ3 Δψ dx dt

=

∫∫
O×(0,T )

β1(t) (−Δζ0 ϕ3 − 2∇ζ0 · ∇ϕ3 − ζ0 Δϕ3)ψ dx dt

≤ εI(ϕ3) + C10(ε)

∫∫
O×(0,T )

e
−32eα+30α

t4(T−t)4 t−268(T − t)−268 |ψ|2 dx dt.

We also integrate by parts in the third term with respect to x and we use the
incompressibility condition on y:

(39)

−
∫∫

O×(0,T )

β1(t) ζ0 ϕ3 y · ∇ψ dx dt

=

∫∫
O×(0,T )

β1(t) y · (ϕ3 ∇ζ + ζ∇ϕ3)ψ dx dt

≤ εI(ϕ3) + C11(ε)

∫∫
O×(0,T )

e
−32eα+30α

t4(T−t)4 t−260(T − t)−260 |ψ|2 dx dt.
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We finally apply Young’s inequality in the last term and we have:

(40)

−
∫∫

O×(0,T )

β1(t) ζ ϕ3 q dx dt

≤ εI(ϕ3) + C12(ε)

∫∫
O×(0,T )

e
−32eα+30α

t4(T−t)4 t−252(T − t)−252 |q|2 dx dt.

From (35), (36) and (37)–(40), it is easy to deduce the desired inequality
(32).

Arguing as in subsection 2.1, that is to say, combining the previous result and the
classical energy estimates satisfied by ϕ and ψ, we can deduce the following Carleman
inequality.

Lemma 5. Assume that N = 3, n1(x
0) 
= 0 and O and (y, θ) satisfy (11)–(13).

Then, there exist positive constants C, α and α̃ depending on Ω, O, T , y and θ with
0 < α̃ < α and 16α̃− 15α > 0 such that, for any g ∈ L2(Q)3, q ∈ L2(Q), ϕ0 ∈ H and
ψ0 ∈ L2(Ω), the associated solution to (20) satisfies:

(41)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫∫
Q

e
−2α

�(t)4
(
�(t)−12 (|ϕ|2 + |ψ|2) + �(t)−4 (|∇ϕ|2 + |∇ψ|2)

)
dx dt

≤ C

(∫∫
Q

e
−4eα+2α

�(t)4 �(t)−30 |g|2 dx dt

+

∫∫
Q

e
−32eα+30α

�(t)4 �(t)−252 |q|2 dx dt

+

∫∫
O×(0,T )

e
−16eα+14α

�(t)4 �(t)−132 |ϕ2|2 dx dt

+

∫∫
O×(0,T )

e
−32eα+30α

�(t)4 �(t)−268 |ψ|2 dx dt
)
,

where the function � was defined in (30).
The similar result that can be established when N = 2 follows.
Lemma 6. Assume that N = 2, n1(x

0) 
= 0 and O and (y, θ) satisfy (11)–(13).
Then, there exist positive constants C, α and α̃ depending on Ω, O, T , y and θ with
0 < α̃ < α and 16α̃− 15α > 0 such that, for any g ∈ L2(Q)2, q ∈ L2(Q), ϕ0 ∈ H and
ψ0 ∈ L2(Ω), the associated solution to (20) satisfies:

(42)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫∫
Q

e
−2α

�(t)4
(
�(t)−12 (|ϕ|2 + |ψ|2) + �(t)−4 (|∇ϕ|2 + |∇ψ|2)

)
dx dt

≤ C

(∫∫
Q

e
−4eα+2α

�(t)4 �(t)−30 |g|2 dx dt

+

∫∫
Q

e
−32eα+30α

�(t)4 �(t)−252 |q|2 dx dt

+

∫∫
O×(0,T )

e
−32eα+30α

�(t)4 �(t)−268 |ψ|2 dx dt
)
.
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2.3. An observability estimate for system (21). We will prove an observ-
ability estimate for the system

(43)

⎧⎪⎪⎨
⎪⎪⎩

−ρt − Δρ−∇× ((y · ∇×)∇γ) = 0, Δγ = ρ in Q,

γ = 0, ρ = 0 on Σ,

ρ(T ) = ρ0 in Ω.

This estimate will be implied by a Carleman inequality of the form

S(∇γ) ≤ C

∫∫
O×(0,T )

|∇γ|2 dx dt,

where S(∇γ) contains several global weighted integrals involving ∇γ (see (44)).
Lemma 7. Assume that N = 2 and y ∈ L∞(Q)2. There exist three positive

constants C, s and λ depending on Ω, O, T and y such that, for any ρ0 ∈ H−1(Ω),
the associated solution to (43) satisfies:

(44)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

S(∇γ) := s4λ4

∫∫
Q

e−2sα ξ4|∇γ|2 dx dt

+sλ2

∫∫
Q

e−2sα ξ|∇ρ|2 dx dt + s3λ4

∫∫
Q

e−2sαξ3|ρ|2 dx dt

≤ C s5λ6

∫∫
O×(0,T )

e−2sαξ5|∇γ|2 dx dt,

for any s ≥ s and any λ ≥ λ. Recall that α and ξ were defined in (17).
Proof. For the proof, sj and λj (j ≥ 2) will denote various positive constants that

can eventually depend on Ω, O, T and y.
Let O0 be a nonempty open set satisfying O0 ⊂⊂ O and let us apply to ρ a

Carleman inequality for parabolic systems with right-hand sides in L2(0, T ;H−1(Ω)),
originally proved in [15] (this version can be found in Lemma 2.1 of [6]):

(45)

sλ2

∫∫
Q

e−2sα ξ|∇ρ|2 dx dt + s3λ4

∫∫
Q

e−2sαξ3|ρ|2 dx dt

≤ C13

(
s2λ2‖y‖2

∞

∫∫
Q

e−2sαξ2|∇(∇× γ)|2 dx dt

+s3λ4

∫∫
O0×(0,T )

e−2sαξ3|ρ|2 dx dt
)
,

for any s ≥ s2 and λ ≥ λ2.
Observe that, here, the assumption ρ0 ∈ H−1(Ω) may seem too weak to apply

this result. Indeed, (45) can be proved as in [15] whenever ρ ∈ C1(Q) and, by a
continuity argument, also for the solutions of problem (43) for which the left-hand
side of (45) is finite. This is our case, since one can ensure that ρ ∈ L2(Q) as soon as
ρ0 ∈ H−1(Ω) (for instance, taking into account the definition of ρ as the solution by
transposition of (43)).

Once (45) has been justified, let us first estimate the last integral in its right-hand
side. Thus, let ζ ∈ C2(O) be a cut-off function satisfying

ζ ≡ 1 in O0, 0 ≤ ζ ≤ 1 and ζ = 0 on ∂O.
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We have:

s3λ4

∫∫
O0×(0,T )

e−2sαξ3|Δγ|2 dx dt ≤ s3λ4

∫∫
O×(0,T )

ζ e−2sαξ3|Δγ|2 dx dt

= −s3λ4

∫∫
O×(0,T )

e−2sαξ3(∇ζ · ∇γ)Δγ dx dt

−3s3λ5

∫∫
O×(0,T )

ζ e−2sαξ3(∇η0 · ∇γ)Δγ dx dt

+2s4λ5

∫∫
O×(0,T )

ζ e−2sαξ4(∇η0 · ∇γ)Δγ dx dt

−s3λ4

∫∫
O×(0,T )

ζ e−2sαξ3(∇Δγ · ∇γ) dx dt.

Now, we apply Young’s inequality several times and we obtain

s3λ4

∫∫
O0×(0,T )

e−2sαξ3|Δγ|2 dx dt

≤ C14(ε) s
5λ6

∫∫
O×(0,T )

e−2sαξ5|∇γ|2 dx dt

+ε

(
s3λ4

∫∫
Q

e−2sαξ3|Δγ|2 dx dt + sλ2

∫∫
Q

e−2sαξ|∇Δγ|2 dx dt
)
,

for s ≥ s3 and λ ≥ λ3 and for any small positive constant ε. Combining this, the fact
that ρ = Δγ, and (45), we get

(46)

sλ2

∫∫
Q

e−2sα ξ|∇ρ|2 dx dt + s3λ4

∫∫
Q

e−2sαξ3|ρ|2 dx dt

≤ C15

(
s2λ2‖y‖2

∞

∫∫
Q

e−2sαξ2|∇(∇× γ)|2 dx dt

+s5λ6

∫∫
O×(0,T )

e−2sαξ5|∇γ|2 dx dt
)

for any s ≥ s4 and λ ≥ λ4.
Finally, we are going to estimate the first integral in the right-hand side of (45).

To this end, let us notice that, for j = 1 and 2 and almost every t ∈ (0, T ), the
function ∂jγ(t) satisfies:

Δ(∂jγ)(t) = ∂jρ(t) in Ω.

Let us apply the main result in [14] to ∂jγ. This yields the existence of two

numbers τ̃ > 1 and λ̃ > 1 such that

(47)

τ4λ4

∫
Ω

e2τηη4|∂jγ|2(t) dx + τ2λ2

∫
Ω

e2τηη2|∇(∂jγ)|2(t) dx

≤ C16

(
τ

∫
Ω

e2τηη|∂jρ|2(t) dx + τ4λ4

∫
O
e2τηη4|∂jγ|2(t) dx

+ τ5/2λ2 e2τ‖∂jγ(t)‖2
H1/2(∂Ω)

)
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for τ ≥ τ̃ and λ ≥ λ̃. Here, we have introduced the function η, with

η(x) = eλη
0(x).

In fact, the inequality one can find in [14] contains local integrals of |∂jγ|2 and
|∇(∂jγ)|2 in the right-hand side. But it can be written for a smaller set O′ ⊂⊂ O.
Using localizing arguments together with the fact that we actually have a global
weighted integral of |Δ(∂jγ)|2 in the left-hand side, (47) is easily found.

Following the same steps of [7], we set

τ =
s

t4(T − t)4
eλm‖η0‖∞ ,

we multiply (47) by

exp

{
−2s

e5/4λm‖η0‖∞

t4(T − t)4

}

and we integrate in time over (0, T ). This gives

s4λ4

∫∫
Q

e−2sαξ4|∂jγ|2 dx dt + s2λ2

∫∫
Q

e−2sαξ2|∇(∂jγ)|2 dx dt

≤ C17

(
s

∫∫
Q

e−2sαξ|∂jρ|2 dx dt + s4λ4

∫∫
O×(0,T )

e−2sαξ4|∂jγ|2 dx dt

+s5/2λ2

∫ T

0

e−2sα∗
(ξ∗)5/2‖∂jγ‖2

H1/2(∂Ω)

)

for s ≥ s5 and λ ≥ λ̃. Combining this estimate and (46), we have

s4λ4

∫∫
Q

e−2sαξ4|∂jγ|2 dx dt + sλ2

∫∫
Q

e−2sα ξ|∇ρ|2 dx dt

+s3λ4

∫∫
Q

e−2sαξ3|ρ|2 dx dt ≤ C18

(
s5/2λ2

∫ T

0

e−2sα∗
(ξ∗)5/2‖∂jγ‖2

H1/2(∂Ω)

+s5λ6

∫∫
O×(0,T )

e−2sαξ5|∇γ|2 dx dt
)

for any s ≥ s6 and λ ≥ λ5. On the other hand, the boundary term can readily be
bounded using the continuity of the trace operator:

‖∂jγ(t)‖2
H1/2(∂Ω) ≤ C19(‖∂jγ(t)‖2

L2 + ‖∇(∂jγ)(t)‖2
L2).

Furthermore, since γ|Σ ≡ 0, we know that there exists a positive constant C20 such
that

‖∇(∂jγ)(t)‖L2 ≤ C20‖Δγ(t)‖L2 a.e. in (0, T ) for j = 1, 2.

Consequently,

s4λ4

∫∫
Q

e−2sαξ4|∂jγ|2 dx dt + sλ2

∫∫
Q

e−2sα ξ|∇ρ|2 dx dt

+s3λ4

∫∫
Q

e−2sαξ3|ρ|2 dx dt ≤ C21 s
5λ6

∫∫
O×(0,T )

e−2sαξ5|∇γ|2 dx dt

for s ≥ s6.
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This implies (44) and ends the proof of Lemma 7.
Remark 3. An almost immediate consequence of the Carleman estimate (44) is

the following observability inequality:

(48) ‖(∇γ)(0)‖2
L2 ≤ C

∫∫
O×(0,T )

|∇γ|2 dx dt.

Proof. All comes to prove a dissipation result for the L2 norm of ∇γ. Indeed, if
we can prove that

(49) ‖∇γ(t1)‖2
L2 ≤ C‖∇γ(t2)‖2

L2 ∀0 ≤ t1 < t2 ≤ T,

then using the properties of the weight function e−2sα and estimate (44), we readily
deduce (48).

Thus, we multiply the equation in (43) by −γ and we integrate in Ω. Taking into
account that γ and ρ vanish on ∂Ω, this yields:

−1

2

d

dt

∫
Ω

|∇γ|2 dx +

∫
Ω

|Δγ|2 dx−
∫

Ω

((y · ∇×)∇γ) · ∇ × γ dx = 0,

from which the dissipation estimate (49) follows.
In fact, this is what will be used in section 3 to prove the null controllability of

system (16).

3. Null controllability of the linearized systems (14), (15) and (16).

3.1. Null controllability of (14). We are dealing here with the following sys-
tem:

(50)

⎧⎪⎨
⎪⎩

yt − Δy + (y · ∇)y + (y · ∇)y + ∇p = f + v1O, ∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

where O satisfies (11) and y satisfies (12). Our goal will be to find a control v such
that y(T ) = 0 in Ω.

Let us introduce some weight functions:

β2(t) = exp

{
α

�(t)4

}
�(t)6, β3(t) = exp

{
2α̃− α

�(t)4

}
�(t)15

and

β4(t) = exp

{
8α̃− 7α

�(t)4

}
�(t)66

(recall that � was defined in (30)), where α and α̃ are the constants provided by
Lemma 2 when N = 3 and Lemma 3 when N = 2. Recall that, in particular,
0 < α̃ < α and 8α̃− 7α > 0.

Of course, we will need some specific conditions on f and y0 to get the null
controllability of (50). We will use the arguments in [7].

Thus, let us set

(51) Ly = yt − Δy + (y,∇)y + (y,∇)y
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and let us introduce the spaces

E2 = {(y, p, v) : (y, v) ∈ E0, �
−4β2(Ly + ∇p− v1O) ∈ L2(0, T ;H−1(Ω)2)}

when N = 2 and

E3 = {(y, p, v) : (y, v) ∈ E0, �
−2β

1/2
2 y ∈ L4(0, T ;L12(Ω)3),

�−4β2(Ly + ∇p− v1O) ∈ L2(0, T ;W−1,6(Ω)3)}
when N = 3, where

E0 = {(y, v) : β3 y, β4 v1O ∈ L2(Q)N , v1 ≡ 0,

�−2β
1/2
2 y ∈ L2(0, T ;V ) ∩ L∞(0, T ;H)}.

It is clear that EN is a Banach space for the norm ‖ · ‖EN
, where

‖(y, p, v)‖E2
=

(
‖β3 y‖2

L2 + ‖β4 v1O‖2
L2 + ‖�−2β

1/2
2 y‖2

L2(0,T ;V )

+ ‖�−2β
1/2
2 y‖2

L∞(0,T ;H) + ‖�−4β2(Ly + ∇p− v1O)‖2
L2(0,T ;H−1)

)1/2

and

‖(y, p, v)‖E3
=

(
‖β3 y‖2

L2 + ‖β4 v1O‖2
L2 + ‖�−2β

1/2
2 y‖2

L2(0,T ;V )

+ ‖�−2β
1/2
2 y‖2

L∞(0,T ;H) + ‖�−2β
1/2
2 y‖2

L4(0,T ;L12)

+ ‖�−4β2(Ly + ∇p− v1O)‖2
L2(0,T ;W−1,6)

)1/2

.

Remark 4. The spaces Ej (j = 0, 2, 3) are natural spaces where solutions of the
null controllability of (50) must be found in order to preserve these properties for the
nonlinear term (y · ∇)y. More details are provided in subsection 4.1.

Proposition 1. Assume that n1(x
0) 
= 0 and O and y verify (11)–(12). Let

y0 ∈ E and let us assume that

�−4β2f ∈
{

L2(0, T ;H−1(Ω)2) if N = 2,

L2(0, T ;W−1,6(Ω)3) if N = 3.

Then, we can find a control v such that the associated solution (y, p) to (50) satisfies
(y, p, v) ∈ EN . In particular, v1 ≡ 0 and y(T ) = 0.

Sketch of the proof. The proof of this proposition is very similar to the one of
Proposition 2 in [7], so we will just give the main ideas. For simplicity, we will only
consider the case N = 3. When N = 2, the proof is even easier.

Following the arguments in [9] and [13], let us introduce the auxiliary optimal
control problem

(52)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

inf
1

2

(∫∫
Q

|β3 y|2dxdt +

∫∫
O×(0,T )

|β4 v|2dxdt
)

subject to v ∈ L2(Q)3, supp v ⊂ O × (0, T ), v1 ≡ 0 and⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Ly + ∇p = f + v1O in Q,

∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0, y(T ) = 0 in Ω.

Notice that a solution (ŷ, p̂, v̂) to (52) is a good candidate to satisfy (ŷ, p̂, v̂) ∈ E3.
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For the moment, let us assume that (52) possesses a solution (ŷ, p̂, v̂). Then, by
virtue of Lagrange’s principle, there must exist dual variables ẑ and q̂ such that

(53)

⎧⎪⎨
⎪⎩

ŷ = β−2
3 (L∗ẑ + ∇q̂), ∇ · ẑ = 0 in Q,

v̂1 ≡ 0, v̂i = −β−2
4 ẑi (i = 2, 3) in O × (0, T ),

ẑ = 0 on Σ,

where L∗ is the adjoint operator of L, i.e.,

L∗z = −zt − Δz − (Dz) y.

At least formally, the couple (ẑ, q̂) satisfies

(54) a((ẑ, q̂), (w, h)) = 〈G, (w, h)〉 ∀(w, h) ∈ P0,

where P0 is the space

P0 = {(w, h) ∈ C2(Q)4 : ∇ · w = 0, w = 0 on Σ,

∫
O
h(x, t) dx = 0}

and we have used the notation

a((ẑ, q̂), (w, h)) =

∫∫
Q

β−2
3 (L∗ẑ + ∇q̂) · (L∗w + ∇h) dx dt

+

∫∫
O×(0,T )

β−2
4 (ẑ2 w2 + ẑ3 w3) dx dt

and

〈G, (w, h)〉 =

∫ T

0

〈f(t), w(t)〉H−1,H1
0
dt +

∫
Ω

y0 · w(0) dx.

Conversely, if we are able to “solve” (54) and then use (53) to define (ŷ, p̂, v̂), we
will probably have found a solution to (52).

Thus, let us consider the linear space P0. It is clear that a(· , ·) : P0×P0 �→ R is a
symmetric, definite positive bilinear form on P0. We will denote by P the completion
of P0 for the norm induced by a(· , ·). Then a(· , ·) is well-defined, continuous and
again definite positive on P . Furthermore, in view of the Carleman estimate (29),
the linear form (w, h) �→ 〈G, (w, h)〉 is well-defined and continuous on P . Hence, from
Lax-Milgram’s lemma, we deduce that the variational problem

(55)

{
a((ẑ, q̂), (w, h)) = 〈G, (w, h)〉

∀(w, h) ∈ P, (ẑ, q̂) ∈ P,

possesses exactly one solution (ẑ, q̂).
Let ŷ and v̂ be given by (53). Then, it is readily seen that they verify∫∫

Q

β2
3 |ŷ|2dx dt +

∫∫
O×(0,T )

β2
4 |v̂|2dx dt < +∞

and, also, that ŷ is, together with some pressure p̂, the weak solution (belonging to
L2(0, T ;V ) ∩ L∞(0, T ;H)) of the Stokes system in (52) for v = v̂.
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In order to prove that (ŷ, p̂, v̂) ∈ E3, it only remains to check that �−2 β
1/2
2 ŷ is,

together with �−2 β
1/2
2 p̂, a weak solution of a Stokes problem of the kind (50) with a

right-hand side in L2(0, T ;W−1,6(Ω)3) that belongs to L4(0, T ;L12(Ω)3). To this end,

we define the functions y∗ = �−2 β
1/2
2 ŷ, p∗ = �−2 β

1/2
2 p̂ and f∗ = �−2 β

1/2
2 (f + v̂1O).

Then (y∗, p∗) satisfies

(56)

⎧⎪⎨
⎪⎩

Ly∗ + ∇p∗ = f∗ + (�−2β
−1/2
2 )t ŷ, ∇ · y∗ = 0 in Q,

y∗ = 0 on Σ,

y∗(0) = �−2(0)β
1/2
2 (0)y0 in Ω.

From the fact that f∗ ∈ L2(0, T ;H−1(Ω)3) and y0 ∈ H, we have indeed

y∗ ∈ L2(0, T ;V ) ∩ L∞(0, T ;H).

Finally, we deduce that y∗ ∈ L4(0, T ;L12(Ω)3) from Lemma 2 in [7]. This ends the
sketch of the proof of Proposition 1.

3.2. Null controllability of system (15). We will establish the null control-
lability of the linear system

(57)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

yt − Δy + (y · ∇)y + (y · ∇)y + ∇p = f + v1O + θ eN in Q,

∇ · y = 0 in Q,

θt − Δθ + y · ∇θ + y · ∇θ = k + h1O in Q,

y = 0, θ = 0 on Σ,

y(0) = y0, θ(0) = θ0 in Ω,

where O satisfies (11) and y and θ satisfy (12) and (13), for suitable right-hand sides
f and k.

The arguments we present here are completely analogous to those in [12] and
subsection 3.1 of this paper, so that we will only give a sketch. Thus, we restrict
ourselves again to the three-dimensional case with n1(x

0) 
= 0.

Let us introduce the weight functions

β5(t) = exp

{
α

�(t)4

}
�(t)6, β6(t) = exp

{
2α̃− α

�(t)4

}
�(t)15,

β7(t) = exp

{
16α̃− 15α

�(t)4

}
�(t)126, β8(t) = exp

{
8α̃− 7α

�(t)4

}
�(t)66

and

β9(t) = exp

{
16α̃− 15α

�(t)4

}
�(t)134,

where the constants α and α̃ are furnished by Lemma 5 when N = 3 and Lemma 6
when N = 2 (and, in particular, 0 < α̃ < α and 16α̃− 15α > 0).

Let us set

(58) Pθ = θt − Δθ + y · ∇θ



166 FERNÁNDEZ-CARA, GUERRERO, IMANUVILOV AND PUEL

and let us introduce the spaces

Ẽ2 = {(y, p, θ, v, h) : (y, θ, v, h) ∈ Ẽ0,

�−4β5(Ly + ∇p− v1O) ∈ L2(0, T ;H−1(Ω)2),

�−4β5(Pθ + y · ∇θ − h1O) ∈ L2(0, T ;H−1(Ω))}

when N = 2 and

Ẽ3 = {(y, p, θ, v, h) : (y, θ, v, h) ∈ Ẽ0,

�−2β
1/2
5 y ∈ L4(0, T ;L12(Ω)3),

�−4β5(Ly + ∇p− v1O) ∈ L2(0, T ;W−1,6(Ω)3),

�−4β5(Pθ + y · ∇θ − h1O) ∈ L2(0, T ;H−1(Ω))}

when N = 3, where

Ẽ0 = {(y, θ, v, h) : (β6 y)i, β7 θ, (β8 v1O)i, β9 h1O ∈ L2(Q) (1 ≤ i ≤ N),

v1 ≡ vN ≡ 0, �−2β
1/2
5 y ∈ L2(0, T ;V ) ∩ L∞(0, T ;H),

�−2β
1/2
5 θ ∈ L2(0, T ;H1

0 (Ω)) ∩ L∞(0, T ;L2(Ω))}.

It can be readily seen now that Ẽ0, Ẽ2 and Ẽ3 are Banach spaces for the norms

‖(y, θ, v, h)‖ eE0
=

(
‖β6 y‖2

L2 + ‖β7 θ‖2
L2 + ‖β8 v‖2

L2

+‖β9 h‖2
L2 + ‖�−2β

1/2
5 y‖2

L2(0,T ;V ) + ‖�−2β
1/2
5 y‖2

L∞(0,T ;H)

+‖�−2β
1/2
5 θ‖2

L2(0,T ;H1
0 )

+ ‖�−2β
1/2
5 θ‖2

L∞(0,T ;L2)

)1/2

,

‖(y, p, θ, v, h)‖ eE2
=

(
‖(y, θ, v, h)‖2

eE0

+ ‖�−4β5(Ly + ∇p− v1O)‖2
L2(0,T ;H−1)

+ ‖�−4β5(Pθ + y · ∇θ − h1O)‖2
L2(0,T ;H−1)

)1/2

and

‖(y, p, θ, v, h)‖ eE3
=

(
‖(y, θ, v, h)‖2

eE0
+ ‖�−2β

1/2
5 y‖2

L4(0,T ;L12)

+ ‖�−4β5(Ly + ∇p− v1O)‖2
L2(0,T ;W−1,6)

+ ‖�−4β5(Pθ + y · ∇θ − h1O)‖2
L2(0,T ;H−1)

)1/2

.

Proposition 2. Assume that n1(x
0) 
= 0 and O and (y, θ) satisfy (11)–(13). Let

y0 ∈ E, θ0 ∈ L2(Ω) and let us assume that

�−4β1(f, k) ∈
{

L2(0, T ;H−1(Ω)2) × L2(0, T ;H−1(Ω)) if N = 2,

L2(0, T ;W−1,6(Ω)3) × L2(0, T ;H−1(Ω)) if N = 3.

Then, we can find controls v and h such that the associated solution to (57) satisfies

(y, p, θ, v, h) ∈ ẼN . In particular, v1 ≡ vN ≡ 0 and y(T ) = θ(T ) = 0.
We omit the proof of this proposition, since it is essentially the same as the one of

Proposition 2 in [12] and follows the steps of Proposition 1 above. As we have already
indicated, the main ideas come from [13].
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3.3. Null controllability of system (16). We will prove the null controllabil-
ity of the linear system

(59)

⎧⎪⎨
⎪⎩

yt − Δy + (y · ∇)y + ∇p = v1O, ∇ · y = 0 in Q,

y · n = 0, ∇× y = 0 on Σ,

y(0) = y0 in Ω,

where N = 2 and y ∈ L∞(Q)2.
For this purpose, we first rewrite this system using the streamline-vorticity for-

mulation. Thus, setting ω = ∇× y, we have

(60)

⎧⎪⎪⎨
⎪⎪⎩

ωt − Δω + ∇× ((∇× ψ · ∇)y) = ∇× (v1O), Δψ = ω in Q,

ψ = 0, ω = 0 on Σ,

ω(0) = ∇× y0 in Ω.

Proposition 3. Assume that y0 ∈ H and y ∈ L∞(Q)2. Then, there exists a
constant C(Ω,O, T ) > 0 and controls v1O with v ∈ W (W was defined in (9)), such
that

(61) ‖v‖L2 ≤ C‖y0‖H

and the associated solutions of (59) satisfy

(62) y ∈ L2(0, T ;H1(Ω)2) ∩ C0([0, T ];L2(Ω)2), yt ∈ L2(0, T ;H−1(Ω)2),

and y(T ) = 0, with

(63) ‖y‖L2(0,T ;H1) + ‖y‖C0([0,T ];L2) + ‖yt‖L2(0,T ;H−1) ≤ C‖y0‖H .

Proof. We first establish the null controllability property for y. This can be done
in several ways. One of them is the following. We first define for each ε > 0 the
functional⎧⎪⎨

⎪⎩
Jε(γ

0) =
1

2

∫∫
O×(0,T )

|∇ × γ|2 dx dt + ε‖∇γ0‖L2 + ((∇× γ)(0), y0)L2

∀γ0 ∈ H1
0 (Ω),

where γ is given by (43) with ρ0 = Δγ0 ∈ H−1(Ω).
It is not difficult to see from the observability inequality (48) that this functional

possesses a unique minimizer γ0
ε ∈ H1

0 (Ω) (see Proposition 2.1 in [5]). Now, from the
necessary conditions for Jε to reach a minimum, we have

(64)

∫∫
Q

((∇× γε)1O) · (∇× γ) dx dt + ε(
∇× γ0

ε

‖∇ × γ0
ε‖L2

,∇× γ0)L2

+((∇× γ)(0), y0)L2 = 0 ∀γ0 ∈ H1
0 (Ω).

Thus, setting vε = (∇× γε)1O and putting γ0 = γ0
ε , we find from (48) and (64) that

(61) holds for vε for some C independent of ε:

(65) ‖∇ × γε‖L2(O×(0,T ))2 = ‖vε‖L2(O×(0,T ))2 ≤ C.
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Let us denote by (ωε, ψε) the solution to (60) for v = vε. Then, taking into
account the systems satisfied by (ρ, γ) and (ωε, ψε), we deduce that∫∫

Q

∇× (vε1O) γ dx dt + (∇× γ0, (∇× ψε)(T ))L2

−((∇× γ)(0), y0)L2 = 0 ∀γ0 ∈ H1
0 (Ω).

Combining this and (64), we obtain

(66) ‖(∇× ψε)(T )‖L2 ≤ ε.

From (65) and (66) written for each ε > 0, we deduce that, at least for a sub-
sequence, vε → v weakly in L2(O × (0, T ))2, where the control v1O is such that the
corresponding solution (ω, ψ) to (60) satisfies

(∇× ψ)(T ) = y(T ) = 0 in Ω.

Since v ∈ L2(O × (0, T ))2 and ∇ · v = 0 in O × (0, T ), we necessarily have v ∈ W
(from De Rham’s lemma applied to (v2,−v1)).

In order to obtain the desired regularity for y, we will consider again the equations
satisfied by ψ and ω and we will check that

(67) ψ ∈ L2(0, T ;H2(Ω)) ∩ C0([0, T ];H1
0 (Ω)) and ψt ∈ L2(Q),

with appropriate estimates.
For simplicity, we will only present the estimates. The rigorous argument relies

on introducing a standard Galerkin approximation of (60) with a “special” basis
of H1

0 (Ω) (more precisely, the basis formed by the eigenfunctions of the Laplacian-
Dirichlet operator in Ω) and deducing for the associated approximate solutions the
estimates below.

Thus, let us multiply the first equation in (60) by ψ and let us integrate by parts.
We find that

1

2

∫
Ω

|∇ψ(t)|2 dx +

∫ t

0

∫
Ω

|Δψ|2 dx dτ =

∫ t

0

∫
O
v · (∇× ψ) dx dτ

−
∫ t

0

∫
Ω

(((∇× ψ),∇) y) · (∇× ψ) dx dτ +
1

2
‖(∇ψ)(0)‖2

L2

for all t ∈ (0, T ). If we integrate by parts in the last integral, we also have

−
∫ t

0

∫
Ω

(((∇× ψ) · ∇) y) · (∇× ψ) dx dτ

=

∫ t

0

∫
Ω

((∇× ψ) · ∇)(∇× ψ) · y dx dτ.

Since ψ|Σ ≡ 0, we deduce that

(68) ψ ∈ L2(0, T ;H2(Ω)) ∩ L∞(0, T ;H1
0 (Ω))

and

(69) ‖ψ‖L2(0,T ;H2) + ‖ψ‖L∞(0,T ;H1
0 ) ≤ C‖y0‖L2 .
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Now, let us introduce for each t the function ψ∗(t) = Δ−1ψt(t), i.e., the solution
to {

−Δψ∗(t) = ψt(t) in Ω

ψ∗(t) = 0 on ∂Ω.

Observe that, whenever ψt(t) ∈ L2(Ω), this function satisfies ψ∗(t) ∈ H2(Ω) ∩
H1

0 (Ω) and

(70) ‖ψ∗(t)‖H2 ≤ C‖ψt(t)‖L2 .

Then, we multiply the first equation of (60) by ψ∗ and we integrate by parts. This
gives ∫∫

Q

|ψt|2 dx dt =

∫∫
Q

(Δψ)ψt dx dt−
∫∫

Q

((∇× ψ) · ∇)(∇× ψ∗) · y dx dt

+

∫∫
O×(0,T )

v · (∇× ψ∗) dx dt.

Using that v ∈ L2(Q)2 and we already have (69) and (70), we conclude that ψt ∈
L2(Q) and

(71) ‖ψt‖L2 ≤ C‖y0‖L2 .

From (69) and (71), we immediately obtain (67), (62) and (63).
This ends the proof of Proposition 3.

4. Proofs of the controllability results for the nonlinear systems. In
this last section, we will give the proofs of Theorems 1, 2 and 3. For the proofs
of Theorems 1 and 2 we employ an inverse mapping theorem, while a fixed point
argument is used for Theorem 3.

4.1. Proof of Theorem 1. We also follow here the steps in [7].
Thus, we set y = y + z and p = p + χ and we use these identities in (1). Taking

into account that (y, p) solves (5), we find:

(72)

⎧⎪⎨
⎪⎩

Lz + (z · ∇)z + ∇χ = v1O, ∇ · z = 0 in Q,

z = 0 on Σ,

z(0) = y0 − y0 in Ω

(recall that L was defined in (51)).
This way, we have reduced our problem to a local null controllability result for

the solution (z, χ) to the nonlinear problem (72).
We will use the following inverse mapping theorem (see [1]).
Theorem 4. Let B1 and B2 be two Banach spaces and let A : B1 �→ B2 satisfy

A ∈ C1(B1;B2). Assume that b0 ∈ B1, A(b0) = d0 and also that A′(b0) : B1 �→ B2 is
surjective. Then there exists δ > 0 such that, for every d ∈ B2 satisfying ‖d−d0‖B2 <
δ, there exists a solution of the equation

A(b) = d, b ∈ B1.
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We will apply this result with B1 = EN ,

B2 =

{
L2(�−4β2; 0, T ;H−1(Ω)2) ×H if N = 2,

L2(�−4β2; 0, T ;W−1,6(Ω)3) × (H ∩ L4(Ω)3) if N = 3

and

A(z, χ, v) = (Lz + (z · ∇)z + ∇χ− v1O, z(0)) ∀(z, χ, v) ∈ EN .

From the facts that �−2β
1/2
2 y ∈ L4(0, T ;L12(Ω)3) and A is bilinear, it is not

difficult to check that A ∈ C1(B1;B2); more details can be found in [13] or [7].
Let b0 be the origin in B1. Notice that A′(0, 0, 0) : B1 �→ B2 is given by

A′(0, 0, 0)(z, χ, v) = (Lz + ∇χ− v1O, z(0)) ∀(z, χ, v) ∈ EN

and is surjective, in view of the null controllability result for (14) given in Proposition
1.

Consequently, we can indeed apply theorem 4 with these data and there exists
δ > 0 such that, if ‖z(0)‖E ≤ δ, then we find a control v satisfying v1 ≡ 0 such that
the associated solution to (72) verifies z(T ) = 0 in Ω.

This concludes the proof of Theorem 1.

4.2. Proof of Theorem 2. Again, we follow here the ideas of [12].
Therefore, we set y = y+ z, p = p+χ and θ = θ+ρ, so from (2) and (7), we find:

(73)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Lz + (z · ∇)z + ∇χ = v1O + ρ eN , ∇ · z = 0 in Q,

Pρ + (z · ∇)ρ + z · ∇θ = h1O in Q,

z = 0, ρ = 0 on Σ,

z(0) = y0 − y0, ρ(0) = θ0 − θ(0) in Ω

(L and P were respectively defined in (51) and (58)).
We are thus led to prove the local null controllability of (73). To this end, we will

use again Theorem 4, which was presented in subsection 4.1. Using the same notation
as there, we set B1 = ẼN ,

B2 = L2(�−4β5; 0, T ;H−1(Ω)3) ×H × L2(Ω)

if N = 2 and

B2 = L2(�−4β5; 0, T ;W−1,6(Ω)3 ×H−1(Ω)) × (L4(Ω)3 ∩H) × L2(Ω)

if N = 3.
Let us introduce A, with

A(z, χ, ρ, v, h) = (A1(z, χ, ρ, v),A2(z, ρ, h), z(0), ρ(0)),

A1(z, χ, ρ, v) = Lz + (z · ∇)z + ∇χ− v1O − ρeN

and

A2(z, ρ, h) = Pρ + (z · ∇)ρ + z · ∇θ − h1O

for every (z, χ, ρ, v, h) ∈ ẼN .
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Using the fact that �−2β
1/2
5 z ∈ L4(0, T ;L12(Ω)3), it can be checked that A1 is

C1. Then, since �−2β
1/2
5 ρ ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)) and this space is

continuously embedded in L4(0, T ;L3(Ω)), we deduce that

�−4β5(z,∇)ρ = ∇ · (z ρ) ∈ L2(0, T ;W−1,12/5(Ω)) ⊂ L2(0, T ;H−1(Ω))

and, consequently, A is well-defined and satisfies A ∈ C1(B1;B2).

The fact that A′(0, 0, 0, 0, 0) : B1 �−→ B2 is surjective is an immediate consequence
of the result given in Proposition 2.

As a conclusion, we can apply Theorem 4 and the null controllability for system
(73) holds.

4.3. Proof of Theorem 3. Let us recall the nonlinear system we are dealing
with: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

yt − Δy + (y · ∇)TM (y) + ∇p = v1O in Q,

∇ · y = 0 in Q,

y · n = 0, ∇× y = 0 on Σ,

y(0) = y0 in Ω.

In this case, we are going to apply Kakutani’s fixed point theorem (see, for in-
stance, [2]).

Theorem 5. Let Z be a Banach space and let Λ : Z �→ Z be a set-valued mapping
satisfying the following assumptions:

• Λ(z) is a nonempty closed convex set of Z for every z ∈ Z.

• There exists a convex compact set K ⊂ Z such that Λ(K) ⊂ K.

• Λ is upper-hemicontinuous in Z, i.e., for each σ ∈ Z ′ the single-valued mapping

(74) z �→ sup
y∈Λ(z)

〈σ, y〉Z′,Z

is upper-semicontinuous.

Then Λ possesses a fixed point in the set K, i.e., there exists z ∈ K such that
z ∈ Λ(z).

In order to apply this result, we set Z = L2(Q)2 and, for each z ∈ Z, we consider
the following system:

(75)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

yt − Δy + (y · ∇)TM (z) + ∇p = v1O in Q,

∇ · y = 0 in Q,

y · n = 0, ∇× y = 0 on Σ,

y(0) = y0 in Ω.

Then, for each z ∈ Z, we denote by A(z) the set of controls v1O with v ∈ W that
drive system (75) to zero and satisfy (61). Finally, our set-valued mapping is given as
follows: for each z ∈ Z, Λ(z) is the set of functions y that solve, together with some
p, the linear system (75) corresponding to a control v ∈ A(z).

Let us check that the assumptions of Theorem 5 are satisfied in this setting. The
first one holds easily, so we omit the proof. Next, the estimates (62) and (63) tell us
that the whole space Z is actually mapped into a compact set.
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Let us finally see that Λ is upper-hemicontinuous in Z. Assume that σ ∈ Z ′ and
let {zn} be a sequence in Z such that zn → z in Z. We have to prove that

(76) lim sup
n→∞

sup
y∈Λ(zn)

〈σ, y〉Z′,Z ≤ sup
y∈Λ(z)

〈σ, y〉Z′,Z .

Let us choose a subsequence {zn′} such that

(77) lim sup
n→∞

sup
y∈Λ(zn)

〈σ, y〉Z′,Z = lim
n′→∞

sup
y∈Λ(zn′ )

〈σ, y〉Z′,Z .

From the fact that Λ(zn′) is a compact set of Z, for each n′ we have

sup
y∈Λ(zn′ )

〈σ, y〉Z′,Z = 〈σ, yn′〉Z′,Z

for some yn′ ∈ Λ(zn′). Obviously, it can be assumed that

(78) zn′(x, t) → z(x, t) a.e. (x, t) ∈ Q

and

(79) vn′ ⇀ v weakly in L2(Q)2

with v ∈ A(z). Furthermore, since all the yn′ belong to a fixed compact set, we can
also assume that

yn′ → y in Z

(after extraction of a subsequence). This, together with (77)–(79) implies that y ∈
Λ(z), since we have a Stokes system with a right-hand side weakly converging in L2

and a coefficient converging almost everywhere. As a conclusion, (76) holds and the
proof of Theorem 3 is achieved.
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STABILITY ANALYSIS OF DETERMINISTIC AND STOCHASTIC
SWITCHED SYSTEMS VIA A COMPARISON PRINCIPLE AND

MULTIPLE LYAPUNOV FUNCTIONS∗
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Abstract. This paper presents a general framework for analyzing stability of nonlinear switched
systems, by combining the method of multiple Lyapunov functions with a suitably adapted compari-
son principle in the context of stability in terms of two measures. For deterministic switched systems,
this leads to a unification of representative existing results and an improvement upon the current
scope of the method of multiple Lyapunov functions. For switched systems perturbed by white noise,
we develop new results which may be viewed as natural stochastic counterparts of the deterministic
ones. In particular, we study stability of deterministic and stochastic switched systems under average
dwell-time switching.

Key words. switched systems, stability analysis, stochastic stability, multiple Lyapunov func-
tions, comparison principle, two measures
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1. Introduction. A family of continuous-time systems, together with a switch-
ing signal that chooses an active subsystem from the family at every instant of time,
constitute a switched system [30]. Compared to hybrid systems [44], which currently
are the focus of a large and growing interdisciplinary area of research, switched systems
enable a more abstract modeling of continuous time systems with isolated switching
events, which is suitable from a control-theoretic viewpoint. The abstraction is the
result of modeling the switching signal as a purely time-dependent function, regard-
less of the mechanism of its generation. However, results obtained in this framework
are then applicable to more specific hybrid systems; see, e.g., [18, 30] for a discussion.
This paper is concerned with stability analysis of switched systems whose continuous
dynamics are described by ordinary or stochastic differential equations.

Stability analysis by Lyapunov’s direct method, in the simplest case of a single
system, involves seeking a positive definite function of the states—called a Lyapunov
function—that decreases along solution trajectories; see, e.g., [13, 22] for details. In
case of switched systems, there are essentially two approaches to analyzing stability
using Lyapunov’s direct method; one involves investigating the existence of a common
Lyapunov function, and the other utilizes multiple Lyapunov functions; see, e.g., [30,
Chapters 2, 3] for an extensive account. The former approach is usually more chal-
lenging, although once a common Lyapunov function is found, the subsequent analysis
is simple. The latter approach is usually more amenable to applications; typically, to
check stability, one needs to allocate one Lyapunov function to each subsystem, trace
through the sequence of values of these functions at switching instants, and verify
certain monotonicity requirements on this sequence. We elaborate further on this
method below.
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The comparison principle [22, 28] helps in stability analysis by acting upon Lya-
punov’s direct method. It characterizes the time evolution of a Lyapunov function
along system trajectories in terms of the solution of a scalar differential equation—
the comparison system. The stability characteristics of the original higher dimensional
system can then be inferred from those of the comparison system.

Our purpose is to establish a framework for stability analysis of (a) deterministic
and (b) stochastic switched systems, by combining the method of multiple Lyapunov
functions with the comparison principle. Specific motivations and contributions are
elaborated below.

Deterministic switched systems. Stability analysis of deterministic switched
systems using multiple Lyapunov functions first appeared in [37] and has evolved
over a series of articles, for instance, [6, 19, 38]. The basic idea behind this method
is to utilize stability properties of individual subsystems to infer stability properties
of a switched system, thereby characterizing switching signals that ensure stability.
A typical result, e.g., [30, Theorem 3.1], involves verifying two conditions to check
global asymptotic stability of a switched system: first, each Lyapunov function is to
monotonically decay when the corresponding subsystem is active, and second, the
sequence formed by the values of each Lyapunov function at the instants when the
corresponding subsystem becomes active is to be monotonically decreasing. (Hence-
forth we shall refer to this as the fixed-index monotonicity condition.) The verification
of the second condition apparently requires quantitative knowledge of system trajec-
tories. However, in situations where the switching is triggered by the state crossing
some switching surfaces, on which the values of relevant Lyapunov functions match,
the second condition follows if the first holds. Also, slow switching with a suitable
dwell-time (see, e.g., [30]) allows each Lyapunov function to decay sufficiently before
a switching occurs, thereby satisfying the second condition. A generalization of dwell-
time switching is provided by the scheme of average dwell-time switching [16], which
has proved to be a fruitful analysis tool in supervisory control; see [30, Chapter 6]
and the references therein. This scheme requires that the number of switches over an
arbitrary time interval should increase at most linearly with the length of the inter-
val but places no specific restrictions on monotonicity of Lyapunov function values
at switching instants (thereby allowing violation of the second condition above). We
know that under suitable hypotheses, average dwell-time switching guarantees global
asymptotic stability of a switched system [16], but the original proof of this result
(provided in [30, Chapter 3]) does not utilize Lyapunov functions alone. We propose
an alternative approach to stability analysis, based on the observation that a time
trace of Lyapunov functions corresponding to active subsystems, in a typical trajec-
tory of a switched system, shows impulsive behavior. Trajectories of suitable scalar
impulsive differential equations may be used to generate such traces and are thus nat-
ural choices for comparison systems (cf. [29, 42], where impulsive comparison systems
were utilized in stability analysis of impulsive differential equations). By employing
various types of impulsive differential equations as comparison systems, in our results
we relax the fixed-index sequence monotonicity condition, allowing oscillations and
overshoots in the sequence, and also letting unstable subsystems participate in the
dynamics. Additionally, our proofs retain conventional characteristics of Lyapunov’s
direct method in the context of switched systems, without resorting to independent
arguments as in the proof of the average dwell-time result [16]. We propose our results
on deterministic switched systems in section 2.
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Stochastic switched systems. There is an enormous body of literature con-
sidering effects of noise and disturbances in systems, particularly from control and
communication viewpoint; see, e.g., [7, 24, 34, 45]. The use of Lyapunov functions
in stability analysis of stochastic systems is a classical idea, discussed extensively
in [1, 11, 14, 25, 46]. The literature on stability of stochastic switched systems—
constituted by subsystems perturbed by a standard Wiener process—is much less ex-
tensive compared to that on deterministic switched systems. In recent times, modeling
and analysis of stochastic hybrid systems have appeared in, e.g., [17, 20]. Ergodic con-
trol of switched diffusion processes appears in [12]; stabilization methods that involve
arguments similar to multiple Lyapunov functions appear in [2]. Some straightfor-
ward results involving common Lyapunov functions for stochastic switched systems
may be found in [8]. We propose a framework for stochastic stability analysis by utiliz-
ing statistical estimates of Lyapunov functions at switching instants and during active
periods of each subsystem. We consider some general stability definitions, for instance,
global asymptotic stability in the mean and global asymptotic stability in probability,
and employ the method of multiple Lyapunov functions adapted to the stochastic con-
text. Much like the deterministic case, in a typical trajectory of a stochastic switched
system, a time trace of expected values of Lyapunov functions corresponding to active
subsystems shows impulsive behavior. We utilize impulsive differential equations as
comparison systems to build a general framework for stability analysis of stochastic
switched systems. This allows for very general behavior of the expected values of
Lyapunov functions corresponding to active subsystems between switching intervals.
In particular, replacing the fixed-index sequence monotonicity condition in the deter-
ministic case with a stochastic analogue involving statistical estimates of Lyapunov
functions at switching instants, we obtain a natural stochastic counterpart of [30,
Theorem 3.1]. In addition, our results provide sufficient conditions for global asymp-
totic stability in the mean under average dwell-time switching and some more specific
hypotheses. We propose our results on stochastic switched systems in section 3.

The concept of stability analysis in terms of two measures generalizes analysis of
the norm of the state vector to analysis of the behavior of more general functions of
the states; see, e.g., [29, 35]. We incorporate stability analysis in terms of two mea-
sures in the framework that we build for switched systems and gain greater flexibility
for our results.

We study representative notions of deterministic and stochastic stability for a
reasonably large class of switched systems. Naturally, not every type of stability can be
described here. However, the framework of stability analysis we propose is applicable,
as it stands, to more general stability notions, as will be indicated subsequently at
appropriate places.

Some Notations. For notational convenience and brevity, we adopt the follow-
ing conventions. For M1, M2, M3 subsets of Euclidean space, let C[M1,M2] denote
the set of all continuous functions f : M1 −→ M2, and C1[M1,M2] denote the set of all
continuously differentiable functions f : M1 −→ M2. We also use C1,2[M1 ×M2,M3]
to denote the set of functions f : M1×M2 −→ M3 that are continuously differentiable
once and twice in the first and second arguments, respectively. We denote by |·| the
standard Euclidean norm and by R�0 the interval [0,∞[. As usual, ◦ between two
functions denotes their composition.

We say that a function α ∈ C[R�0,R�0] is of class K if α is strictly increasing
with α(0) = 0, is of class K∞ if in addition α(r) → ∞ as r → ∞; and we write α ∈ K



STABILITY ANALYSIS OF SWITCHED SYSTEMS 177

and α ∈ K∞, respectively. A function β ∈ C
[
R

2
�0,R�0

]
is said to be of class KL if

β(·, t) is a function of class K for every fixed t and β(r, t) → 0 as t → ∞ for every
fixed r; and we write β ∈ KL.

2. Deterministic switched systems. In this section, we study stability of
deterministic switched nonlinear nonautonomous systems. In section 2.1, we describe
a switched system and the stability notions that we study and define the comparison
systems that we employ in our analysis. We propose our comparison theorem for
deterministic switched systems in section 2.2 and illustrate it in sections 2.3 and
2.4. We discuss two other stability notions in section 2.5 that are different from
Lyapunov stability and demonstrate that their analysis can be similarly carried out
in the proposed framework.

2.1. Preliminaries.

System description and stability definitions. We consider a family of non-
linear nonautonomous systems,

(2.1) ẋ = fp(t, x), p ∈ P,

where x ∈ R
n, P is an index set, fp ∈ C[R�0 × R

n,Rn] is a vector field measurable
in the first argument and locally Lipschitz in the second (see, e.g., [41] for further
details), fp(·, 0) ≡ 0, for every p ∈ P. Let there exist a piecewise constant function
(continuous from the right by convention) σ : R�0 −→ P, which specifies at every
time t the index σ(t) = p ∈ P of the active subsystem. A switched system generated
by the family (2.1) and such a switching signal σ is

(2.2) ẋ = fσ(t, x), x(t0) = x0, t � t0,

where t0 ∈ R�0. It is assumed that there is no jump in the state x at the switching
instants and that there is a finite number of switches on every bounded interval of
time. We denote the switching instants by τi, i = 1, 2, . . . , τ0 := t0, and the sequence
{τi}i�0 is strictly increasing. The solution of (2.2) as a function of time t, interpreted
in the sense of Carathéodory, initialized at a given pair (t0, x0), and under a given
switching signal σ, is denoted by x(t).

To perform analysis in terms of two measures, we utilize functions belonging to
the class defined by

(2.3) Γ :=

{
h ∈ C[R�0 × R

n,R�0]

∣∣∣∣ inf
(t,x)

h(t, x) = 0

}
.

We focus on the following notion of stability in terms of two measures; see,
e.g., [29] for further details on other related concepts of stability. This stability defi-
nition coincides in spirit with the class KL stability defined for differential inclusions
in the paper [43], where the authors consider autonomous systems on an extended
state space.

Definition 2.1. Let h◦, h ∈ Γ. The switched system (2.2) is said to be (h◦, h)-
globally uniformly asymptotically stable ((h◦, h)-guas) if there exists a class KL func-
tion β such that for every (t0, x0) ∈ R�0 × R

n, the inequality

(2.4) h(t, x(t)) � β(h◦(t0, x0), t− t0) ∀ t � t0

holds.



178 DEBASISH CHATTERJEE AND DANIEL LIBERZON

In this paper we consider stability notions that are uniform with respect to the
initial time t0, e.g., global uniform asymptotic stability. The occurrences of “uniform”
in the sequel convey this particular sense. In contrast, in much of the existing litera-
ture “uniform” global asymptotic stability is used to signify uniformity over a class of
switching signals; see, e.g., [30]. In situations where there is uniformity in this sense,
it will be explicitly indicated at appropriate places.

Remark 2.2. Under the special case of h◦(t, x) = h(t, x) = |x|, we recover usual
global uniform asymptotic stability (guas), and for autonomous systems the corre-
sponding specializations lead to global asymptotic stability (gas); see, e.g., [22] for
further details on guas and gas. Other examples include stability with respect to
arbitrary “tubes” in R�0 × R

n with the measures h◦, h being the Hausdorff point-to-
set distances, stability of prescribed motion xr(·) measured by h◦(t, x) = h(t, x) :=
|x(t) − xr(t)|, and partial stability. More examples may be found in [29].

Remark 2.3. The (h◦, h)-guas property can be rephrased in traditional ε − δ
form as follows. The (h◦, h)-guas property expressed by (2.4) holds if and only if the
following properties hold simultaneously:
(S1) ((h◦, h)-uniform Lyapunov stability) there exists a class K∞ function δ such

that for every ε > 0 and t0 ∈ R�0, we have h◦(t0, x0) < δ(ε) =⇒ h(t, x(t)) <
ε ∀ t � t0;

(S2) ((h◦, h)-uniform global asymptotic convergence) for every r, ε > 0, there exists
a number T (r, ε) � 0 such that for every t0 ∈ R�0, we have h◦(t0, x0) < r =⇒
h(t, x(t)) < ε ∀ t � t0 + T (r, ε).

A similar equivalence is established in [43, Proposition 1]; the proof of the above
can be easily constructed from the proof of this proposition, and for completeness is
provided in section A.

We introduce properties that will later be required from Lyapunov functions,
cf. [29]. Let V ∈ C

[
R�0 ×R

n,R�0

]
. The function V is said to be h-positive definite if

for (t, x) ∈ R�0 ×R
n there exists a function α1 ∈ K∞ such that α1 ◦h(t, x) � V (t, x),

and h◦-decrescent if for (t, x) ∈ R�0 × R
n there exists a function α2 ∈ K∞ such that

V (t, x) � α2 ◦ h◦(t, x). In results that follow, we shall require a family of functions
{Vp | p ∈ P} to be P-uniformly h-positive definite and h◦ decrescent; i.e., there exist
functions α1, α2 ∈ K∞ such that we have

(2.5) α1 ◦ h(t, x) � Vp(t, x) � α2 ◦ h◦(t, x) ∀ (t, x) ∈ R�0 × R
n, ∀ p ∈ P.

With h◦ and h specialized to Euclidean norms, usual positive definiteness and decres-
cence of Vp are recovered.

Remark 2.4. We point out that if P is finite, or if P is compact and suitable
continuity assumptions hold true, then (2.5) is no loss of generality.

In this section, we present our results in the absence of classical differentiability
assumptions, and the directional upper right Dini derivative is utilized. For example,
along the vector field of a member with index p of the family of systems (2.1) the
derivative of a function Vp ∈ C[R�0 × R

n,R�0] is defined as

D+
fp
Vp(t, x) := lim sup

ε↓0

1

ε

(
Vp(t + ε, x + εfp(t, x)) − Vp(t, x)

)
;

for further details, see, e.g., [10]. We require that the functions Vp, p ∈ P are locally
Lipschitz in the second argument.

Remark 2.5. For continuously differentiable functions, the upper right Dini
derivative derivative reduces to the ordinary derivative. In particular, we note that
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for Vp ∈ C1[R�0 × R
n,R�0], the expression simplifies to

DfpVp(t, x) =
d

dt
Vp(t, x) =

(
∂Vp

∂t
+

∂Vp

∂x
fp

)
(t, x),

which is the total derivative of Vp along solutions of the system with index p in the
family (2.1).

Comparison systems and deterministic comparison principle. Let the
switched system (2.2) be given, and for a given switching signal σ, let {τi}i�1 be the
sequence of switching instants. Let R

n × P 	 (x, p) 
−→ y(x, p) ∈ R�0 be a function
continuous in x. We consider scalar nonlinear nonautonomous impulsive differential
equations of the type

(2.6)

{
ξ̇ = φ(t, ξ), t �= τi,

ξ(τi) = ψi

(
ξ
(
τ−i

)
, y (x(τi), σ(τi))

)
,

ξ(t0) = ξ0 � 0, i � 1, t � t0,

where ξ ∈ R, the field φ ∈ C
[
R

2
�0,R

]
and the reset map ψi ∈ C

[
R

2
�0,R�0

]
are such

that φ(·, 0) ≡ 0 and ψi(0, ·) ≡ 0, t0 ∈ R�0, τi, i = 1, 2, . . . , are the instants of the
impulses, τ0 := t0, the sequence {τi}i�1 is identified with the sequence of switching
instants generated by σ. Systems of the type (2.6) are utilized as comparison systems,
as well as various special cases—with or without impulses, time-variation, and y. In
this paper we shall not be utilizing time-varying φ; an example of this may be found
in [9].

We denote by ξ(t) the solution (2.6) as a function of time, with the sequence
{τi}i�0 specified, and initialized at (t0, ξ0). In all cases, we shall tacitly assume the
existence of a unique solution to differential equations of the type (2.6). If there are
multiple solutions, however, the results hold true with the largest solution in place of
the (unique) solution of the comparison systems.

The guas property of equations of the type (2.6) is defined similarly to Defini-
tion 2.1, with h◦, h specialized to the scalar norm. Formally, a system of the type (2.6),
with a given sequence {τi}i�0, is said to be globally uniformly asymptotically stable
(guas) if there exists a function βξ ∈ KL such that for every (t0, ξ0) ∈ R�0 × R�0

the inequality

(2.7) |ξ(t)| � βξ(|ξ0|, t− t0) ∀ t � t0

holds. The properties required from φ and ψi in (2.6) ensure that ξ(·) � 0; we shall
therefore omit the absolute values on ξ in the sequel.

Remark 2.6. Remark 2.3 still applies if a system of the type (2.6) replaces (2.2),
with h◦, h specialized to the scalar norm.

The need to compare different Lyapunov functions at switching instants, which is
inherent in the multiple Lyapunov functions method, prompts us to have a function
y of the system states in the reset equation of a comparison system of the type (2.6).
This function will be utilized in the construction of a suitable comparison system
that will render [30, Theorem 3.1] a special case of our Theorem 2.8. For yet other
applications, y will not be required.

The following well-known comparison lemma for nonswitched deterministic sys-
tems is needed for subsequent developments in this section; see, e.g., [28] for a proof.

Lemma 2.7. Consider the system with index p in the family (2.1). Suppose that
there exist a function Vp ∈ C[R�0 × R

n,R�0] and a comparison system

Σ : ξ̇ = φ(t, ξ), ξ(t0) = ξ0 � 0, t � t0,
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such that ∀(t, x) ∈ R�0 × R
n, the differential inequality

(2.8) D+
fp
Vp(t, x) � φ(t, Vp(t, x))

holds. Then Vp(τ, x(τ)) � ξ(τ) implies Vp(t, x(t)) � ξ(t) ∀ t � τ , where x(t) and
ξ(t) are the solutions of the system with index p in (2.1) and Σ, respectively.

2.2. Comparison theorem for deterministic switched systems. The fol-
lowing result establishes a general framework for testing stability of deterministic
switched systems using multiple Lyapunov functions and a comparison system.

Theorem 2.8. Consider the switched system (2.2) with a fixed switching signal
σ generating a sequence of switching instants {τi}i�1, and two functions h◦, h ∈ Γ.
Suppose that there exist functions α1, α2 ∈ K∞, Vp ∈ C[R�0 × R

n,R�0], p ∈ P,
locally Lipschitz in the second argument, and a system Σ of the type (2.6), such that

(i) the family {Vp | p ∈ P} is P-uniformly h-positive definite and h◦-decrescent in
the sense of (2.5);

(ii) ∀ (t, x) ∈ R�0 × R
n and ∀ p ∈ P, we have D+

fp
Vp(t, x) � φ(t, Vp(t, x));

(iii) ∀ (t0, x0) ∈ R�0 × R
n, there exists ξ0 ∈ R�0 such that Vσ(τi)(τi, x(τi)) � ξ(τi)

∀ i � 0, where x(t) and ξ(t) are the corresponding solutions of (2.2) and Σ,
respectively;

(iv) Σ is guas in the sense of (2.7).
Then (2.2) is (h◦, h)-guas in the sense of Definition 2.1.

Proof. Consider the interval [τ�, τ�+1[, with 
 an arbitrary nonnegative integer.
From hypotheses (iii) and (ii), and Lemma 2.7 applied with τ = τ�, we have

Vσ(τ�)(t, x(t)) � ξ(t) ∀ t ∈ [τ�, τ�+1[.

The above estimate in conjunction with hypothesis (iv) leads to

Vσ(τ�)(t, x(t)) � ξ(t) � βξ(ξ0, t− t0) ∀ t ∈ [τ�, τ�+1[.

In view of hypothesis (i), we have

(2.9) α1 ◦ h(t, x(t)) � βξ(α2 ◦ h◦(t0, x0), t− t0) ∀ t ∈ [τ�, τ�+1[.

With β(r, s) := α−1
1 ◦ βξ(α2(r), s), the estimate in (2.9) is equivalent to

h(t, x(t)) � β(h◦(t0, x0), t− t0) ∀ t ∈ [τ�, τ�+1[.

Clearly β ∈ KL. The arbitrariness of 
 implies that

h(t, x(t)) � β(h◦(t0, x0), t− t0) ∀ t � t0.

The (h◦, h)-guas property of (2.2) follows.
Theorem 2.8 does not provide a direct method for analyzing stability of a given

switched system; we need to look for a suitable comparison system and check its sta-
bility properties first. We will now demonstrate how to proceed with such a scheme
of analysis and how our framework stands in relation to existing results involving
multiple Lyapunov functions. In section 2.3, we generalize [30, Theorem 3.1] in terms
of two measures, which involves verification of a fixed-index sequence monotonicity
condition to establish the (h◦, h)-guas property of a switched system. The compar-
ison system utilized in the proof makes use of quantitative information of system
trajectories. In section 2.4 we construct comparison systems to rederive the sufficient
conditions for guas of switched system under average dwell-time switching given
in [30, Theorem 3.2] or [16]. Although the fixed-index sequence monotonicity con-
dition is violated, the comparison framework of Theorem 2.8 works; also we do not
require explicit information of system trajectories.
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2.3. Stability under fixed-index sequence monotonicity condition. For
this subsection, we let P be a finite set of N elements.

Corollary 2.9. Consider the switched system (2.2) and h◦, h ∈ Γ. Sup-
pose that there exist functions α1, α2 ∈ K∞, ρ, U ∈ K, α positive definite, Vp ∈
C[R�0 × R

n,R�0] for each p ∈ P locally Lipschitz in the second argument, such that
(i) the family {Vp | p ∈ P} is P-uniformly h-positive definite and h◦-decrescent in

the sense of (2.5);
(ii) ∀ (t, x) ∈ R�0 × R

n and ∀ p ∈ P, we have D+
fp
Vp(t, x) � −α ◦ h◦(t, x);

(iii) for every pair of switching time (τi, τj), i < j such that σ(τi) = σ(τj) = p ∈ P
and σ(τk) �= p for τi < τk < τj, the inequality

(2.10) Vp(τj , x(τj)) − Vp(τi, x(τi)) � −U ◦ h◦(τi, x(τi))

holds, where x(t) is the solution of (2.2) initialized at (t0, x0);
(iv) ∀ (t, x) ∈ R�0 × R

n, we have α2 ◦ h◦(t, x) � ρ ◦ α1 ◦ h(t, x).
Then (2.2) is (h◦, h)-guas.

Proof. We define a candidate impulsive differential comparison system of the
type (2.6):

(2.11) Σ :

{
ξ̇ = −α ◦ α−1

2 (ξ), t �= τi,

ξ(τi) = Vσ(τi)(τi, x(τi)),
i � 0, t � t0.

By its very definition, Σ satisfies hypotheses (ii)–(iii) of Theorem 2.8. Hypothesis (i)
of Theorem 2.8 is satisfied by our hypothesis (i). To verify hypothesis (iv) of Theo-
rem 2.8, we shall first prove uniform Lyapunov stability of Σ and then prove its global
uniform asymptotic convergence, in view of Remark 2.6.

Consider the interval [τ0, τ1[. From hypothesis (ii) we have

Vσ(τ0)(τ1, x(τ1)) � Vσ(τ0)(τ0, x(τ0)).

Combining with hypothesis (i), we reach

(2.12) α1 ◦ h(τ1, x(τ1)) � α2 ◦ h◦(t0, x0).

For every p ∈ P, we have from hypothesis (i)

Vp(τ1, x(τ1)) � α2 ◦ h◦(τ1, x(τ1)),

and therefore by hypothesis (iv),

Vp(τ1, x(τ1)) � ρ ◦ α1 ◦ h(τ1, x(τ1)).

In view of (2.12), we get

(2.13) Vp(τ1, x(τ1)) � ρ ◦ α2 ◦ h◦(t0, x0).

Consider now the interval [τ1, τ2[. From hypothesis (ii) we have

Vσ(τ1)(τ2, x(τ2)) � Vσ(τ1)(τ1, x(τ1)).

Combining with hypothesis (i) and applying (2.13) with p = σ(τ2), we get

(2.14) α1 ◦ h(τ2, x(τ2)) � ρ ◦ α2 ◦ h◦(t0, x0).
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Now, for all p ∈ P, we have

Vp(τ2, x(τ2)) � α2 ◦ h◦(τ2, x(τ2)),

so by hypothesis (iv),

Vp(τ2, x(τ2)) � ρ ◦ α1 ◦ h(τ2, x(τ2)).

Now (2.14) gives

Vp(τ2, x(τ2)) � ρ ◦ ρ ◦ α2 ◦ h◦(t0, x0).

It is not difficult to see that the worst-case situation for maximum possible over-
shoot of the function Vσ occurs when the switching signal σ visits every element of the
set P without repetition until P is exhausted. Let τj� be the first switching instant
after all the subsystems that participate in the dynamics have become active at least
once since initialization at t = t0. Define the function

ρj := ρ ◦ . . . ◦ ρ︸ ︷︷ ︸
j times

.

From the above computations, it is easy to see that

ξ(τj�) = Vσ(τj� )(τj� , x(τj�)) � ρN−1 ◦ α2 ◦ h◦(t0, x0).

Clearly ρN−1 ∈ K. Define the function

γ(·) := max
{
α2(·), ρ ◦ α2(·), . . . , ρN−1 ◦ α2(·)

}
.

From (2.10) it follows that ξ(t) � γ ◦ h◦(t0, x0)∀ t � t0. Therefore, by hypothesis (i)
and the definition of ξ0 in (2.11),

(2.15) ξ(t) � γ ◦ α−1
1 (ξ0) ∀ t � t0.

It remains to prove uniform global asymptotic convergence of Σ.
We distinguish two cases.
Case 1. Switching stops in finite time. Since σ eventually attains a constant

value, say, from the κth switching instant, it follows that there are no impulses after
t = τκ. That is to say, the system (2.11) becomes an autonomous scalar ordinary
differential equation after t = τκ, with negative right-hand side for nonzero ξ(τκ).
Therefore, ξ(t) monotonically decreases to 0 ∀ t � τκ. In conjunction with (2.15) which
shows uniform Lyapunov stability of Σ, we conclude that (2.11) is guas. Theorem 2.8
now guarantees that (2.2) is (h◦, h)-guas.

Case 2. Switching continues indefinitely. Consider the restatement of the in-
equality (2.10) with ξ(τi) as defined in (2.11)

ξ(τj) − ξ(τi) � −U ◦ h◦(τi, x(τi))

� −U ◦ α−1
2 ◦ Vp(τi, x(τi))

= −U ◦ α−1
2 ◦ ξ(τi).

The pair (τi, τj) satisfies the condition in hypothesis (iii). Clearly, {ξ(τi)}{i�0|σ(τi)=p}
is a positive (for nonzero x0) monotonically decreasing sequence and must attain a
limit, say, c � 0. If c �= 0, then

ξ(τj) − ξ(τi) � −U ◦ α−1
2 (c)
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for all (τi, τj) satisfying hypothesis (iii), which means that for some large enough j,
say, j′, ξ(τj′) < 0. In view of (2.11) this means Vσ(τj′ )

(τj′ , x(τj′)) < 0, contradicting

the hypothesis. Therefore, the subsequence {ξ(τi)}{i�0|σ(τi)=p} attains the limit 0
as i ↑ ∞. For all time t between any two switching instants (τi, τj) satisfying hy-
pothesis (iii), there is a uniform bound on ξ(t) given by (2.15). For each p ∈ P,
the subsequence {ξ(τi)}{i�0|σ(τi)=p} attains the limiting value of 0, implying global
asymptotic convergence. Combining with Lyapunov stability proved in (2.15) above,
we conclude that Σ is guas.

By Theorem 2.8 now we conclude that (2.2) is (h◦, h)-guas.
Remark 2.10. We note that in the above proof, Σ makes explicit use of state

information of (2.2)—in the notation of (2.6), we use

ψi

(
ξ
(
τ−i

)
, y(x(τi), σ(τi))

)
= Vσ(τi)(τi, x(τi))

in the reset equation of Σ. On the other hand, ξ(τ−i ) is not utilized.
Remark 2.11. Hypothesis (iv) in Corollary 2.9 essentially is a technical require-

ment to ensure that the measure h is nontrivial. This guarantees that the different
Lyapunov functions at switching instants can be estimated from the initial condition.
For h◦(t, x) = h(t, x) = |x|, this property is automatic (just let ρ := α2 ◦ α−1

1 ), and
then Corollary 2.9 becomes identical to [30, Theorem 3.1].

2.4. Stability under average dwell-time switching. In this subsection we
rederive an existing result on global asymptotic stability under average dwell-time
switching via our Theorem 2.8. We no longer retain the assumption that P is finite.
Although we specialize to Euclidean norms and autonomous switched systems—to be
able to use the aforesaid result in situ—the analysis can be readily generalized to two
measures and nonautonomous switched systems.

Let us consider the autonomous switched system

(2.16) ẋ = fσ(x), x(t0) = x0, t � t0,

where x ∈ R
n, fp ∈ C[Rn,Rn] is locally Lipschitz for every p ∈ P, fp(0) = 0. The

switching signal σ is said to have average dwell-time τa > 0 [16] if there exists a
positive number N◦ such that the number of switches Nσ(T, t) on the interval [t, T [
satisfies

(2.17) Nσ(T, t) � N◦ +
T − t

τa
∀T � t � t0.

We investigate the conditions on the average dwell-time of the switching signal σ
such that (2.16) is gas. The available result is as follows. (For a detailed discussion
and proof, see, e.g., [30, Theorem 3.2].)

Theorem 2.12 (see [16]). Consider the switched system (2.16). Let there exist
functions Vp ∈ C1[Rn,R�0] for every p ∈ P, α1, α2 ∈ K∞ and a positive number λ◦
such that

(2.18) α1(|x|) � Vp(x) � α2(|x|) ∀ p ∈ P

and

(2.19)
∂Vp

∂x
(x)fp(x) � −λ◦Vp(x) ∀x ∈ R

n.
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Suppose also that there exists a positive constant μ such that

(2.20) Vp(x) � μVq(x) ∀x ∈ R
n, ∀ p, q ∈ P.

Then (2.16) is gas for every switching signal σ with average dwell-time τa > lnμ
λ◦

.
Remark 2.13. The condition (2.20) imposes a restriction on permissible Lyapunov

functions. Since this is a global result, it does not hold if, for example, some of the
Lyapunov functions are quadratic and some others are quartic. Also, in view of
interchangeability of p and q in (2.20), it follows that μ > 1, excluding the trivial case
of μ = 1, which implies that there is a common Lyapunov function for the switched
system [30].

For a fixed index p ∈ P, the values of the Lyapunov function Vp at every switching
instant τj with σ(τj) = p form a sequence {Vp(x(τj))}{j�0|σ(τj)=p}. As discussed in
section 1, results like [30, Theorem 3.1] provide sufficient conditions for stability of the
switched system under the assumption that the sequences {Vp(x(τj))}{j�0|σ(τj)=p}
are monotonically decreasing for every p ∈ P. But σ with an average dwell-time
permits overshoots and oscillations in each of these sequences; thus [30, Theorem 3.1]
is inapplicable. We mentioned in section 1 that currently the problem is tackled
by independent arguments utilizing auxiliary functions, as in [30]; the proof does
not utilize the Lyapunov functions alone. In the framework of Theorem 2.8, we can
dispense with such auxiliary functions and easily rederive Theorem 2.12, as we now
demonstrate.

To the end of this subsection, we assume that the hypotheses of Theorem 2.12
hold.

An impulsive differential equation as a comparison system. Consider an
impulsive differential system of the type (2.6) with

ψi

(
ξ
(
τ−i

)
, y(x(τi), σ(τi))

)
:= μξ(τ−i ), i � 1, μ > 0,

as the reset equation and

φ(t, ξ) := −λ◦ξ, λ◦ > 0.

The complete system stands as

(2.21) Σ′ :

{
ξ̇ = −λ◦ξ, t �= τi,

ξ(τi) = μξ(τ−i ), μ > 0,
ξ(t0) = Vσ(t0)(x0), i � 1, t � t0.

From (2.18) it follows that hypothesis (i) of Theorem 2.8 is satisfied with h◦(t, x) =
h(t, x) = |x|. Further, from (2.19) and (2.20) together with the initial condition
in (2.21), it follows that hypotheses (ii) and (iii) of Theorem 2.8 are satisfied, respec-
tively. Now we investigate stability of Σ′.

Let T > 0 be arbitrary. Consider the evolution of the system (2.21) from t = t0
through t = T . Let there be Nσ(T, t0) switches on this interval, and let ν := Nσ(T, t),
where Nσ(T, t) is as defined in (2.17)

ξ(τ−i+1) = ξ(τi)e
−λ◦(τi+1−τi), 0 � i � ν,

and

ξ(T ) = ξ(τν)e
−2λ◦(T−τν).
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Combining with the reset equation of Σ′ and iterating over i, it follows that

(2.22) ξ(T ) = ξ(t0)μ
νe−λ◦(T−t0).

Using the definition of ν, (2.22) leads to

(2.23) ξ(T ) = ξ(t0)μ
N◦eλ◦t0e−(λ◦−lnμ/τa)T .

To ensure ξ(T ) → 0 as T ↑ ∞, it is sufficient to have τa > lnμ
λ◦

. This guarantees
the convergence of the impulsive differential system (2.21) to zero as time increases to
infinity. Stability of Σ′ follows directly from (2.23)—the estimate ξ(t) � ξ(t0)μ

N◦eλ◦t0

holds if τa > lnμ
τa

. We conclude that Σ′ is gas, considering Remark 2.6. Therefore,
hypothesis (iv) of Theorem 2.8 is also satisfied.

Intuitively,
• the minimum rate of decay of the Lyapunov function corresponding to each

active subsystem is captured by the continuous dynamics of Σ′; and
• the maximum jump in the values of two Lyapunov functions corresponding to

two consecutively active subsystems is captured by the reset equation of Σ′.
We conclude that by Theorem 2.8 the switched system (2.16) is gas for switching

signals with τa > lnμ
λ◦

.

An ordinary differential equation as a comparison system. Consider the
following scalar autonomous differential equation, a special case of (2.6), for a candi-
date comparison system:

(2.24) Σ′′ : ξ̇ =

(
lnμ

τa
− λ◦

)
ξ, ξ(t0) = μN◦eλ◦t0Vσ(t0)(x0), t � t0.

The solution of Σ′′ is

(2.25) ξ(t) = μN◦Vσ(t0)(x0)e
−(λ◦−lnμ/τa)(t−t0) ∀ t � t0.

Let average dwell-time of σ be τa, and ν := Nσ(T, t0) be the number of switches on
[t0, T [. Considering the least rate of decay for Lyapunov functions corresponding to
active subsystems, we have for an arbitrary T � 0,

Vσ(τi)(x(τ−i )) � Vσ(τi)(x(τi))e
−λ◦(τi+1−τi), 0 � i � ν,

and

Vσ(τν)(x(T )) � Vσ(τν)(x(T ))e−λ◦(T−τν).

Combining with (2.20) at switching instants and iterating over i, we reach the estimate

(2.26) Vσ(τν)(x(T )) � μνVσ(t0)(x0)e
−λ◦T = μN◦eλ◦t0Vσ(t0)(x0)e

−(λ◦−lnμ/τa)T .

Clearly, λ◦ > lnμ
τa

ensures global asymptotic stability of Σ′′. By Theorem 2.8 with

h◦(t, x) = h(t, x) = |x|, it follows that (2.16) is gas for switching signals with τa > lnμ
λ◦

.
From (2.18) it follows that hypothesis (i) of Theorem 2.8 is satisfied with h◦(t, x) =

h(t, x) = |x|. Further, from the discussion above, it follows that hypotheses (ii)–(iv)
of Theorem 2.8 are also satisfied
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Intuitively,

• the initial condition of Σ′′ captures the maximum possible overshoot in Vσ—
this corresponds to the situation when all N◦ switches occur very close to
t = t0;

• ξ(·) forms an envelope of the sequence
{
Vσ(τi)(x(τi))

}
i�0

over the interval

[t0, T ].

We conclude that by Theorem 2.8 the switched system (2.16) is gas for switching
signals with τa > lnμ

λ◦
. This agrees with the assertion of Theorem 2.12.

Remark 2.14. We note that in contrast to (2.11), the comparison systems (2.21)
and (2.24) do not utilize state information in the function y directly. However (2.21)
utilizes ξ(τ−i ) in the reset equation; cf. Remark 2.10.

Remark 2.15. It is easy to see from (2.22) and (2.25) that for switching signals
with average dwell-time bounded away from lnμ

λ◦
, we have gas of (2.16). For instance,

for λ ∈ ]0, λ◦[ if τa � lnμ
λ◦−λ , then the gas property of (2.16) follows. Under this

situation, (2.16) is gas uniformly over all switching signals with τa � lnμ
λ◦−λ . In

prevailing literature, (2.16) is said to be globally “uniformly” asymptotically stable
over all such switching signals.

Our comparison-based approach enables us to work with simple scalar differential
equations which provide upper bounds of Lyapunov functions, rather than analyze
the complicated evolution of the Lyapunov functions themselves. This provides new
insights into average dwell-time switching, as is illustrated above, and moreover we
can derive new switching rules that extend average dwell-time, as the following two
remarks illustrate.

Remark 2.16. Let Nσ(T, t) denote the number of switches on the interval [t, T [.
As another illustration of Theorem 2.8, consider the switched system (2.2), and sup-
pose that there exist functions α1, α2 ∈ K∞, Vp ∈ C[R�0 × R

n,R�0], p ∈ P, and real
numbers m > 1, λ◦ > 0, μ > 1, such that

(i) the family {Vp | p ∈ P} is P-uniformly h-positive definite and h◦-decrescent in
the sense of (2.5);

(ii) ∀ (t, x) ∈ R�0 × R
n and ∀ p ∈ P, we have D+

fp
Vp(t, x) � −λ◦V

m
p (t, x);

(iii) ∀ (t, x) ∈ R�0 × R
n and ∀ p, q ∈ P, we have Vp(t, x) � μVq(t, x).

Let us find conditions on Nσ(T, t0) such that (2.2) is (h◦, h)-guas.

Consider the impulsive differential system of the type (2.6):

Σ :

{
ξ̇ = −λ◦ξ

m, t �= τi,

ξ(τi) = μξ(τ−i ), μ > 0,
ξ(t0) = Vσ(t0)(x(t0)), i � 1, t � t0.

A straightforward analysis leads to

ξ(T ) =
μNσ(T,t0)ξ(t0)(

1 + λ◦(m− 1)(ξ(t0))m−1
(∑Nσ(T,t0)+1

i=1 μ(m−1)(i−1)(τi − τi−1)
))1/(m−1)

,

where we let τNσ(T,t0)+1 := T . Since μ > 1, we obtain

ξ(T ) � μNσ(T,t0)ξ(t0)(
1 + λ◦(m− 1)(ξ(t0))m−1(T − t0)

)1/(m−1)
.
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A little calculation shows that if there exists ε > 0 and K > 0 such that
(2.27)

Nσ(T, t0) � 1

lnμ
ln

⎛
⎜⎜⎝K

(
1 + λ◦(m− 1) (α2 ◦ h◦(t0, x0))

m−1
(T − t0)

)( 1
m−1−ε)

α2 ◦ h◦(t0, x0)

⎞
⎟⎟⎠ ,

then Σ is guas. Just as in the case of Σ′ and Σ′′ above, it is easy to verify that
the hypotheses of Theorem 2.8 hold with Σ = Σ. It then follows by Theorem 2.8
that (2.2) is (h◦, h)-guas. Note that unlike the case of average dwell-time, the switch-
ing law in (2.27) that guarantees (h◦, h)-guas of (2.2) depends on the initial conditions
(t0, x0).

Remark 2.17. In the context of Theorem 2.8, it is not necessary to assume that
each subsystem in the family (2.1) is (h◦, h)-guas for the switched system (2.2) to
be (h◦, h)-guas. This is evident from hypothesis (ii), which does not require φ to be
negative definite in the second argument. It is possible that none of the individual
subsystems is (h◦, h)-guas but the switched system is, provided each subsystem is
active for a small enough time.

For instance, consider the switched system (2.16) and suppose that switching is
such that the number of switches Nσ(T, t0) on the interval [t0, T [ is given by

(2.28) Nσ(T, t0) � T − t0
δa

−N◦,

where N◦, δa > 0. Such switching signals were called “reverse average dwell-time
switching signals” in [15]. Let there exist functions α1, α2 ∈ K∞, Vp ∈ C1[Rn,R�0],
p ∈ P, and real numbers μ′ ∈ ]0, 1[ and λ◦ > 0, such that

(i) the estimate (2.18) holds;

(ii)
∂Vp

∂x fp(x) � λ◦Vp(x) ∀x ∈ R
n, ∀ p ∈ P;

(iii) Vσ(τi)(x(τi)) � μ′Vσ(τ−
i )(x(τ−i )) ∀ i � 1;

(iv) δa < − lnμ′/λ◦.
Then (2.16) is gas. Indeed, consider the comparison system

(2.29) Σ̃ :

{
ξ̇ = λ◦ξ, t �= τi,

ξ(τi) = μ′ξ(τ−i ),
ξ(t0) = Vσ(t0)(t0, x0), i � 1, t � t0.

It is easy to see that hypothesis (i) with h◦(t, x) = h(t, x) = |x|, and hypotheses (ii)
and (iii) of Theorem 2.8 are satisfied. Following the constructions for Σ′ in (2.21)

above, it is not difficult to show that the solution of Σ̃ is given by

(2.30) ξ(T ) = (μ′)N◦Vσ(t0)(x(t0))e
(λ◦+lnμ′/δa)(T−t0),

where T > t0. Clearly, from (2.30) it follows that Σ̃ is gas if λ◦ + lnμ′/δa < 0. In
other words, if the condition (iv) above holds, hypothesis (iv) of Theorem 2.8 is also
satisfied; Theorem 2.8 now guarantees that (2.16) is gas. However, this situation is
admittedly restrictive; the condition (iii) above holds only under special situations.

Remark 2.18. Consider a hybrid system described by a partition of its continuous
state space into regions via fixed switching surfaces (guards) and fixed continuous dy-
namics in each region [30, 44]. Every trajectory of such a hybrid system corresponding
to a fixed initial condition can be realized as a trajectory of the switched system (2.2),
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for a suitable time-dependent switching signal σ. For hybrid system trajectories cor-
responding to different initial conditions, the resulting switching signals are in general
different, and stability properties of the corresponding switched system realizations
are different. Therefore, we cannot conclude stability of the hybrid system from sta-
bility of the associated switched system. However, it is possible to conclude stability
of the hybrid system from the switched system provided we have uniform stability
with respect to a suitable class of switching signals—namely, the class of switching
signals obtained from the hybrid system by varying its initial condition.

We have stated our Theorem 2.8 for a fixed switching signal σ; no uniformity with
respect to σ is claimed. However, we have noted in Remark 2.15 that under specific
hypotheses, we do have uniform stability over the class of switching signals with suf-
ficiently large average dwell-time. It turns out that in supervisory control algorithms
based on state-dependent hysteresis switching (utilizing guards with memory), the
switching signal is effectively constrained to precisely such a class, thereby ensuring
uniform stability; see, e.g., [30] and the references therein. Identification of other use-
ful classes of switching signals for which we can conclude stability for hybrid systems
in this way remains to be studied.

2.5. Remarks on other stability notions. Although not covered by the re-
sults presented so far, the comparison framework of Theorem 2.8 is general enough
to describe various other stability behavior. The classical comparison principle has
been successfully applied to describe strict stability, total stability, practical stability,
and finite time stability, among others. The idea has also been applied in the con-
text of partial, impulsive, stochastic, and functional differential equations and integral
equations; see [29] for further details. In this subsection we study two other notions
of stability of switched systems in our framework of Theorem 2.8, namely, uniform
practical stability and finite time stability.

Practical stability. We briefly study one representative notion of practical sta-
bility, defined below; see, e.g., [27] for other definitions and details.

Definition 2.19. Let h◦, h ∈ Γ and the pair (λ,A), λ ∈ ]0, A[ be given. The
system (2.2) is said to be (h◦, h)-uniformly practically stable with respect to (λ,A) if
for every t0 ∈ R�0, the property

(2.31) h◦(t0, x0) < λ =⇒ h(t, x(t)) < A ∀ t � t0

holds for all solutions of (2.2).
With h◦, h specialized to Euclidean norms, we recover usual uniform practical

stability.
Remark 2.20. Uniform practical stability of impulsive differential equations of

the type (2.6), for a given sequence {τi}i�0, is identical to Definition 2.19, with h◦, h
specialized to absolute values.

The following result, which we state without proof, provides sufficient conditions
for (h◦, h) uniform practical stability of the switched system (2.2) with respect to a
given pair (λ,A); see [9] for a proof. In section 3.5 we state and prove a stochastic
version of this result. We define the “open tube” (or cylinder) of radius r > 0 in terms
of a measure h ∈ Γ to be the set

B(h, r) = {(t, x) ∈ R�0 × R
n | h(t, x) < r}.

Proposition 2.21. Consider the switched system (2.2) with a given σ, h◦, h ∈ Γ,
and let the pair (λ,A), λ ∈ ]0, A[ be given. Suppose that there exist functions α1, α2 ∈
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K∞, Vp ∈ C
[
B(h,A) ∩

(
(R�0 × R

n)\B(h◦, λ)
)
, R�0

]
for each p ∈ P locally Lipschitz

in the second argument, and a system Σ of the type (2.6), such that
(i) the family {Vp | p ∈ P} is P-uniformly h-positive definite and h◦-decrescent in

the sense of (2.5);
(ii) ∀ (t, x) ∈ B(h,A) ∩

(
(R�0 × R

n)\B(h◦, λ)
)

and ∀ p ∈ P, we have D+
fp
Vp(t, x) �

φ(t, Vp(t, x));
(iii) Vσ(τi)(τi, x(τi)) � ξ(τi) ∀ i � 0, where x(t) and ξ(t) are solutions of (2.2) and

Σ, respectively;
(iv) Σ is uniformly practically stable with respect to (α2(λ), α1(A)).
Then (2.2) is (h◦, h)-uniformly practically stable with respect to (λ,A).

Finite time stability. We provide sufficient conditions for finite time stability
in case of autonomous switched systems only. The definition of finite-time stability in
terms of two measures is proposed in Definition 2.22; for further details on finite-time
stability with Euclidean norms, see [3].

For autonomous switched systems, we specialize the class of functions Γ in (2.3)
to the corresponding autonomous version Γa := {h ∈ C[Rn,R�0] | infx h(x) = 0}. For
simplicity, we only consider special cases of h◦ and h below.

Definition 2.22. Let h◦, h ∈ Γa such that kerh◦ = kerh = {0} and h◦, h are
positive definite, radially unbounded. The switched system (2.16) is said to be (h◦, h)-
finite time stable if for every ε > 0 the following two properties hold simultaneously:

• The finite time convergence property holds; i.e., there exists a function T :
R

n \{0} −→ R>0 called the settling time function such that for every x0 ∈
R

n \{0}, x(t) is defined on the interval [0, T (x0)[ with x(t) ∈ R
n \{0} and

limt↑T (x0) x(t) = 0, where x(t) is the solution of (2.16) with initial condition
x0.

• Lyapunov stability holds; i.e., there exists a function δ ∈ K∞ such that
h◦(x0) < δ(ε) =⇒ h ◦ x(t) < ε ∀ t ∈ [0, T (x0)[.

With h◦, h specialized to Euclidean norms, we recover finite time stability in the
sense of [3].

Remark 2.23. Finite time stability of impulsive differential equations of the
type (2.6) is identical to Definition 2.22, with h◦, h specialized to absolute values.

Proposition 2.24. Consider the switched system (2.2) with a given σ, and
h◦, h ∈ Γa. Suppose that there exist functions α1, α2 ∈ K∞, locally Lipschitz Vp ∈
C[Rn,R�0] for each p ∈ P and a system Σ of the type (2.6), such that

(i) ∀x ∈ R
n and ∀ p ∈ P, we have α1 ◦ h(x) � Vp(x) � α2 ◦ h◦(x);

(ii) ∀x ∈ R
n and ∀ p ∈ P, we have D+

fp
Vp(x) � φ(t, Vp(x));

(iii) ∀x0 ∈ R
n, there exists ξ0 ∈ R�0 such that Vσ(τi)(τi, x(τi)) � ξ(τi) ∀ i � 0,

where x(t) and ξ(t) are the corresponding solutions of (2.16) and Σ, respectively;
(iv) Σ is finite time stable.
Then (2.16) is finite time stable.

The proof of this Proposition is not difficult and is omitted.

3. Stochastic switched systems. In this section, we study stability of stochas-
tic switched nonlinear nonautonomous systems of the Itô type. In section 3.1, we de-
scribe a stochastic switched system and define the notions of stability that we study.
We propose our comparison theorem for stochastic switched systems in section 3.2
and illustrate it in sections 3.3 and 3.4. We discuss two other stability notions in
section 3.5 and demonstrate that their analysis can be similarly carried out in the
framework of the proposed results.
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3.1. Preliminaries.

System description and stability definitions. Let Ω := (Ω,F ,P) be a com-
plete probability space, where Ω is the sample space, F is the Borel σ-algebra on Ω,
and P is a probability measure on the measurable space (Ω,F).

We consider a family of nonlinear nonautonomous Itô systems,

(3.1) dx = fp(t, x)dt + Gp(t, x)dw, p ∈ P,

where x ∈ R
n, P is an index set, fp ∈ C[R�0 × R

n,Rn] is a vector field, Gp ∈
C[R�0 × R

n,Rn×m] is a diffusion rate matrix function, fp(·, 0) ≡ 0 and Gp(·, 0) ≡ 0
for every p ∈ P, w is an m-dimensional normalized Wiener process defined on the
probability space Ω, and dx is a stochastic differential of x. We assume that fp
and Gp are smooth enough to ensure existence and uniqueness of the corresponding
solution process; for precise conditions see, e.g., [36]. A switched system generated by
the family (3.1) and a switching signal σ, defined similarly to section 2.1, is

(3.2) dx = fσ(t, x)dt + Gσ(t, x)dw, x(t0) = x0, t � t0,

where t0 ∈ R�0. It is assumed, just as in section 2.1, that there is no jump in the
state x at the switching instants, and there is a finite number of switches on every
bounded interval of time. We denote the switching instants by τi, i = 1, 2, . . . , with
τ0 := t0, and the sequence {τi}i�0 is strictly increasing. The solution process of (3.2)
as a function of time t, initialized at a given pair (t0, x0), and under a given switching
signal σ, is denoted by x(t). In what follows, expected values at the (deterministic)
initial condition are to be identified with their actual values; see also Remark 3.3.

Let |x|q := (E[|x|q])1/q denote the qth mean of a random variable x defined on
Ω. We will have occasion to use Jensen’s inequality : if ϕ ∈ C[Rn,R] is concave
and x is a random variable on Ω, then E[ϕ(x)] � ϕ(E[x]). Also, we need Cheby-
shev’s inequality : for ε > 0, ψ ∈ C[Rn,R�0], x a random variable on Ω, we have
P[ψ(x) � ε] � E[ψ(x)] /ε.

Consider the system with index p in the family (3.1). Let V ∈ C1,2[R�0 × R
n,R�0].

By Itô’s formula we have the stochastic differential of V as

dV (t, x) = LpV (t, x)dt + Vx(t, x)Gp(t, x)dw(t),

where

(3.3) LpV (t, x) := Vt(t, x) + Vx(t, x)fp(t, x) +
1

2
tr
(
Vxx(t, x)Gp(t, x)GT

p (t, x)
)

is the infinitesimal generator for the system with index p in (3.1) acting on the function
V , and Vt, Vx, Vxx denote the partial differentials of V (t, x) with respect to t, x, and
twice with respect to x, respectively, and tr denotes the trace of a matrix; see, e.g., [14].

We focus on the following two general notions of stochastic stability in terms of
two measures, which belong to the set Γ in (2.3).

Definition 3.1. Let h◦, h ∈ Γ. The stochastic switched system (3.2) is said to be
(h◦, h)-globally uniformly asymptotically stable in the mean ((h◦, h)-guas-m) if there
exists a function β ∈ KL such that for every (t0, x0) ∈ R�0 × R

n, the inequality

(3.4) E[h(t, x(t))] � β(h◦(t0, x0), t− t0) ∀ t � t0

holds.
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Definition 3.2. The stochastic switched system (3.2) is said to be (h◦, h)-globally
uniformly asymptotically stable in probability ((h◦, h)-guas-p) if for every η ∈ ]0, 1[,
there exists a function β ∈ KL such that for every (t0, x0) ∈ R�0 ×R

n, the inequality

(3.5) P
[
h(t, x(t)) � β(h◦(t0, x0), t− t0)

]
< η ∀ t � t0

holds.

Remark 3.3. We have stated our stability definitions in terms of deterministic
initial condition. However, the results of this section hold true for the general case
of stochastic initial condition as well. For instance, if we consider replacing h◦(t0, x0)
with E[h◦(t0, x0)] or h◦(t0,E[x0]) in either (3.4) or (3.5), all the results hold true, with
minor straightforward modifications in the proofs.

Remark 3.4. The (h◦, h)-guas-m property is equivalent to the simultaneous ver-
ification of the following properties:

(SM1) there exists a class K∞ function δ such that for every ε > 0, t0 ∈ R�0, we
have h◦(t0, x0) < δ(ε) =⇒ E[h(t, x(t))] < ε ∀ t � t0;

(SM2) for every r, ε > 0, there exists a number T (r, ε) � 0 such that for every
t0 ∈ R�0, we have h◦(t0, x0) < r =⇒ E[h(t, x(t))] < ε ∀ t � t0 + T (r, ε).

The proof follows directly from the proof of the equivalence in Remark 2.3 presented
in Appendix A, with E[h(t, x(t))] replacing h(t, x(t)).

The (h◦, h)-guas-p property is equivalent to the simultaneous verification of the
following properties:

(WP1) for every η′ ∈ ]0, 1[, there exists a function δ ∈ K∞ such that for every ε > 0,
t0 ∈ R�0, we have h◦(t0, x0) < δ(ε) =⇒ P[h(t, x(t)) � ε] < η′ ∀ t � t0; and

(WP2) for every η′′ ∈ ]0, 1[, r, ε′ > 0, there exists a number T (r, ε) � 0 such that for
every t0 ∈ R�0, we have h◦(t0, x0) < r =⇒ P[h(t, x(t)) � ε′] < η′′ ∀ t �
t0 + T (r, ε′).

Establishing this equivalence takes some more work; an outline may be found at the
end of Appendix B.

Remark 3.5. We recover a notion essentially equivalent to global uniform asymp-
totic stability in the qth mean (guas-mq) from Definition 3.1 with h◦(t, x) = h(t, x) =
|x|q, q � 1; see, e.g., [14]. With the same h◦ and h, Definition 3.2 yields global uniform
asymptotic stability in probability (guas-p) in the sense of [23].

Remark 3.6. The (h◦, h)-guas-p property of (3.2) follows from its (h◦, h)-guas-

m property. To see this, pick η ∈ ]0, 1[ and let there exist a function β ∈ KL such
that (3.4) is satisfied. Consider a second function β ∈ KL such that β(r, s) > β(r, s)/η
for all (r, s) ∈ R

2
�0. Utilizing Chebyshev’s inequality, we now have for every t � t0

P
[
h(t, x(t)) � β(h◦(t0, x0), t− t0)

]
� E[h(t, x(t))]

β(h◦(t0, x0), t− t0)

� β(h◦(t0, x0), t− t0)

β(h◦(t0, x0), t− t0)
< η,

which is the (h◦, h)-guas-p property.

Comparison systems and stochastic comparison principle. We utilize the
comparison system (2.6); see section 2.1 for the definitions. We need the following
stochastic version of the comparison principle; see, e.g., [26] for a proof, where the
authors also consider stochastic comparison systems.
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Lemma 3.7. Consider the stochastic system with index p in the family (3.1).
Suppose that there exist a function V ∈ C1,2[R�0 × R

n,R�0] and a comparison system

Σ : ξ̇ = φ(t, ξ), ξ(t0) = ξ0 � 0, t � t0,

where φ is concave in the second argument, such that for all (t, x) ∈ R�0 × R
n, the

differential inequality

LpV (t, x) � φ(t, V (t, x))

is valid. Then E[V (τ, x(τ))] � ξ(τ) implies E[V (t, x(t))] � ξ(t) ∀ t � τ , where x(t)
and ξ(t) are the solution process of the system with index p in (3.1) and the solution
of Σ, respectively.

3.2. Comparison theorem for stochastic switched systems. The follow-
ing result establishes a general framework for testing stability of stochastic switched
systems using multiple Lyapunov functions and a comparison system.

Theorem 3.8. Consider the stochastic switched system (3.2) with a fixed switch-
ing signal σ generating a sequence of switching instants {τi}i�1 and two functions
h◦, h ∈ Γ. Suppose that there exist functions α1, α2 ∈ K∞, Vp ∈ C1,2[R�0 × R

n,R�0]
for each p ∈ P, and a system Σ of the type (2.6), such that

(i) α1 is convex, and φ is concave in the second argument;
(ii) the family {Vp | p ∈ P} is P-uniformly h-positive definite and h◦-decrescent in

the sense of (2.5);
(iii) ∀ (t, x) ∈ R�0 × R

n and ∀ p ∈ P, the estimate LpVp(t, x) � φ(t, Vp(t, x)) holds;
(iv) ∀ (t0, x0) ∈ R�0×R

n, there exists ξ0 ∈ R�0 such that E
[
Vσ(τi)(τi, x(τi))

]
� ξ(τi)

for all i � 0, where x(t) and ξ(t) are the solution process of (3.2) and the
solution of Σ, respectively, for these initial conditions;

(v) Σ is guas in the sense of (2.7).
Then (3.2) is (h◦, h)-guas-m in the sense of Definition 3.1.

Proof. Consider the interval [τ�, τ�+1[, with 
 an arbitrary nonnegative integer.
Combining hypotheses (iv), (iii), and (i), and Lemma 3.7 with τ = τ�, we have

E
[
Vσ(τ�)(t, x(t))

]
� ξ(t) ∀ t ∈ [τ�, τ�+1[.

The above estimate, in conjunction with hypothesis (v) and (2.7), yields

(3.6) E
[
Vσ(τ�)(t, x(t))

]
� βξ(ξ0, t− t0) ∀ t ∈ [τ�, τ�+1[.

The function α1 being convex by hypothesis (i), taking expectations and using Jensen’s
inequality in (2.5) and considering (3.6), we reach the estimate

(3.7) α1 ◦ E[h(t, x(t))] � βξ(ξ0, t− t0) ∀ t ∈ [τ�, τ�+1[.

The arbitrariness of 
 in (3.7) leads to

E[h(t, x(t))] � β(h◦(t0, x0), t− t0) ∀ t � t0,

where β(r, s) := α−1
1 ◦ βξ(α2(r), s). The function β being of class KL, it follows

that (3.2) is (h◦, h)-guas-m.
The following obvious Corollary, which we merely state, follows almost immedi-

ately from Theorem 3.8 in the light of Remark 3.6.
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Corollary 3.9. Suppose that the hypotheses of Theorem 3.8 hold true. Then
(3.2) is (h◦, h)-guas-p in the sense of (3.5).

Remark 3.10. The hypothesis on convexity of α1 in Corollary 3.9 actually is not
necessary for (h◦, h)-guas-p of (3.2). In Theorem 3.24 we will prove a stronger prop-
erty without this convexity assumption, which will imply the (h◦, h)-guas-p property
of (3.2). For the moment, however, we shall work with (h◦, h)-guas-m.

Theorem 3.8, like its deterministic counterpart Theorem 2.8, does not provide a
direct method for analyzing stability of a given stochastic switched system. We will
now demonstrate how to proceed with such a scheme of analysis and propose a few
more specific results. In section 3.3 we provide sufficient conditions for (h◦, h)-guas-m

under a fixed-index sequence monotonicity condition. The comparison system utilized
in the proof of this result utilizes quantitative information of system trajectories. In
section 3.4 we provide sufficient conditions for guas-mq of a stochastic switched sys-
tem under average dwell-time switching, where the fixed-index sequence monotonicity
assumption imposed in section 3.3 is violated. We construct two comparison systems
that do not require quantitative information of system trajectories.

3.3. Stochastic stability under fixed-index sequence monotonicity con-
dition. For this subsection we let P be a finite set with N elements. The following
result provides a stochastic version of Corollary 2.9.

Corollary 3.11. Consider the stochastic switched system (3.2) and h◦, h ∈ Γ.
Suppose there exist functions α, α1, α2, ρ, U ∈ K∞, Vp ∈ C1,2[R�0 × R

n,R�0] for each
p ∈ P, such that

(i) α1, α ◦ α−1
2 and U ◦ α−1

2 are convex, and ρ is concave;
(ii) the family {Vp | p ∈ P} is P-uniformly h-positive definite and h◦-decrescent in

the sense of (2.5);
(iii) ∀ (t, x) ∈ R�0 × R

n and ∀ p ∈ P, we have LpVp(t, x) � −α ◦ h◦(t, x);
(iv) for every pair of switching times (τi, τj), i < j such that σ(τi) = σ(τj) = p and

σ(τk) �= p for τi < τk < τj, the inequality

(3.8) E[Vp(τj , x(τj))] − E[Vp(τi, x(τi))] � −E[U ◦ h◦(τi, x(τi))]

holds, where x(t) is the solution process of (3.2) initialized at (t0, x0);
(v) ∀ (t, x) ∈ R�0 × R

n, we have α2 ◦ h◦(t, x) � ρ ◦ α1 ◦ h(t, x).
Then (3.2) is (h◦, h)-guas-m.

Proof. We define a candidate impulsive differential comparison system of the
type (2.6):

(3.9) Σ :

{
ξ̇ = −α ◦ α−1

2 (ξ), t �= τi,

ξ(τi) = E
[
Vσ(τi)(τi, x(τi))

]
,

i � 0, t � t0.

By its very definition, Σ satisfies hypotheses (iii)–(iv) of Theorem 3.8. Hypotheses (i)–
(ii) of Theorem 3.8 are satisfied by our hypotheses (i)–(ii). To verify hypothesis (v)
of Theorem 3.8, we shall first prove Lyapunov stability of Σ and then prove its global
asymptotic convergence, in view of Remark 2.6.

Consider the time interval [τ0, τ1[. From hypothesis (iii), we have

E
[
Vσ(τ0)(τ1, x(τ1))

]
� E

[
Vσ(τ0)(τ0, x0)

]
.

Combining with hypothesis (ii), using Jensen’s inequality we reach

(3.10) E[α1(h(τ1, x(τ1)))] � α2 ◦ h◦(t0, x0).
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For every p ∈ P, we have from hypothesis (i)

E[Vp(τ1, x(τ1))] � E[α2 ◦ h◦(τ1, x(τ1))] ,

and therefore by hypothesis (v),

(3.11) E[Vp(τ1, x(τ1))] � E[ρ ◦ α1 ◦ h(τ1, x(τ1))] .

In view of hypothesis (ii), we apply Jensen’s inequality to (3.11) and use hypothesis (ii)
to get

(3.12) E[Vp(τ1, x(τ1))] � ρ(E[α1 ◦ h(τ1, x(τ1))]) � ρ ◦ α2 ◦ h◦(t0, x0).

Consider now the interval [τ1, τ2[. From hypothesis (iii) we have

E
[
Vσ(τ1)(τ2, x(τ2))

]
� E

[
Vσ(τ1)(τ1, x(τ1))

]
.

Combining with hypothesis (ii) and applying (3.12) with p = σ(τ2), we get

(3.13) E[α1 ◦ h(τ2, x(τ2))] � ρ ◦ α2 ◦ h◦(t0, x0).

For all p ∈ P, we have

E[Vp(τ2, x(τ2))] � E[α2 ◦ h◦(τ2, x(τ2))] ,

so by hypothesis (iv) and Jensen’s inequality we get

E[Vp(τ2, x(τ2))] � ρ(E[α1 ◦ h(τ2, x(τ2))]).

Now (3.12) gives

E[Vp(τ2, x(τ2))] � ρ ◦ ρ ◦ α2 ◦ h◦(t0, x0).

It is not difficult to see that the worst-case situation for maximum possible over-
shoot of the function E[Vσ] occurs when the switching signal σ visits every element
of the set P without repetition until P is exhausted. Let τj� be the first switching
instant after all the subsystems that participate in the dynamics have become active
at least once since initialization at t = t0. From the above computations, it is easy to
see that, with

ρj := ρ ◦ . . . ◦ ρ︸ ︷︷ ︸
j times

,

the estimate

ξ(τj�) � ρN−1 ◦ α2 ◦ h◦(t0, x0),

is valid. Define the function

γ(·) := max
{
α2(·), ρ ◦ α2(·), . . . , ρN−1 ◦ α2(·)

}
.

From the above arguments and (3.8), it follows that ξ(t) � γ ◦ h◦(t0, x0). In view of
the definition of ξ0 and hypothesis (ii), this leads to

(3.14) ξ(t) � γ ◦ α−1
1 (ξ0) ∀ t � t0.

It remains to prove uniform global asymptotic convergence of Σ.
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We distinguish two cases.

Case 1. Switching stops in finite time. Since σ eventually becomes constant from
the κth switching instant, it follows that there are no impulses after t = τκ. Therefore,
the system (3.9) becomes an autonomous scalar ordinary differential equation after t =
τκ, with negative right-hand side for nonzero ξ(τκ). It follows that ξ(t) monotonically
decreases to 0 for all t � τκ. From (3.14) uniform Lyapunov stability of Σ follows.
Thus, (3.9) is guas. Theorem 3.8 now guarantees that (3.2) is (h◦, h)-guas-m.

Case 2. Switching continues indefinitely. Consider the restatement of the in-
equality (3.8) with ξ(τi) as in (3.9)

ξ(τj) − ξ(τi) � −E[U ◦ h◦(τi, x(τi))] = −E
[
U ◦ α−1

2 ◦ α2 ◦ h◦(τi, x(τi))
]

� −U ◦ α−1
2 (E[α2 ◦ h◦(τi, x(τi))]) ,

where we have utilized Jensen’s inequality and convexity of U ◦α−1
2 in hypothesis (i).

The infinite sequence {ξ(τi)}{i�0|σ(τi)=p} is monotonically nonincreasing and therefore
must attain a limit, say, c � 0. Taking limits as i ↑ ∞ on both sides of (3.8), we have

c− c � − lim
i↑∞

σ(τi)=p

U ◦ α−1
2 (E[α2 ◦ h◦(τi, x(τi))]) ,

which leads to

lim
i↑∞

σ(τi)=p

E[α2 ◦ h◦(τi, x(τi))] = 0.

Considering hypothesis (ii) and the reset equation in (3.9), we have

(3.15) lim
i↑∞

σ(τi)=p

ξ(τi) = lim
i↑∞,

σ(τi)=p

E
[
Vσ(τi)(τi, x(τi))

]
= 0.

Combining (3.14) and (3.15), we conclude that (3.9) is guas.

By Theorem 3.8, there exists a function β ∈ KL such that

E[h(t, x(t))] � β(h◦(t0, x0), t− t0) ∀ t � t0,

and we conclude that (3.2) is (h◦, h)-guas-m.

Remark 3.12. We note that in the above proof, Σ makes explicit use of state
information of (3.2)—in the notation of (2.6), we use

ψi

(
ξ
(
τ−i

)
, y(x(τi), σ(τi))

)
= E

[
Vσ(τi)(τi, x(τi))

]
in the reset equation. However, ξ(τ−i ) is not utilized; cf. Remark 2.10.

Remark 3.13. For Euclidean norms, the function ρ ∈ K∞ always exists if the
function α2 ◦α−1

1 is concave (cf. Remark 2.11). Also, if α1, α2, ρ, and U are quadratic,
as is typically the case for linear systems, hypothesis (i) is always satisfied.

Remark 3.14. It readily follows that for autonomous switched stochastic systems
and h◦, h specialized to Euclidean norms, Corollary 3.11 gives global asymptotic stabil-
ity in the mean. Corollary 3.9 then implies global asymptotic stability in probability,
which is derived in [8] without the aid of the comparison framework.
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3.4. Stochastic stability under average dwell-time switching. In this sub-
section we investigate conditions on the average dwell-time τa of a switching signal
such that (3.2) has the guas-mq property. We no longer retain the assumption that
P is finite. We specialize to Euclidean norms for simplicity and propose the following
result, which may be regarded as a stochastic counterpart of Theorem 2.12. A gen-
eralization of Theorem 3.15 to two measures and nonautonomous stochastic switched
systems is readily done.

Let us consider the autonomous stochastic switched system

(3.16) dx = fσ(x)dt + Gσ(x)dw, x(t0) = x0, t � t0,

where x ∈ R
n, fp ∈ C[Rn,Rn], Gp ∈ C[Rn,Rn×m], fp(0) = 0, Gp(0) = 0 for every

p ∈ P, w is an m-dimensional Wiener process on the probability space Ω. We
assume that fp and Gp are smooth enough to ensure existence and uniqueness of the
corresponding solution processes for every p ∈ P; see, e.g., [36] for precise conditions.

We need the definition of average dwell-time from (2.17) for the following result.
Theorem 3.15. Consider the switched system (3.2). Suppose that there exist

functions α1, α2 ∈ K∞, Vp ∈ C1[Rn,R�0] for each p ∈ P, and a positive number λ◦
such that

(3.17) α1(|x|q) � Vp(x) � α2(|x|q) ∀x ∈ R
n

with α1 convex, q � 1, and

(3.18) LpVp(x) � −λ◦Vp(x) ∀x ∈ R
n.

Suppose also that there exists a positive constant μ such that for each t ∈ R�0,

(3.19) Vp1(x) � μVp2(x) ∀x ∈ R
n, ∀ p1, p2 ∈ P.

Then (3.2) is guas-mq for every switching signal σ with average dwell-time τa > lnμ
λ◦

.
For a single system, (3.18) is a condition that implies global exponential stability

in the qth mean [14], under an additional condition of αi(r) = kir, i = 1, 2. Theo-
rem 3.15 is particularly simple for autonomous linear stochastic switched systems as
we now show.

Consider a stochastic switched autonomous linear system

(3.20) dx = Aσxdt + Bσxdwt, x(0) = x0, t � 0,

where σ(t) ∈ P, x ∈ R
n, Ap, Bp ∈ R

n×n, w is a scalar normalized Wiener process. For
quadratic Lyapunov functions Vp(x) = xTPpx, where Pp, p ∈ P is a positive definite
symmetric matrix, with the aid of (3.3) the condition (3.18) simplifies to

(3.21) AT
p Pp + PpAp + BpPpB

T
p + λ◦Pp � 0,

which is a linear matrix inequality. To get the quadratic Lyapunov functions Vp, it
is necessary to solve (3.21) for each p ∈ P; see [5] for related methods of solution
of such linear matrix inequalities, and see [14] for a discussion on quadratic Lya-
punov functions in stability analysis of stochastic linear systems. Note that (3.19) is
automatically satisfied if we can find such Vp = xTPpx, with Pp satisfying (3.21).

We provide two different proofs of Theorem 3.15 to illustrate the versatility of
our comparison framework.
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An impulsive differential equation as a comparison system.
Proof. Consider an impulsive differential system of the type (2.6) with

ψi

(
ξ
(
τ−i

)
, y(x(τi), σ(τi))

)
= μξ(τ−i ), i � 1, μ > 0,

as the reset equation, and

φ(t, ξ) = −λ◦ξ, λ◦ > 0.

Note that concavity of φ with respect to ξ is trivially satisfied. The complete system
stands as

(3.22) Σ′ :

{
ξ̇ = −λ◦ξ, t �= τi,

ξ(τi) = μξ(τ−i ), μ > 0,
ξ(t0) = Vσ(t0)(x0), i � 1, t � t0.

This system Σ′ is the same as (2.21). From (3.17) it follows that hypothesis (ii) of
Theorem 3.8 is satisfied with h◦(t, x) = h(t, x) = |x|q. Further, from (3.18) and (3.19)
together with the initial condition in (3.22), it follows that hypotheses (iii) and (iv)
of Theorem 3.8 are satisfied, respectively.

Intuitively,
• the minimum rate of decay of the expected values of Lyapunov functions

corresponding to each active subsystem is captured by the vector field of Σ′;
and

• the maximum jump in the values of two Lyapunov functions corresponding
to two consecutively active subsystems is captured by the reset equation of
Σ′ (since from (3.19) it follows that E[Vp1(x(τi))] � μE

[
Vp2(x(τ−i ))

]
for every

i � 1, as in section 2.4, μ � 1).
As in section 2.4, with τa > lnμ

λ◦
the guas property of Σ′ follows, which verifies

hypothesis (v) of Theorem 3.8. In view of Remark 3.5, by Theorem 3.8 we conclude
that (3.2) is guas-mq.

An ordinary differential equation as a comparison system.
Proof. Consider the following scalar autonomous system as a candidate compari-

son system:

(3.23) Σ′′ : ξ̇ =

(
lnμ

τa
− λ◦

)
ξ, ξ(t0) = μN◦eλ◦t0Vσ(t0)(x0), t � t0,

Note that concavity of the vector field of Σ′′ with respect to ξ is trivially satisfied. Let
the average dwell-time of σ be τa, and let ν := Nσ(T, t0). Considering the least rate
of decay of the expected values of Lyapunov functions corresponding to each active
subsystem given by (3.18), we have for an arbitrary T � 0,

E
[
Vσ(τi)(x(τ−i+1))

]
� E

[
Vσ(τi)(x(τi))

]
e−λ◦(τi+1−τi), 0 � i � ν,

and

E
[
Vσ(τν)(x(T ))

]
� E

[
Vσ(τν)(x(τν))

]
e−λ◦(T−τν).

Combining with the reset equation, we have

E
[
Vσ(τν)(x(T ))

]
� μνVσ(t0)(x0)e

−λ◦(T−t0).
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The solution ξ of (3.23) is identical to (2.25). From (3.17) it follows that hypothe-
sis (ii) of Theorem 3.8 is satisfied with h◦(t, x) = h(t, x) = |x|q. Further, from (3.18)
and (3.19) together with the initial condition in (3.23), it follows that hypotheses (iii)
and (iv) of Theorem 3.8 are satisfied, respectively.

Intuitively,

• the initial condition of Σ′′ captures the maximum possible overshoot in E[Vσ]—
this corresponds to the situation when all N◦ switches occur very close to
t = t0;

• ξ(·) forms an envelope of the sequence
{
E
[
Vσ(τi)(x(τi))

]}
i�0

over the interval

[t0, T ].

As in section 2.4, λ◦ > lnμ
τa

ensures global uniform asymptotic stability of Σ′′; this
verifies Theorem 3.8 hypothesis (v). It follows that by Theorem 3.8, (3.2) is guas-mq

for switching signals with τa > lnμ
λ◦

in view of Remark 3.5.

Remark 3.16. We note that in contrast to (3.9), the comparison systems (3.22)
and (3.23) do not utilize state information in the form of the function y directly; cf.
Remark 3.12.

Remark 3.17. From the solutions of (3.22) and (3.23) it is clear that for τa > lnμ
λ◦

,
guas of Σ′ and Σ′′ are ensured, which in turn imply that (2.2) is guas-mq. In other
words, the guas-mq property of (3.2) is “uniform” over all switching signals with

τa > lnμ
λ◦

. We therefore say that (3.2) is globally “uniformly” asymptotically stable in
the qth mean over all such switching signals; see also Remark 2.15.

Remark 3.18. What we stated in Remark 2.17 for deterministic switched sys-
tems carries over to the stochastic case quite easily; it is not difficult to show that
in the context of Theorem 3.8, under suitable hypotheses each subsystem may be
exponentially unstable while the switched system (3.2) remains (h◦, h)-guas-mq.

Namely, consider the stochastic switched system (3.2), and suppose that σ is such
that Nσ(t, t0) obeys (2.28) for some N◦, δa > 0. Let there exist functions α1, α2 ∈ K∞,
Vp ∈ C1[Rn,R�0], p ∈ P, and real numbers μ′ ∈ ]0, 1[ and λ◦ > 0, such that

(i) the estimate (3.17) holds;
(ii) ∀x ∈ R�0 × R

n and ∀ p ∈ P, we have LpVp(x) � λ◦Vp(x);

(iii) E
[
Vσ(τi)(x(τi))

]
� μ′E

[
Vσ(τ−

i )(x(τ−i ))
]

∀ i � 1;

(iv) δa < − lnμ′/λ◦.

Then (3.2) is guas-mq.

It may be verified that the comparison system Σ̃ in (2.29) is a suitable comparison
system under the above hypotheses, and the assertion follows from Theorem 3.8.

Remark 3.19. We mentioned in Remark 2.18 that for a system with state-
dependent switching, in general we cannot conclude stability for more than one initial
condition from the associated switched system (2.2). The situation is more compli-
cated in the case of a hybrid system with continuous dynamics perturbed by a Wiener
process; now the switching signals σ corresponding to different trajectories are differ-
ent even for a fixed initial condition, making direct analysis of such a system difficult.
The switched system (3.2) provides for simpler stability analysis for a fixed initial
condition, but once again we cannot conclude stability of the hybrid system under
variations in initial conditions from stability of the switched system. Theorem 3.8 is
stated without any claim of uniformity with respect to initial conditions. However,
in Theorem 3.15 we obtained uniform stability of a switched system perturbed by a
Wiener process over the class of σ defined by a suitable average dwell-time, without
taking into account an underlying hybrid system. This class of signals is potentially
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useful for hybrid systems where variations in the initial condition preserve average
dwell-time switching; see [39] for some results in this direction.

3.5. Remarks on other stability notions. In this subsection we study two
notions of stochastic stability of switched systems, different from the ones considered
so far, and utilize the framework of Theorem 3.8.

Stochastic practical stability. Stochastic practical stability is concerned with
practical stability of systems perturbed by a Wiener process with respect to prespeci-
fied domains in the state space. We briefly study a representative notion of stochastic
practical stability below; see [40] for a version of the definition for nonswitched systems
and with h◦(t, x) = h(t, x) = |x|q.

Definition 3.20. Let h◦, h ∈ Γ and the pair (λ,A), λ ∈ ]0, A[ be given. The
stochastic switched system (3.2) is said to be (h◦, h)-uniformly practically stable in
the mean with respect to (λ,A) if for every t0 ∈ R�0, the property

(3.24) h◦(t0, x0) < λ =⇒ E[h(t, x(t))] < A ∀ t � t0

holds for all solution processes.
The following result provides sufficient conditions for (h◦, h)-uniform practical

stability of (3.2) in the mean with respect to a given pair (λ,A).
Proposition 3.21. Consider the stochastic switched system (3.2) with a given

σ, h◦, h ∈ Γ, and let the pair (λ,A), λ ∈ ]0, A[ be given. Suppose that there exist
functions α1, α2 ∈ K∞, Vp ∈ C1,2

[
B(h,A) ∩

(
(R�0 × R

n)\B(h◦, λ)
)
,R�0

]
for each

p ∈ P, and a system Σ of the type (2.6), such that
(i) α1 is convex, and φ is concave in the second argument;
(ii) the family {Vp | p ∈ P} is P-uniformly h-positive definite and h◦-decrescent in

the sense of (2.5);
(iii) ∀ (t, x) ∈ B(h,A) ∩

(
(R�0 × R

n)\B(h◦, λ)
)

and ∀ p ∈ P, we have LpVp(t, x) �
φ(t, Vp(t, x));

(iv) ∀ (t0, x0) ∈ R�0×R
n, there exists ξ0 ∈ R�0 such that E

[
Vσ(τi)(τi, x(τi))

]
� ξ(τi)

for all i � 0, where x(t) and ξ(t) are the solution process of (3.2) and the
solution of Σ, respectively, for these initial conditions;

(v) Σ is uniformly practically stable with respect to (α2(λ), α1(A)).
Then (3.2) is (h◦, h)-uniformly practically stable in the mean with respect to (λ,A).

Proof. In view of Remark 2.20, the uniform practical stability of Σ with respect
to (α2(λ), α1(A)) implies that for every t0 ∈ R�0,

(3.25) ξ0 < α2(λ) =⇒ ξ(t) < α1(A) ∀ t � t0.

Select and arbitrary x0 such that h◦(t0, x0) < λ, and pick ξ0 = α2 ◦ h◦(t0, x0) and an
arbitrary nonnegative integer 
. From hypothesis (iv) and Lemma 3.7 at time τ = τ�,
we have

(3.26) E
[
Vσ(τ�)(τ�, x(τ�))

]
� ξ(t) ∀ t ∈ [τ�, τ�+1[.

Combining (3.26) with (3.25) over the time interval [τ�, τ�+1[, and using hypothe-
sis (iii), we have

(3.27) E[α1 ◦ h(t, x(t))] < α1(A) ∀ t ∈ [τ�, τ�+1[.

Since α1 is convex by hypothesis (i), by Jensen’s inequality in (3.27), we reach

(3.28) α1(E[h(t, x(t))]) < α1(A) ∀ t ∈ [τ�, τ�+1[.
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The inequality (3.28), together with the arbitrariness of 
, indicate that (3.24) holds.
The (h◦, h)-uniform practical stability in the mean of (3.2) with respect to (λ,A)
follows.

Strong global uniform asymptotic stability in probability. We present a
stronger version of global asymptotic stability in probability below; see, e.g., [33] for
a version of the definition for nonswitched systems and Euclidean norms.

Definition 3.22. Let h◦, h ∈ Γ. The stochastic switched system (3.2) is said
to be (h◦, h)-strongly globally uniformly asymptotically stable in probability ((h◦, h)-
sguas-p) if for every η ∈ ]0, 1[, there exists a function β ∈ KL such that for every
(t0, x0) ∈ R�0 × R

n, the inequality

(3.29) P

[
sup
t�t0

h(t, x(t)) � β(h◦(t0, x0), t− t0)

]
< η

holds.
Lemma 3.23. The (h◦, h)-sguas-p property is equivalent to the simultaneous

verification of the following two properties:
(SP1) for every η′ ∈ ]0, 1[, there exists a function δ ∈ K∞ such that for every ε > 0

and t0 ∈ R�0, we have

(3.30) h◦(t0, x0) < δ(ε) =⇒ P

[
sup
t�t0

h(t, x(t)) � ε

]
< η′;

(SP2) for every η′′ ∈ ]0, 1[, r, ε′ > 0, there exists a number T̃ (r, ε′) > 0 such that for
every t0 ∈ R�0, we have

(3.31) h◦(t0, x0) < r =⇒ P

[
sup

t�t0+T̃ (r,ε′)

h(t, x(t)) � ε′

]
< η′′.

A proof of this result is provided in Appendix B.
It is clear that the (h◦, h)-sguas-p property is stronger than the (h◦, h)-guas-p

property. However, the same hypotheses as those of Corollary 3.9 ensure this stronger
property, as we prove below. In fact, the hypotheses can be slightly weaker—we can
do away with the convexity assumption of α1 in Theorem 3.8.

Theorem 3.24. Suppose the hypotheses of Theorem 3.8 hold true, with α1 not
necessarily convex. Then (3.2) is (h◦, h)-sguas-p.

Proof. In view of Lemma 3.23 it suffices to prove (SP1)–(SP2). We first prove
(SP1). Let η′ ∈ ]0, 1[ and ε > 0 be given. Since Σ is guas by hypothesis (v), in view
of Remark 2.6 there exists a function δξ ∈ K∞ such that for every t0 ∈ R�0, we have

ξ0 < δξ(η
′α1(ε)) =⇒ ξ(t) < η′α1(ε) ∀ t � t0.

Let δ(·) := α−1
2 ◦ δξ(η

′α1(·)), where we have suppressed the dependence of δ on
η′, which is implied. Choose an arbitrary x0 such that h◦(t0, x0) < δ(ε) and let
ξ0 := α2 ◦ h◦(t0, x0). Then from hypotheses (iii), (iv) and Lemma 3.7, it follows that

(3.32) E
[
Vσ(t)(t, x(t))

]
� ξ(t) < η′α1(ε) ∀ t � t0.

Claim 1. We have P[supt�t0 h(t, x(t)) � ε] < η′.
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Indeed, let τε be the first exit time of x(t) from B(h, ε), i.e., τε := inf
{
t �

t0
∣∣ h(t, x(t)) � ε

}
� ∞. Therefore, from (3.32), we have

(3.33) E
[
Vσ(τε∧t)(τε ∧ t, x(τε ∧ t))

]
< η′α1(ε) ∀ t � t0.

Fix an arbitrary t′ > t0. We have from (3.33),

(3.34) η′α1(ε) > E
[
Vσ(τε∧t′)(τε ∧ t′, x(τε ∧ t′))

]
� E

[
1{τε�t′}Vσ(τε)(τε, x(τε))

]
,

where 1{·} is the indicator function. From hypothesis (ii) and the definition of τε, it
follows that

(3.35) E
[
1{τε�t′}Vσ(τε)(τε, x(τε))

]
� E

[
1{τε�t′}α1 ◦ h(τε, x(τε))

]
= P[τε � t′]α1(ε).

Combining (3.34) and (3.35) we get η′α1(ε) > α1(ε)P[τε � t′], and considering the
definition of τε, this leads to

P

[
sup

t∈[t0,t′]
h(t, x(t)) � ε

]
< η′.

Since t′ > t0 is arbitrary, we have

P

[
sup
t�t0

h(t, x(t)) � ε

]
< η′,

whence Claim 1 is verified. The (SP1) property (3.30) of (3.2) follows.
We now sketch the proof of (SP2), which is very similar to the proof of (SP1).

Let η′′ ∈ ]0, 1[ and r, ε′ > 0 be given. Since Σ is guas by hypothesis (v), in view of
Remark 2.6 there exists a number T (α2(r), η

′′α1(ε
′)) � 0 such that for every t0 ∈ R�0

we have

ξ0 < α2(r) =⇒ ξ(t) < η′′α1(ε
′) ∀ t � t0 + T (α2(r), η

′′α1(ε
′)).

Choose x0 such that h◦(t0, x0) < r and let ξ0 := α2 ◦ h◦(t0, x0). Then from hypothe-
ses (iii), (iv) and Lemma 3.7, it follows that

(3.36) E
[
Vσ(t)(t, x(t))

]
� ξ(t) < η′′α1(ε

′) ∀ t � t0 + T (α2(r), η
′′α1(ε

′)).

Claim 2. We have P

[
sup

t�t0+T (α2(r),η′′α1(ε′))
h(t, x(t)) � ε′

]
< η′′.

Indeed, defining τε′ := inf
{
t � t0+T (α2(r), η

′′α1(ε
′))

∣∣ h(t, x(t)) � ε′
}

� ∞, and
following the steps of the above proof of (SP1) with τ ′ε replacing τε, for an arbitrary
t′′ > t0 + T (α2(r), η

′′α1(ε
′)), we obtain

η′′α1(ε
′) > E

[
Vσ(τε′∧t′′)(τε′ ∧ t′′, x(τε′ ∧ t′′))

]
� E

[
1{τε′�t′′}Vσ(τε′ )

(τε′ , x(τε′))
]
.

This leads to η′′α1(ε
′) > P[τε′ � t′′]α1(ε

′). Since t′′ is arbitrary, by the definition of
τε′ we get

P

[
sup

t�t0+T̃ (r,ε′)

h(t, x(t)) � ε′

]
< η′′,

where T̃ (r, ε′) := T (α2(r), η
′′α1(ε

′)), suppressing the dependence on η′′, which is
implied. This verifies Claim 2, and hence the (SP2) property (3.31) of (3.2).
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We conclude that (3.2) is (h◦, h)-sguas-p.
Since (h◦, h)-sguas-p implies (h◦, h)-guas-p, we obtain the (h◦, h)-guas-p prop-

erty of (3.2) without the necessity of α1 being convex; cf. Remark 3.10. See also [23]
for a proof of the guas-p property of a single stochastic system without the convexity
assumption on α1.

4. Conclusion. We have established a general framework for stability analy-
sis of deterministic and stochastic switched systems. In section 2 we have unified
representative existing results on deterministic switched systems and provided illus-
trations of how we can improve upon the scope of applicability of Lyapunov’s second
method to switched systems. In section 3 we have established new results on stability
of stochastic switched systems. We have carried out analysis in terms of two mea-
sures and demonstrated how our framework applies to various stability notions. To
conclude, we make the following comments with an eye toward possible future work.

In this paper we have considered disturbances in the form of a Wiener process
affecting the states of a switched system, and we have not paid attention to the
mechanism of switching signal generation. A common way to generate a switching
signal, which has received a lot of attention in recent literature, is via a Markov chain
with state space P; see, e.g., [2, 4, 21]. In situations where both Markovian switching
and a Wiener process are present, we have to keep in mind two different probability
spaces in general: one that generates the disturbances, and the other which governs
the Markovian switching. Some results on stability analysis of piecewise deterministic
systems with Markovian switching are under development by the authors and will be
presented separately.

Although we have utilized only scalar Lyapunov functions in this paper, there
can be a parallel development utilizing vector Lyapunov functions. For details on this
method, see, e.g., [32] and also [29] for an extensive development and discussion on
vector Lyapunov functions used in conjunction with analysis using two measures.

A suitably modified version of the comparison framework can be used for systems
with inputs also; details for the case of input-to-state stability of switched systems
will be reported elsewhere.

Appendix A. Equivalence of definitions of (h◦, h)-GUAS.
Proof of the claim in Remark 2.3. Sufficiency. Assume that the (S1) property

holds. With a fixed ε > 0 we have

h◦(t0, x0) � δ(ε) =⇒ h(t, x(t)) � ε ∀ t � t0,

and the above implication holds uniformly over t0. Defining the function ϕ ∈ K∞
such that ϕ(·) := δ−1(·), it follows that

(A.1) h(t, x(t)) � ϕ ◦ h◦(t0, x0) ∀ t � t0,

since ε > 0 is arbitrary.
Now we assume that the (S2) property holds.
A straightforward generalization of [31, Lemma 3.1] leads to the existence of a

family of mappings {Tr}r>0 with the properties
• for every fixed r > 0, Tr ∈ C[R>0,R>0] is surjective and strictly decreasing,

and
• for every fixed ε > 0, Tr(ε) is strictly increasing with r and limr↑∞ Tr(ε) = ∞,

such that h◦(t0, x0) < r implies h(t, x(t)) < ε ∀ t � t0 + Tr(ε).
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Let ψr(·) := T−1
r (·), r ∈ ]0,∞[. Then ψr ∈ C[R>0,R>0] is surjective and strictly

decreasing. We write ψr(0) = ∞, considering limt↓0 ψr(t) = ∞.
Claim. For h◦(t0, x0) < r we have h(t, x(t)) � ψr(t) for t � t0.
Proof. It follows from the definition of Tr that for an arbitrary r, ε > 0,

h◦(t0, x0) < r =⇒ h(t, x(t)) < ε ∀ t � t0 + Tr(ε).

Since t − t0 = Tr ◦ ψr(t − t0), for t > t0, we have h(t, x(t)) < ψr(t − t0). Combining
this and ψr(0) = ∞, the validity of the claim follows.

For arbitrary s, t ∈ R�0, let

ψ(s, t) := min

{
ϕ(s), inf

r∈ ]s,∞[
ψr(t)

}
.

By definition of ϕ and the above claim, for every (t0, x0) ∈ R�0 × R
n,

h(t, x(t)) � ψ(h◦(t0, x0), t− t0) ∀ t � t0.

The function ψ need not be of class KL, so we majorize it as follows. By definition,
ψ(·, t) is a nondecreasing function and for some fixed s, ψ(s, t) → 0 as t ↑ ∞. Define

ψ̃(s, t) :=

∫ s+1

s

ψ(v, t)dv +
s

(1 + s)(1 + t− t0)
.

It is straightforward to prove that
• ψ̃(s, t) is increasing with s for every t ∈ R�0,

• ψ̃(s, t) decreases to 0 as t ↑ ∞ for every fixed s ∈ R�0, and

• ψ̃(s, t) � ψ(s, t).

Then defining β(s, t) :=

√
ϕ(s)ψ̃(s, t), it follows that for an arbitrary (t0, x0) ∈

R�0 × R
n,

h(t, x(t)) �
√(

ϕ ◦ h◦(t0, x0)
) (

ψ(h◦(t0, x0), t− t0)
)

� β(h◦(t0, x0), t− t0) ∀ t � t0.

The proof of sufficiency is complete.
Necessity.
• To see (S1), consider the inequality (2.4) at the initial condition. We recover

a class K∞ function β(·, 0) =: γ(·) relating h◦ and h as h(t, x) � γ ◦ h◦(t, x)
for all (t, x) ∈ R�0 × R

n. Now for ε > 0, consider δ(·) = γ−1(·).
• To see (S2), consider r, ε > 0 given and the existence of T follows from the

property of the class KL function β.
The proof of necessity is complete.

Appendix B. Equivalence of definitions of (h◦, h)-SGUAS-P.
Proof of Lemma 3.23. First we show that (h◦, h)-sguas-p implies (SP1)–(SP2).
We note that by the (h◦, h)-sguas-p property, there exists a function β ∈ KL such

that (3.29) holds. Let η′, η′′ ∈ ]0, 1[, r, ε, ε′ > 0 and t0 ∈ R�0 be given. We choose
η = η′ ∧ η′′. From the deterministic equivalence claimed in Remark 2.3, we have two
numbers δ(ε) > 0 and T (r, ε′) � 0 such that from the condition supt�t0 h(t, x(t)) <
β(h◦(t0, x0), t− t0) we get

(i) h◦(t0, x0) < δ(ε) =⇒ supt�t0 h(t, x(t)) < ε, and
(ii) h◦(t0, x0) < r =⇒ supt�t0+T (r,ε′) h(t, x(t)) < ε′.
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Choose x0 ∈ R
n such that h◦(t0, x0) < δ(ε) ∧ r. Define the sets

(B.1)
Ω′

t :=
{
h(t, x(t)) < ε

}
,

Ω′′
t :=

{
h(t, x(t)) < ε′

}
∪
{
t < t0 + T (r, ε′)

}
.

Note that the set
{
t < t0 + T (r, ε′)

}
merely ensures that the probability mea-

sure of the set
{
h(t, x(t)) < ε′

}
is meaningful only after t � t0 + T (r, ε′), which

is what we need. In the light of (i)–(ii) and the definitions in (B.1), we know
that (3.29) implies that P[∩t�t0 (Ω′

t ∩ Ω′′
t )] � 1 − η. But by our choice of η, this

means that P[∩t�t0 (Ω′
t ∩ Ω′′

t )] � (1−η′)∨(1−η′′). Therefore, P[∩t�t0Ω
′
t] � 1−η′ and

P[∩t�t0Ω
′′
t ] � 1 − η′′, which are the properties (SP1) and (SP2) in (3.30) and (3.31),

respectively.
Now we show that (SP1)–(SP2) implies (h◦, h)-sguas-p.
Let η ∈ ]0, 1[, r, ε, ε′ > 0 and t0 ∈ R�0 be given. We choose η′ = η′′ = η/2. From

(SP1)–(SP2), we get two numbers δ(ε) > 0 and T (r, ε′) � 0. Choose x0 such that
h◦(t0, x0) < δ(ε)∧r. Using the definitions of Ω′

t and Ω′′
t in (B.1), from (3.30) and (3.31)

we have P[∩t�t0Ω
′
t] � 1−η/2, and P[∩t�t0Ω

′′
t ] � 1−η/2. We know that for A,B ⊂ Ω

such that P[A] � 1−η/2 and P[B] � 1−η/2, we have P[A ∩B] � 1−η. (This follows
from the simple observation that 1 � P[A ∪B] = P[A] + P[B] − P[A ∩B].) It follows
that P[∩t�t0 (Ω′

t ∩ Ω′′
t )] � 1 − η, which is just

P

[{
sup
t�t0

h(t, x(t)) < ε

}⋂{
sup

t�t0+T (r,ε′)
h(t, x(t)) < ε′

}]
� 1 − η.

In view of Remark 2.3 and (i)–(ii) above, since r, ε, ε′ > 0 were arbitrary, it follows that
there exists a function β ∈ KL such that P

[
supt�t0 h(t, x(t)) < β(h◦(t0, x0), t− t0)

]
�

1 − η, which is the (h◦, h)-sguas-p property (3.29).
We remark that with little alteration of the above proof we obtain the equivalence

of the definitions of (h◦, h)-guas-p claimed in Remark 3.4. Indeed, for arbitrary fixed
t > t0, we need to eliminate the intersections of the sets Ω′

t and Ω′′
t over t � t0 in the

equations above to establish the equivalence for time t. Since t is an arbitrary choice,
we can conclude the validity of the result for every t � t0.
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[23] M. Krstić and H. Deng, Stabilization of Nonlinear Uncertain Systems, Springer-Verlag,

Berlin, 1998.
[24] P. R. Kumar and P. Varaiya, Stochastic Systems: Estimation, Identification, and Adaptive

Control, Prentice–Hall, Englewood Cliffs, 1985.
[25] H. J. Kushner, Stochastic Stability and Control, Academic Press, New York, 1967.
[26] G. S. Ladde and V. Lakshmikantham, Random Differential Inequalities, Academic Press,

New York, 1980.
[27] V. Lakshmikantham, S. Leela, and A. A. Martynyuk, Practical Stability of Nonlinear

Systems, World Scientific, Singapore, 1990.
[28] V. Lakshmikantham and S. Leela, Differential and Integral Inequalities: Theory and Appli-

cation, Vol. 1, Academic Press, New York, 1969.
[29] V. Lakshmikantham and X. Liu, Stability Analysis in Terms of Two Measures, World Scien-

tific, Singapore, 1995.
[30] D. Liberzon, Switching in Systems and Control, Birkhäuser, Boston, 2003.
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1. Introduction. We consider the optimal control problem of minimizing the
performance index subject to a nonlinear control system:

min

∫ T∞

0

f0(x(t), u(t)) dt,(1.1)

where

d

dt
x(t) = f(x(t)) + Bu(t) for t > 0,(1.2)

x(0) = x0,(1.3)

for some T∞ ∈ (0,∞] and x0 ∈ Rn. In order to present our approach without the
technical difficulties associated to infinite dimensional control systems, we assume
here that the state space is finite dimensional. We refer to x(·) and u(·) as state
and control functions with x(t) ∈ Rn and u(t) ∈ Rm. Under appropriate conditions,
(1.1)–(1.3) admit a solution which satisfies the minimum principle

⎧⎪⎪⎨
⎪⎪⎩

d
dtx(t) = Hp(x(t), u(t), p(t)), x(0) = x0,

d
dtp(t) = −Hx(x(t), u(t), p(t)), p(T∞) = 0,

u(t) = arg minu∈Rm H(x(t), u, p(t)),

(1.4)
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where H is the Hamiltonian defined by H(x, u, p) = f0(x, u) + p · (f(x) + Bu). The
coupled system of two-point boundary value problems with initial condition for the
primal equation and terminal condition for the adjoint equation represents a signifi-
cant challenge for numerical computations in case the dimension n of the state or the
time horizon T∞ are large. It has therefore been the focus of many research efforts.
An alternative approach consists in constructing the feedback solution based on Bell-
man’s dynamic programming principle. Again, due to computational costs, this is
tractable only for very limited examples.

One of the possibilities to overcome these difficulties is given by time-domain
decomposition based on receding horizon formulations [ABQRW, GPM]. Receding
horizon techniques have proved to be effective numerically both for optimal control
problems governed by ordinary (e.g., [CA, JYH, K, MM, PND, SMR]) and by partial
differential equations, e.g., in the form of the instantaneous control technique for
problems in fluid mechanics [B, CHK, CTMC, HV].

To briefly explain the strategy let 0 = T0 < T1 · · · < T∞ describe a grid on
[0, T∞) and let T ≥ max{Ti+1−Ti : i = 0, . . . }. If T > Ti+1−Ti, we have overlapping
domains. The receding horizon optimal control problem involves the successive finite
horizon optimal control problems on [Ti, Ti + T ],

min

∫ Ti+T

Ti

f0(x(t), u(t)) dt + G(x(Ti + T )),(1.5)

subject to

d

dt
x(t) = f(x(t)) + Bu(t), t ∈ [Ti, Ti + T ],(1.6)

x(Ti) = x∗(Ti) if i ≥ 1 and x(0) = x0 for i = 0,(1.7)

where x∗ is the solution to the auxiliary problem on [Ti−1, Ti−1 + T ].
The solution on [0, T∞) is obtained by concatenation of the solutions on [Ti, Ti+1]

for i = 0, . . . . If the terminal cost G is chosen as a control Liapunov function, then the
asymptotic stability and the performance estimate of the receding horizon synthesis
are established in [IK1] in case (1.2) is posed in a finite dimensional state space, and
in [IK2] for infinite dimensional state spaces. For example, if G is selected as the
optimal value function for (1.1)–(1.3) on the infinite horizon, then the optimal pair
(x∗, u∗) for the receding horizon control (1.5)–(1.8) is optimal for the original problem
(1.1)–(1.3) on the infinite horizon. In general, G plays the role of a look-ahead term
in the sense that it stabilizes the receding horizon synthesis and provides a good sub-
optimal control law for the given performance (1.1). Since it is impractical to assume
that the optimal value functional is known we constructed in [IK1] and [IK2] control
Liapunov functions for diverse classes of problems which are based on Liapunov or
Riccati equations. For the numerical example of section 5 we select G as the solution
to an associated Riccati equation.

If x(Ti) is observed, then the receding horizon control technique is a state feedback
method since the control on [Ti, Ti+1] is determined as a function of the state x∗(Ti).
If the optimal pair (x∗(t), u∗(t)), t ∈ [Ti, Ti + T ] is shifted by −Ti it satisfies the two-
point boundary value problem (1.4) on the interval [0, T ] with the terminal condition
p(T ) = Gx(x(T )) and initial condition x(0) = x∗(Ti).

In this paper we address the state estimator problem for the receding horizon
technique. We shall also allow for additive noise in the system dynamics as well as
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in the observation process and we admit uncertainty in the initial condition. The
nonlinear time-independent control system with additive unmodeled disturbance is
given by ⎧⎨

⎩
d
dtx(t) = f(x(t)) + Bu(t) + d(t) for t > 0,

x(0) = x0,
(1.8)

where d(t) is an unknown disturbance process. The observation process providing
partial observations y(t) ∈ Rp of the state x(t) is assumed to be of the form

y(t) = Cx(t) + n(t),(1.9)

where C ∈ R
p×n and n(t) is a measurement noise process. The output feedback

law will utilize the open loop optimal control u∗ with associated optimal state x∗ on
the interval [Ti, Ti+1] computed from (1.5) and (1.6). The initial condition for the
computation of x∗ is taken to be

x(0) = x0 + η0,

where η0 denotes the uncertainty in the initial condition for i = 0, and then it is
chosen as the state of the estimator, which will be introduced below, at time Ti, if
i ≥ 1. This can be considered as a preprocessing step for the construction of the
feedback law, and in view of the fact that receding time horizon T is considered to be
small compared to T∞ it is considered to be comparatively cheap.

Once x∗ is computed on [Ti, Ti + T ], the output feedback law is chosen to be of
the form

u(t) = u∗(t) −BTΠ(w(t) − x∗(t)), t ∈ [Ti, Ti+1),(1.10)

where w denotes the state of the compensator. The construction of the feedback gain
BTΠ will be specified below. Suggested from linear quadratic Gaussian (LQG) design,
the compensator is based on (1.10) together with the state estimator dynamics of the
form

dw

dt
= f ′(x̄)(w(t) − x∗(t)) + f(x∗(t)) + Bu(t) + ΣCT (y(t) − Cw(t)),(1.11)

w(Ti) = w(T−
i ) for i = 1, 2, . . . , and w(0) = x0 + η0,(1.12)

for the state estimator w(t), where w(T−
i ) denotes the value of the estimator on

[Ti−1, Ti−1 + T ] at Ti and f ′(x̄) is the Jacobian of f at a reference state x̄. This
reference state x̄ is selected on the basis of the optimal pair (x∗, u∗) on [Ti, Ti + T ],
for example,

x̄ =
1

T

∫ Ti+T

Ti

x∗(t) dt or x̄ = x∗(Ti + T ).(1.13)

The feedback synthesis (1.10)–(1.12) performs tracking of (1.8) to the optimal pair
(x∗, u∗) on [Ti, Ti+T ] under the uncertainty of the initial condition, observation noise
and an additive disturbance in the system dynamics. As described in section 2, our
tracking method is based on the linearization of the nonlinearity f at the reference
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state x̄. The control gain BTΠ and the filter gain ΣCT will be constructed by two
LQG Riccati equations, which we specify in section 2.

For our stability analysis of the output feedback synthesis (1.11)–(1.13) it is not
necessary that (x∗, u∗) is assumed to be the optimal pair for the receding horizon
control on [Ti, Ti + T ]. It is only required that x∗ is a stable trajectory of (1.2)
corresponding to a given control u∗. However, if G is selected as a control Liapunov
function, then the global stability and performance estimate of the receding control
are established in [IK1]. Thus, we assume (x∗, u∗) is the optimal pair for the receding
horizon control on each horizon [Ti, Ti+T ] and the corresponding (1.11)–(1.13) defines
our proposed output feedback synthesis for (1.1)–(1.3).

The stability analysis and performance estimates for the proposed procedure are
given in section 2. In section 3 the asymptotic behavior of the overall closed-loop
system (1.8), with feedback control given by (1.10) and (1.11), is discussed. Our
analysis uses the Liapunov stability arguments. In section 4 we briefly address a
modification of the proposed method based on an H∞-synthesis. Numerical examples
that illustrate the feasibility of combining the receding horizon strategy with state
estimator dynamics are given in section 5, by means of stabilization and tracking
problems for the Burgers equation.

The controlled Burgers equation is an infinite dimensional system which, after
discretization, is of the form considered in (1.2). In fact, while our analysis is carried
out for finite dimensional systems, the proposed concepts can be extended to infinite
dimensional systems. The details, however, require further research.

2. LQG design. In this section we describe the construction of the feedback
and filters gains for (1.10) and (1.11). Subsequently we establish the stability and the
performance estimate for the compensator dynamics (1.10), (1.11) based on the LQG
design on a single time horizon [0, T ]. The iterative procedure on the sequence of time
horizons [Ti, Ti+1] will be considered in section 3. The Jacobian of f at x ∈ R

n will
be denoted by A(x) = f ′(x) and in particular we set

A = f ′(x̄).

We assume that

(A,B,C) is stabilizable and detectable.(2.1)

Consider the controlled linear equation, which results from linearizing f at x∗(t) and
subsequently replacing x∗(t) by x̄:⎧⎨

⎩
d
dt (x̂(t) − x∗(t)) = A(x̂(t) − x∗(t)) + B(u(t) − u∗(t)) + d(t),

x̂(0) = x0 + η0,
(2.2)

where d(t) is the disturbance process. We shall further comment on the choice of the
linearized equation in Remark 2.2. Let Q ∈ R

n×n denote a positive definite matrix
and consider the tracking problem to the pair (x∗, u∗):{

min 1
2

∫∞
0

((x̂(t) − x∗(t))TQ(x̂(t) − x∗(t)) + |u(t) − u∗(t)|2)dt

subject to (2.2) over u ∈ L2(0,∞; Rm).
(2.3)

Throughout this paper we use |x|2 = (x, x) to denote the square of the Euclidean
norm of a vector x and ‖A‖ for the subordinate matrix norm. Here (x, y) stands
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for the dot product of vectors x, y which will at times also be denotes by xT y. Let
V : R

n → R
+ denote the value functional associated to (2.3). It can be shown that

V (x) =
1

2
(x− x∗)TΠ(x− x∗) + vT (x− x∗) + c,

where c is a constant, and the symmetric positive definite matrix Π ∈ Rn×n and
v ∈ Rn satisfy {

ATΠ + ΠA− ΠBBT Π + Q = 0,

(A−BBT Π)T v + Π d = 0,
(2.4)

where we assume that the disturbance is constant in time. The optimal feedback loop
control for (2.3) is given by

u = u∗(t) −BT (Π(x̂(t) − x∗(t)) + v).(2.5)

Since we consider unknown, unmodeled disturbance d = d(t) we do not include the
feedforward input v in the feedback form (1.10).

Turning to the estimator we use the (Kalman) filter gain ΣCT based on the linear
system (A,C), where Σ ∈ R

n×n is the positive definite solution to

AΣ + ΣAT − ΣCT C Σ + R = 0,(2.6)

with R ∈ Rn×n a positive definite matrix. This results in the following equations for
the compensator

dw

dt
= A(x̄)(w(t) − x∗(t)) + f(x∗(t)) + Bu(t) + ΣCT (y(t) − Cw(t)),(2.7)

w(0) = x0 + η0(2.8)

and the associated feedback law

u(t) = u∗(t) −BTΠ(w(t) − x∗(t)).(2.9)

Note that (2.1) guarantees the existence of Π and Σ with the specified properties.
Moreover the spectra of A−BBT Π and A−ΣCTC are strictly contained in the left
half of the complex plane. We henceforth assume that

d ∈ L1
loc(0,∞;Rn), and n ∈ L1

loc(0,∞;Rp).

We further assume the existence of solutions x and w to (1.8) and (2.7), (2.8) on [0, T ]
for every u ∈ L1(0, T ;Rm), where y is given by (1.9).

Proposition 2.1. Let W (x) = 1
2x

TΠx. For t ∈ [0, T ] we have

d

dt
W (x(t) − x∗(t)) = −1

2
(|BTΠ(x(t) − x∗(t))|2 + (Q(x(t) − x∗(t)), x(t) − x∗(t)))

+ (d(t) + r(x(t), x∗(t)),Π(x(t) − x∗(t))) + (BTΠ(x(t) − w(t)), BTΠ(x(t) − x∗(t))),

where

r(x, x∗) = f(x) − f(x∗) −A(x̄)(x− x∗),
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x is the solution to (1.8) with u given in (2.9), and x∗ is the solution to (1.6) with the
optimal open loop control u∗.

Proof. Using (1.6) and (1.8) we have

d

dt
(x(t) − x∗(t)) = A(x(t) − x∗(t)) −BBTΠ(x(t) − x∗(t))

+BBTΠ(x(t) − w(t)) + d(t) + r(x(t), x∗(t)).

Thus,

d

dt
W (x(t) − x∗(t)) = ((A−BBTΠ)(x(t) − x∗(t)) + BBTΠ(x(t) − w(t))

+ d(t) + r(x(t), x∗(t)),Π(x(t) − x∗(t))

and the proposition follows from the fact that

((A−BBTΠ)x,Πx) = −1

2
(|BTΠx|2 + (Qx, x)).

Proposition 2.2. Let W̃ (z) = 1
2 z

TΣ−1z. For t ∈ [0, T ] we have

d

dt
W̃ (x(t) − w(t)) = −1

2
(|C(x(t) − w(t))|2 + (RΣ−1(x(t) − w(t)),Σ−1(x(t) − w(t)))

+ (r(x(t), x∗(t)) + d(t),Σ−1(x(t) − w(t))) − (n(t), C(x(t) − w(t)),

where x and w are the solutions to (1.8) and (2.7) for some u ∈ L2(0, T ;Rm).
Proof. From (1.8) and (2.7) we have

d

dt
(x(t) − w(t)) = A(x(t) − w(t)) + r(x(t), x∗(t)) + d(t) − ΣCT (C(x(t) − w(t)) + n(t)),

and hence

d

dt
W̃ (x(t) − w(t)) = ((A− ΣCTC)(x(t) − w(t))

+ r(x(t), x∗) + d(t) − ΣCTn(t),Σ−1(x(t) − w(t))).

Thus the proposition follows from the fact that

((A− ΣCTC)z,Σ−1z) = −1

2
(|Cz|2 + (RΣ−1z,Σ−1z)).

To quantify the performance of the compensator we set

E(t) = (x(t) − x∗(t),Π(x(t) − x∗(t)))1/2 + (x(t) − w(t),Σ−1(x(t) − w(t)))1/2.

Note that E(t) = (W (x(t)−x∗(t))+W̃ (x(t)−w(t)))1/2. We further introduce positive
constants α1, α2 and β1, β2 such that

α1 I ≤ Π ≤ α2 I, β1 I ≤ Σ−1 ≤ β2 I,(2.10)
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where I is the identity matrix on Rn. We shall require the following assumptions:
there exists ω > 0 such that

1

2
(|BTΠx|2 + (Qx, x) + |Cz|2 + (RΣ−1z,Σ−1z))

− (BTΠΣ Σ−1z,BTΠx) ≥ ω (W (x) + W̃ (z)) for all x, z ∈ Rn,

(2.11)

and

E(0) ≤ δ

2
and |x∗(t) − x̄| ≤ δ on [0, T ] for some δ > 0.(2.12)

Turning to the effect of the nonlinearity we observe that

r(x, x∗) = f(x) − f(x∗) −A(x∗)(x− x∗) + (A(x∗) −A(x̄))(x− x∗).

We assume that there exist a constant L such that

|r(x, x∗)| ≤ L (|x∗ − x̄| + |x− x∗|) |x− x∗| for all x, x∗ ∈ S,(2.13)

where S = {x ∈ Rn : |x− x̄| ≤ δ(1 + 1√
α1

)}. We shall further assume that

ω̃ = ω − Lδ

√
α1 + 1

α1

√
α2 +

√
α2 + β2

2
> 0.(2.14)

This requirement is trivially satisfied if f is linear. Let us define

ρ(t) =
√
α2 + β2 |d(t)| +

1√
β1

‖C‖|n(t)|.

We require the following smallness condition on the noise processes:∫ t

0

e−ω̃(t−s)ρ(s) ds <
δ

2
for all t ∈ [0, T ].(2.15)

Theorem 2.1. If (2.12) and the stability conditions (2.11), (2.13), (2.14) and
the smallness condition on the noise processes (2.15) are satisfied, then

E(t) ≤ e−ω̃t E(0) +

∫ t

0

e−ω̃(t−s)ρ(s) ds(2.16)

holds for all t ∈ [0, T ].
Proof. Due to (2.12) there exists τ such that

E(τ) ≤ δ on [0, τ ].

Note that
√
α1|x(t) − x∗(t)| ≤ E(t) and therefore x(t) ∈ S for t ∈ [0, τ ]. Set

X(t) = |x(t)− x∗(t)|Π and Y (t) = |x(t)−w(t)|Σ−1 . Suppressing the dependence on t
we obtain by (2.12), (2.13) that

(r(x, x∗),Π(x− x∗)) + (r(x, x∗),Σ−1(x− w))

≤ Lδ

√
α1 + 1

α1
(
√
α2X

2 +
√
β2XY )

≤ Lδ

√
α1 + 1

α1

√
α2 +

√
α2 + β2

2
(X2 + Y 2) for t ∈ [0, τ ].
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Since

E(t)
d

dt
E(t) =

d

dt
(W (x(t) − x∗(t)) + W̃ (x(t) − w(t))),

we find by Proposition 2.1, 2.2, with u given in (2.9), and (2.11), (2.13), (2.14) that

d

dt
(W (x− x∗) + W̃ (x− w))

≤ −ω(W (x− x∗) + W̃ (x− w)) + (d + r(x, x∗),Π(x− x∗) + Σ−1(x− w)) − (n,C(x− w))

≤ −ω̃(W (x− x∗) + W̃ (x− w)) + (d,Π(x− x∗)) + (d,Σ−1(x− w)) − (n,C(x− w))

≤ −ω̃(W (x− x∗) + W̃ (x− w)) + ρ(t)(W (x− x∗) + W̃ (x− w))1/2.

Consequently

d

dt
E(t) ≤ −ω̃E(t) + ρ(t).

This implies (2.16) on [0, τ ].

By (2.15) and continuity of t →
∫ t

0
e−ω(t−s)ρ(s)ds there exists α ∈ (0, 1) such that

∫ t

0

e−ω̃(t−s)ρ(s)ds ≤ αδ

2
for all t ∈ [0, T ],

and consequently

E(t) <
δ

2
(1 + α) for all t ∈ [0, τ ].(2.17)

A continuation argument implies that (2.16) and (2.17) hold on [0, T ]. In fact,
if (2.17) holds on [0, T ], then (2.16) can be continued from [0, τ ] to [0, T ]. Assuming
that (2.17) is not valid on [0, T ], let τ̃ denote the smallest value in (0, T ) such that
E(τ̃) = δ

2 (1+α). Then repeating the argument leading to (2.16) it can be shown that

there exists ε > 0 such that (2.16) holds in [0, τ̃ + ε]. This implies E(τ̃ + ε) < δ
2 (1+α),

which is a contradiction. Thus (2.17) holds on [0, T ].
Remark 2.1. Concerning assumption (2.12), we note that the indefinite term

−(BTΠΣΣ−1, BTΠx) can be estimated by

−(BTΠΣΣ−1z,BTΠx) ≥ − 1

2α
|BTΠΣΣ−1z|2 − α

2
|BTΠx|2

and the terms on the right-hand side can be combined with (Qx, x) and (RΣ−1z,Σ−1z),
and α > 0 appropriately chosen, to check for (2.12). However, since Π and Σ depend
nonlinearly on Q and R, respectively, we must check the validity of (2.12) for any
given system. We have done so numerically for our test examples.

Remark 2.2. The linear equation (2.2) as a basis for the construction of the
compensator is well suited for our purposes. Other choices are briefly indicated.

1. Linearizing (1.8) at x̄ results in

d

dt
(x̂(t) − x̄) = f(x̄) + A(x̂(t) − x̄) + B(u(t) − u∗(t)) + d(t).
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The resulting Riccati synthesis is of the form (2.4) with d replaced by d+f(x̄).
Since d is unknown it cannot be used for the construction of the estimator,
and f(x̄) remains as a known bias term. It necessitates to modify W to be
W (x) = 1

2x
TΠx + xT v, with the bias v changing from one horizon to the

next.
2. It is also possible to employ the time varying linearization⎧⎨

⎩
d
dt (x̂(t) − x∗(t)) = A(t)(x̂(t) − x∗(t)) + B(u− u∗(t)) + ñ(t),

x̂ = x0,
(2.18)

where A(t) = A(x∗(t)) and use the corresponding time-varying gains BTΠ(t)
and Σ(t)CT determined by

d

dt
Π(t) + A(t)TΠ(t) + Π(t)A(t) − Π(t)BBTΠ(t) + Q = 0

and

d

dt
Σ(t) −A(t)Σ(t) − Σ(t)A(t)T + Σ(t)BBTΣ(t) −R = 0.

One can adapt our analysis and establish an error estimate analogous to (2.16)
assuming that ω > 0 and L are independent of t ∈ [0, T ].

3. Asymptotic performance of a closed-loop system. We will apply The-
orem 2.1 repeatedly on the intervals [Ti, Ti + T ]. Let us briefly recall the procedure.
The open loop solution x∗ to (1.5)–(1.7) is computed on [Ti, Ti+1], and based on it
x̄ is determined; see (1.13). To refer to a specific horizon we henceforth use x̄Ti

for
x̄. This determines A(x̄Ti

) and allows us to compute Π = Π(x̄Ti
) and Σ = Σ(x̄Ti

)
as solutions to the corresponding Riccati equations. The compensator can then be
defined on the basis of (1.10)–(1.12). To simplify the following discussion we assume
that Ti+1 − Ti = T for all i. We shall assume that

E(0) ≤ δ

2
and |x∗(t) − x̄| ≤ δ on [Ti, Ti+1] for all i = 0, . . .(3.1)

and that (2.10) and (2.11) hold uniformly on all horizons [Ti, Ti+1]. In view of the
continuity of x → A(x), we have continuity of x → Π(x) and x → Σ(x). Due to these
properties and the fact that the open loop control x∗ is typically guaranteed to be
continuous and bounded on [0,∞) (see, e.g., [IK1]), assumptions (2.10), (2.11), and
(3.1) are natural ones. As x̄Ti

changes from one horizon to the next, so does S = STi

in (2.13). We assume that (2.13) holds uniformly for all horizons as well and that∫ t

0

e−ω̃(t−s)ρ(s + Ti) ds <
δ

2
for t ∈ [0, T ] and all i = 0, 1 . . . .(3.2)

Finally we require that∫ T

0

e−ω̃(T−t) ρ(Ti + t) dt ≤ δ

2
(1 − e−ω̃T ) for i = 0, 1 . . . .(3.3)

These assumptions imply that

E(t) ≤ e−ω̃ (t−Ti)E(Ti) +

∫ t−Ti

0

e−ω̃(t−Ti−s) ρ(Ti + s) ds for t ∈ [Ti, Ti+1](3.4)
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for every i, provided that E(Ti) ≤ δ
2 . Note that (3.3), (3.4) imply

E(Ti+1) ≤ e−ω̃ T E(Ti) +
δ

2
(1 − e−ω̃T ) ≤ δ

2
,

and hence by induction E(Ti) ≤ δ
2 for all i.

Theorem 3.1. If (3.1)–(3.3) hold and (2.10), (2.11), and (2.13) are satisfied
uniformly, then

E(t) ≤ e−ω̃ (t−Ti)E(Ti) +

∫ t−Ti

0

e−ω̃(t−Ti−s) ρ(Ti + s) ds

for t ∈ [Ti, Ti+1] and all i. In particular this implies

E(t) ≤ e−ω̃tE(0) +

∫ t

0

e−ω̃(t−s)ρ(s) ds for all t > 0.

Note that on each horizon [Ti, Ti+1] we must have |x∗(t) − x̄| ≤ δ on [0, T ]. This
may necessitate to take T smaller than Ti+1 − Ti to ensure that |x∗(t) − x̄| ≤ δ
on [Ti, Ti + T ]. In this case, we can further partition the interval [Ti, Ti+1] into
subintervals and use consecutive linearization on each subinterval so that the condition
is satisfied. The extreme case of this procedure results in the time-varying synthesis
as in Remark 2.2.

Concerning the condition |x∗(t) − x̄| ≤ δ we can use an alternative approach
motivated by the H∞ Riccati equation. This will be discussed in the next section.

4. H∞ Riccati synthesis. In this section we present a modification of the
approach proposed in section 1 motivated by H∞ synthesis. We assume that there
exists an attenuation bound γ > 0 such that

ATΠ + ΠA− Π

(
BBT − 1

γ
I

)
Π +

1

γ
I + Q = 0(4.1)

has a positive definite solution Π and

AΣ + ΣAT − Σ

(
CTC − 1

γ
I

)
Σ +

1

γ
I + R = 0(4.2)

has a positive definite solution Σ, where again A = f ′(x̄). These Riccati equations are
similar to those used in the equivalence between H∞ controllers and linear quadratic
zero-some differential games where in our case u and w are the two players [BB]. In
the following proposition x and w denote the solutions to (1.8) and (2.7)with u given
in (2.9) and x∗ is the solution to (1.6) with the optimal open loop control u∗.

Proposition 4.1. For t ∈ [0, T ] we have

d

dt
W (x− x∗)

= − 1
2 (|BTΠ(x− x∗)|2 + (Q(x− x∗), x− x∗) + 1

γ |Π(x− x∗)|2 + 1
γ |x− x∗|2)

+ (r(x, x∗) + d,Π(x− x∗)) + (BTΠ(x− w), BTΠ(x− x∗))
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and

d

dt
W̃ (x− w)

= −1

2
(|C(x− w)|2 + (RΣ−1(x− w),Σ−1(x− w)) +

1

γ
|x− w|2 +

1

γ
|Σ−1(x− w)|2)

+(r(x, x∗) + d,Σ−1(x− w)) − (n,C(x− w)),

where

r(x, x∗) = f(x) − f(x∗) −A(x̄)(x− x∗),

and the dependence of the variables on t is suppressed.

Proof. The proposition follows from the proofs of Propositions 2.1 and 2.2 ob-
serving that

((A−BBTΠ)x,Πx) = −1

2

(
|BTΠx|2 + (Qx, x) +

1

γ
|x|2 +

1

γ
|Πx|2

)
,

and

((A− ΣCTC)z,Σ−1z) = −1

2

(
|Cz|2 + (RΣ−1z,Σ−1z) +

1

γ
|z|2 +

1

γ
|Σ−1z|2

)
.

Since

r(x(t), x∗(t)) =

(∫ 1

0

A(x∗(t) + θ(x(t) − x∗(t))) dθ −A

)
(x(t) − x∗(t)),

we can observe that the assumption

∥∥∥∥
∫ 1

0

A(x∗(t) + θ(x(t) − x∗(t))) dθ −A

∥∥∥∥ ≤ 1√
2γ

for all t ∈ [0, T ](4.3)

implies that

(r(x(t), x∗(t)),Π(x(t) − x∗(t))) ≤ 1

2γ

(
|Π(x(t) − x∗(t))|2 +

1

2
|x(t) − x∗(t)|2

)
,

(4.4)

and

(r(x(t), x∗(t)),Σ−1(x(t) − x∗(t))) ≤ 1

2γ

(
|Σ−1(x(t) − w(t))|2 +

1

2
|x(t) − x∗(t)|2

)(4.5)
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Using (2.11) and (4.4), (4.5) we find

d

dt
(W (x− x∗) + W̃ (x− w))

≤ −ω(W (x−x∗)+W̃ (x−w))+(d + r(x, x∗),Π(x− x∗)+Σ−1(x−w))− (n,C(x−w))

− 1

2γ
(|Π(x− x∗)|2 + |x− x∗|2 + |x− w|2 + |Σ−1(x− w)|2)

≤ −ω(W (x− x∗) + W̃ (x− w)) + ρ(t)(W (x− x∗) + W̃ (x− w))1/2

+
1

2γ
(|Π(x− x∗)|2 + |x− x∗|2 + |Σ−1(x− w)|2)

− 1

2γ
(|Π(x− x∗)|2 + |x− x∗|2 + |x− w|2 + |Σ−1(x− w)|2),

where ρ(t) was defined below (2.14). Hence it follows that

d

dt
(W (x−x∗)+W̃ (x−w)) ≤ −ω(W (x−x∗)+W̃ (x−w))+ρ(t)((W (x−x∗)+W̃ (x−w)))

1
2 ,

and therefore

d

dt
E(t) ≤ −ωE(t) + ρ(t).

We can summarize the above developments in the following result.
Theorem 4.1. If (4.3) and (4.2) admit solutions for γ > 0 and (2.10), (2.11),

(4.3) hold on [0, T ], then

E(t) ≤ e−ω tE(0) +

∫ t

0

e−ω(t−s) ρ(s) ds for t ∈ [0, T ].(4.6)

If the assumptions hold uniformly on all intervals, then (4.6) holds for all t ∈ [0,∞).

5. Numerical examples. We validate the proposed approach by means of a
class of optimal control problems for the Burgers equation

min
1

2

∫ T∞

0

|y(t) − z(t)|2L2(Ω)dt +
σ

2

∫ T∞

0

|u(t)|2
L2(Ω̃)

dt(5.1)

subject to u ∈ L2(Ω̃) and⎧⎪⎪⎨
⎪⎪⎩

d
dt y(t, x) = ν yxx(t, x) − y · yx(t, x) + Bu(t, x) + d(t, x), t > 0,

y(t, 0) = y(t, 1) = 0, t > 0,

y(0, x) = ϕ(x), x ∈ (0, 1),

(5.2)

where y(t) = y(t, x), x ∈ Ω = (0, 1), and ν and σ are positive constants. Here the
initial condition ϕ ∈ L2(Ω), the control domain Ω̃ is a subset of Ω, and B is the
extension-by-zero-operator from Ω̃ to Ω. Finally d represents noise to the system and
the observation data are supposed to be of the form

ŷ(t) = CΩ̂ y(t) + n(t),(5.3)
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where C is the restriction operator from Ω to Ω̂ with Ω̂ a subset of Ω, and n stands for
observation noise. We further need to specify the operators G for the terminal weight
in the receding horizon cost (1.5), the tracking weight Q in (2.3) and the operator R
in the Kalman filter equation. We shall set

R = r I and Q = q I.(5.4)

After several tests G was taken to be 0 for stabilization problems (z = 0) and as
a scalar multiple of 1

2 (x,Πx), where Π is the nonnegative solution of the algebraic
Riccati equation (2.4) with A = −ν ∂xx for tracking problems with z 	= 0. In this
way G does not depend on the specific receding horizon level and can be computed
during the initialization phase. Choosing G instead as G(x) = α |x|2 resulted in longer
computing times and less favorable tracking properties.

The spatial discretization was done by the standard Galerkin scheme applied to
(5.2) based on the basis of linear finite elements with meshsize dx. The ordinary differ-
ential equations resulting from (5.2) and (2.2), (2.7) were solved with an implicit Euler
scheme with stepsize dt, while resolving the nonlinearities by Newton’s method. The
resulting linear systems were solved by inexact GMRES iterations. Unless specified
otherwise we took

ν = .01, dt = .05, dx = .025,

and for the receding horizon, T = .5. Further, unless quoted otherwise we chose
Ω = Ω̃ = Ω̂, q = 10−5, and r = 103. For Example 1 we took σ = .0175 and for
Example 2 we calculated with σ = 10−3. The MATLAB-routine CARE was used to
solve the algebraic Riccati equations. Below, Ĵ denotes the tracking part of the cost
in (5.1). Noise was simulated by choosing uniformly distributed random numbers in
the interval [−δ, δ]. It was added to the spatial-temporal grid points for either d or
n representing disturbance to the equation and noise in the observation, respectively.
Analogously, noise in the initial data ϕ was simulated by adding random numbers in
[−δ, δ] to the values of ϕ at the spatial grid points. The initial condition for (5.2)
on receding horizon intervals with i ≥ 2 was chosen as the state of the estimator at
time Ti.

Example 5.1 (stabilization). Here we choose

ϕ(x) =

{
5 sin 2πx on (0, 1

2 ],

0 on ( 1
2 , 1),

and z = 0. Further T∞ = 5, T = 0.5, Ti = iT so that we have 10 receding horizon
intervals. The uncontrolled solution is depicted in Figure 5.1. For Figures 5.2–5.4
we chose n = 0 (no observation noise) and simulated disturbances to the system with
noise level δ = 10 for d. The result for Figure 5.2 shows an open-loop solution,
i.e., first we compute the open-loop optimal control u∗ to (5.1)–(5.2), with d = 0,
and then use the optimal open-loop control u∗ against the noisy Burgers equation
with d = 10. Figure 5.3 is for the full observation case, obtained with the state
estimator procedure introduced in section 1, with Ω̂ = Ω̃ = Ω. For Figure 5.4 we
test a partial observation case, i.e., we chose the control domain Ω̃ = (0, 1

2 ) and

the observation domain Ω̂ = ( 1
2 , 1). Thus control and observation domain are non-

overlapping. It should be noted that the hyperbolic nature of the Burgers equation is
such that information moves from smaller to larger x-values. Figures 5.5 and 5.6 show
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Fig. 5.1. Uncontrolled solution, no noise.

0 1 2 3 4 5
0

0.5

1

–1

0

1

2

3

4

5

Fig. 5.2. Open-loop controlled solution.
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Fig. 5.3. Estimator closed loop.

results for the noisy observation case and we take again Ω̃ = (0, 1
2 ) and Ω̂ = ( 1

2 , 1),
i.e., the control and observation domains, which are as those used for Figure 5.4.
Figure 5.5 disturbance to the equation was set d = 0, while now the observation data
were taken to be noisy with noise level δ = 10 for n. For Figure 5.6 noise was added
to the initial condition (δ = 5) and to the observation data (δ = 10).
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Fig. 5.4. Partial control and observation domain.
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Fig. 5.5. Noise in observation.
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Fig. 5.6. Noise in observation and initial condition.

The run-times depend slightly on the random numbers that enter in d or n. Typical
times for Figures 5.3–5.6 are 16 to 17 units, whereas the run-time for Figure 5.2, which
uses the open-loop optimal control on the complete interval [0, T∞], is 181 units. The
stabilization value for Figure 5.2 is Ĵ = .540, whereas it is only Ĵ = .146 for Figure 5.3.
In Table 1 we give the stabilization values Ĵ− for the results of Figures 5.2–5.6 on
[0.5, 5], i.e., for the receding horizon intervals 2–10.
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Table 1

Ĵ−.

Fig 5.2 Fig 5.3 Fig 5.4 Fig 5.5 Fig 5.6

.17-.5 .0008-.0009 .070-.114 .056-.065 .1-.5
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x–axis
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Fig. 5.7. Desired state.

We ran all tests with five randomly chosen initializations of the random number
generator. In Table 1 we report the range of obtained values for Ĵ−. We can conclude
that the receding horizon strategy combined with the dynamic observer introduced in
section 1 attenuates noise significantly better than the open-loop controlled system;
compare column 1 in Table 1 to columns 2–4. The computing times for the receding
horizon strategy are much shorter than for the open-loop optimal control on the
complete time interval. Finally the strategy can cope with partial observations.

Example 5.2 (tracking). Here we set the initial condition as

ϕ(x) =

{
1 on (0, 1

2 ],

0 on ( 1
2 , 1),

and the target z as the characteristic function of the set {(t, x) : 2.5−5x < t < 5−5x,
x ∈ (0, 1)}; see Figure 5.7. Further T∞ = 2.5, T = 0.5, Ti = iT so that we have five
receding horizon intervals. Note that the uncontrolled solution of the Burgers equation
would transport the jump at x = 1

2 toward increasing x as t increases, while decreasing
its height. Also, the desired state z moves into the direction which is opposite to the
one of the characteristics of the Burgers equation. Thus this example can be considered
as a challenging one. For the results presented here we took the control domain as
Ω̃ = Ω. The noise levels are 5 for disturbance to the equation and 10 for observation
noise and disturbance to the initial condition. If noise is not mentioned, then it is set
equal to 0. The random number generator is initialized at the same seed, independently
for disturbances and observations.

In Figures 5.8 and 5.9 we show the open-loop and the full-observation (Ω̂ = Ω)
closed-loop results, each with disturbances to the equation. Figures 5.10 and 5.11
show partial observation results with the observation domain Ω̂ = (1/4, 1) for nonzero
disturbance d and nonzero observation noise n, respectively. Figure 5.12 provides the
result for the case with the partial observation on Ω̂ = (1/4, 1), d = 0, and noise
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Fig. 5.8. Open-loop controlled solution.
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Fig. 5.9. Estimator closed loop.
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Fig. 5.10. Estimator closed loop, partial obseration.

entering to the observations as well as the initial condition. The tracking costs for
Figures 5.8–5.12 are given in Table 2.

For Figure 5.8 we again computed the open-loop optimal control from [0, T∞]
and applied it to the perturbed Burgers equation. The computing time for Figure 5.8
is 56 units, whereas for the other figures it is 16.3 to 20 units. Thus the ratio of
the computing times for the open-loop control on [0, T∞] and the receding horizon
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Fig. 5.11. Estimator, noise in data.
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Fig. 5.12. Noise in data and initial condition.

Table 2

Ĵ.

Fig 5.8 Fig 5.9 Fig 5.10 Fig 5.11 Fig 5.12

.179 .0816 .0814 .0812 .0887

controls is less favorable than for Example 5.1. This is because the resulting two-point
boundary value problems are less well-conditioned as a consequence of the terminal
weight G 	= 0.

We also tested with smaller observation domain Ω̂ and obtained comparable re-
sults. Reducing the control domain Ω̃ results in a significant increase of Ĵ due to the
challenging nature of the problem. For example, for the settings of Figure 5.10, if
Ω̃ = (0, .8), then Ĵ = .490.

6. Conclusion. The receding horizon technique is a sequential time-domain de-
composition method to reduce the computational requirements for solving the opti-
mality systems on long time horizons. The obtained controls on each receding horizon
can be interpreted as a state feedback control. In this paper we developed a com-
pensator design in the context of receding horizon control when only partial state
observations are available. The receding horizon synthesis was combined with the
state estimator dynamics. An LQG design based on a linearization procedure was
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used and its asymptotic performance was analyzed for nonlinear systems with dis-
turbances and observation noise. Numerical examples for control problems for the
Burgers equation validate the proposed methodology.

Acknowledgment. We would like to thank Prof. Stefan Volkwein for providing
us with the code of his open loop optimal control routine for the Burgers equation.
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Abstract. In this paper, we consider linear switched systems ẋ(t) = Au(t)x(t), x ∈ Rn,
u ∈ U , {Au : u ∈ U} compact, and the problem of asymptotic stability for arbitrary switching
functions, uniform with respect to switching (UAS). Given a UAS system, it is always possible
to build a common polynomial Lyapunov function. Our main result is that the degree of that
common polynomial Lyapunov function is not uniformly bounded over all the UAS systems. This
result answers a question raised by Dayawansa and Martin. A generalization to a class of piecewise-
polynomial Lyapunov functions is given.
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1. Introduction. In recent years, the problem of stability and stabilizability of
switched systems has attracted increasing attention (see, for instance, [1, 4, 5, 8, 11,
13, 14, 20]), and still many questions remain unsolved.

In this paper, we address the problem of existence of common polynomial Lya-
punov functions for linear switched systems.

By a switched system, we mean a family of continuous-time dynamical systems
and a rule that determines at each time which dynamical system is responsible of the
time evolution. More precisely, let {fu : u ∈ U} (where U is a subset of R

m, m ∈ N)
be a finite or infinite set of sufficiently regular vector fields on a manifold M , and
consider the family of dynamical systems:

ẋ = fu(x), x ∈ M.(1)

The rule is given by assigning the so-called switching function, i.e., a function u(.) :
[0,∞[→ U ⊂ R

m. Here, we consider the situation in which the switching function is
not known a priori and represents some phenomenon (e.g., a disturbance) that is not
possible to control. Therefore, the dynamics defined in (1) also fit into the framework
of uncertain systems (cf., for instance, [9]).

In what follows, we use the notation u ∈ U to label a fixed individual system and
u(.) to indicate the switching function.

These kinds of systems are sometimes called n-modal systems, dynamical poly-
systems, polysystems, or input systems. The term “switched system” is often reserved
for situations in which the switching function u(.) is piecewise continuous or the set
U is finite. For the purpose of this paper, we only require u(.) to be a measurable
function and U to be a measurable set.

For a discussion of various issues related to switched systems, see [5, 13, 14].
A typical problem for switched systems goes as follows. Assume that for every

u ∈ U , the dynamical system ẋ = fu(x) satisfies a given property (P). Then one can
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investigate conditions under which property (P) still holds for ẋ = fu(t)(x), where
u(.) is an arbitrary switching function.

In [1, 8, 11, 12], the case of linear switched systems was considered:

ẋ(t) = Au(t)x(t), x ∈ R
n, Au ∈ R

n×n,(2)

where n is a positive integer and u(.) : [0,∞[→ U is a (measurable) switching function.
For these systems, the problem of asymptotic stability of the origin, uniformly with
respect to switching functions, was investigated.

Next, we set A :=
{
Au : u ∈ U

}
and, to simplify the notation, we still call

switching function the measurable matrix-valued map A(.) := Au(.). In this way, the
switching system (2) reads

ẋ(t) = A(t)x(t) with x ∈ R
n and A(.) : [0,∞[→ A a measurable map.(3)

In the following, we assume that
(HO) the set A is a compact subset of the set of n× n real matrices.

Moreover, the set of switching functions, denoted by AA, is the set of measurable
functions A(.) : [0,∞[→ A. With our assumptions, for every switching function A(.)
and initial condition x0 ∈ R

n, the corresponding (Carathéodory) solution of (3) is

defined for every t ≥ 0. We use φ
A(.)
t (x0) to denote the flow of (3) at time t ≥ 0

corresponding to the switching function A(.) and starting from x0.
Let us recall the usual notions of stability used for the system (3).
Definition 1. Consider the switched system (3). We say that the origin is
(S) stable if for every A(.) ∈ AA and ε > 0, there exists δ > 0 such that (s.t.)

‖φA(.)
t (x0)‖ ≤ ε for every t ≥ 0, ‖x0‖ ≤ δ;
(US) uniformly stable if it is stable with δ not depending on A(.);
(U) unstable if it is not stable (i.e., if there exists A(.) ∈ AA s.t. the system

ẋ(t) = A(t)x(t) is unstable as a linear time-varying system);
(AS) asymptotically stable, if it is stable and attractive (i.e., there exists δ′ > 0 so

that we have limt→∞ ‖φA(.)
t (x0)‖ = 0 for every A(.) ∈ AA and x0 ∈ R

n with ‖x0‖ ≤ δ′);
(UAS) uniformly asymptotically stable if it is uniformly stable and if for every

ε′ > 0 and δ′ > 0 there exists T > 0 such that, for every switching function A(.) ∈ AA,

t ≥ T , and ‖x0‖ ≤ δ′, we have ‖φA(.)
t (x0)‖ ≤ ε′;

(GUES) globally uniformly exponentially stable if there exist positive constants

M , λ such that: ‖φA(.)
t (x0)‖ ≤ M e−λt‖x0‖ for every x0 ∈ R

n, t > 0, A(.) ∈ AA.
Because the dynamics are linear in the state variable, the local and global notions

of stability are equivalent. More precisely, it was proved in [3] that, for system (3)
subject to HO, the three notions AS, UAS, GUES and the notion of attractivity are
all equivalent (see also the bibliographical note in [14]). In addition, if the system is
unstable, then there exists a switching function A(.) ∈ AA and an initial condition x0

such that limt→∞ ‖φA(.)
t (x0)‖ → ∞. In the following, we just refer to the notions of

stability, instability, and GUES.
Remark 1. Since for the stability issue, a system of type (3), subject to HO, is

uniquely determined by a compact set A of n × n real matrices, we identify A with
the corresponding system for the rest of the paper. For instance, when we say that
A is GUES, we mean that the corresponding system of type (3) is GUES.

We will often consider the problem of determining whether a system, belonging
to a certain class C of systems of type (3) subject to HO, is GUES or not. Notice
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that fixing such a class of systems means to fix a set of compact subsets of R
n×n, i.e.,

C can be identified with a subset of {A ⊂ R
n×n : A compact}.

For a system (3) subject to HO, it is well known that the GUES property is a
consequence of the existence of a common Lyapunov function.

Definition 2. A common Lyapunov function V : R
n −→ R

+, for a switched
system (S) of type (3), is a continuous function such that V is positive definite (i.e.,
V (x) > 0 ∀x 
= 0, V (0) = 0) and V is strictly decreasing along nonconstant trajecto-
ries of (S).

Vice versa, it is known that, given a GUES system of the type (3) subject to (HO),
it is always possible to build a C∞ common Lyapunov function (see, for instance,
[11, 15, 16, 17] and the bibliographical note in [14]).

Anyway, the problem of finding a Lyapunov function or proving the nonexistence
of a Lyapunov function is in general a difficult task. Sometimes, it is even easier to
prove directly that a system is GUES or unstable. An example is provided below by
bidimensional switched systems.

1.1. Single-input bidimensional switched systems. Consider a bidimen-
sional system with single input of the type

ẋ(t) = u(t)Ax(t) + (1 − u(t))Bx(t),(4)

where x ∈ R
2, A and B are two 2× 2 real Hurwitz matrices, and u(.) is a measurable

function defined on R
+ and taking values in U equal either to [0, 1] or {0, 1}. In what

follows, we call Ξ the class of bidimensional systems of the above form. This class is
parameterized by couples of 2 × 2 real Hurwitz matrices.

Remark 2. Whether systems of type (4) are GUES or not is independent on
the specific choice U = [0, 1] or U = {0, 1}. In fact, this is a particular instance of
a more general result stating that the stability properties of systems (3) subject to
HO depend only on the convex hull of the set A; see Proposition 1, Remark 6, and
Appendix B.

In [19], the authors provide a necessary and sufficient condition on the pair (A,B)
to share a quadratic Lyapunov function, but it is known (see for instance [11, 18, 10,
21]) that there exist GUES linear bidimensional systems not admitting a quadratic
Lyapunov function.

In [11], Dayawansa and Martin posed the problem of finding the minimal degree
of a polynomial Lyapunov function. More precisely, the problem posed by Dayawansa
and Martin is the following.

Problem P. Define ΞGUES ⊂ Ξ as the set of GUES systems of the type (4).
Find the minimal integer m such that every system of ΞGUES admits a polynomial
Lyapunov function of degree less than or equal to m.

Remark 3. In the problem posed by Dayawansa and Martin, it is implicitly as-
sumed that a GUES system always admits a polynomial common Lyapunov function.
This fact was first proved by Molchanov and Pyatnitskii in [15, 16] under the assump-
tion that the set A is of the form A= {(aij)i,j=1,...,n : a−ij ≤ aij ≤ a+

ij}. In [17] the
authors state the result, with no further details, under the more general hypothesis
A just compact. In the case in which the convex hull of A is finitely generated, the
existence of a polynomial common Lyapunov function for GUES systems was proved
by Blanchini and Miani [6, 7] in the context of uncertain systems.

Since the proofs of Molchanov, Pyatnitskii, Blanchini, and Miani need nontrivial
intermediate results, in this paper we provide a self-contained proof, based on a more
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direct argument, for a set A satisfying the weaker hypothesis that its convex hull is
compact (see Theorem 1 and Remark 6).

As for the GUES issue, it was completely resolved in [8], where a necessary and
sufficient condition for a system of type (4) to be GUES was found directly, without
looking for a Lyapunov function. (See section 3 and Appendix A for more details.)
This is a typical example in which it is easier to directly study the stability rather
than look for a Lyapunov function.

1.2. Sets of functions sufficient to check GUES. The concept of Lyapunov
function is useful for practical purposes when one can prove that, for a certain class
of systems, if a Lyapunov function exists, then it is possible to find one of a certain
type and possibly as simple as possible (e.g., polynomial with a bound on the degree,
piecewise quadratic, etc.).

More precisely, consider a class C of systems of type (3) in R
n subject to HO, in

the sense of Remark 1. One would like to find a class of functions SC , identified by a
finite number of parameters, which is sufficient to check GUES for systems belonging
to C i.e., if a system of C admits a Lyapunov function, then it admits one in SC .
Once such a class of functions is identified, then in order to verify GUES, one could
use numerical algorithms to check (by varying the parameters) whether a Lyapunov
function exists (in which case the system is GUES) or not (meaning that the system
is not GUES).

For instance, a remarkable result for a given class C of systems in R
n could be

the following.
Claim. There exists a positive integer m (depending on n) such that whenever

a system of C admits a Lyapunov function, then it admits one that is polynomial of
degree less than or equal to m. In other words, the class of polynomials of degree at
most m is sufficient to check GUES for the class C.

If this result were true, one could use a numerical algorithm to check, among all
polynomial of degree m (varying the coefficients), if there is one that is a Lyapunov
function. Unfortunately, this claim is not true, even for the simplest nontrivial case
of class of systems in R

2, namely, systems of type Ξ (cf. (4)).
The next definition formalizes the idea of class of functions sufficient to check

GUES.
Definition 3. We say that a subset S of C0(Rn,R) is finitely (or q-finitely)

parameterized if there exist Ω ⊂ R
q for a positive integer q and a bijective map Ψ : Ω ⊆

R
q → S ⊂ C0(Rn,R). A subset S of C0(Rn,R) is said to be sufficient to check GUES

for a class C of systems of type (3) in R
n (SSF) if every GUES system of C admits a

Lyapunov function in S. A subset S of C0(Rn,R) is said to be a (q-parameters) finite
set of functions sufficient to check GUES for a class C of systems of type (3) in R

n

(finite-SSF) if S is q-finitely parameterized and is an SSF for C.
If a subset S of C0(Rn,R) is not finitely parameterizable but is an SSF for a class

of systems C, we call S an ∞-SSF.
Remark 4. In [7], a concept similar to those introduced in the previous definition

was provided and it was called “universal class of Lyapunov functions.”
Using the previous definitions, the results and the problem formulated in [11] can

be rephrased in the following way:
R1 for systems (3) subject to HO, the set C∞(Rn,R) is an ∞-SSF;
R2 for linear bidimensional systems of the class Ξ (cf. (4)), the set of quadratic

functions is not an SSF;
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P let Pm be the set of polynomial functions of two variables with degree at most
m. What is the minimal m such that Pm is a finite-SSF for the linear bidimensional
systems of the class Ξ?

Remark 5. Notice that to check numerically the existence of a Lyapunov function
using the concept of finite-SSF, one needs some regularity properties of the functions
of the family, with respect to the parameters (at least continuity). This discussion is
outside the purpose of this paper.

1.3. Main results. We first provide a proof that the implicit assumption of
Dayawansa and Martin (i.e., that a linear GUES switched system always admits a
polynomial Lyapunov function; cf. Remark 3) is correct for a set A just compact.

Theorem 1. If the origin is a GUES equilibrium for the switched system (3)
subject to HO, then there exists a polynomial Lyapunov function.

The above result can be stated equivalently as follows.
Theorem 1bis. The set of polynomials from R

n to R is an ∞-SSF for linear
switched systems (3) subject to HO.

The proof of Theorem 1 is given in section 2 and the starting point is the construc-
tion of a homogeneous and convex Lyapunov function W , following the corresponding
argument of [11]. The main idea is then to seek for a (homogeneous) polynomial W̃
whose level sets approximate, in some suitable sense, those of W and, finally, to show
that W̃ is also a Lyapunov function. A similar argument was used in [7], where the
authors used an intermediate approximation with polyhedral Lyapunov functions.

Remark 6. In Appendix B, it is proved that the GUES property of (3) depends
only on the convex hull of A (proof of Proposition 1). The claim of Appendix B can
be applied to a compact set A being the convex hull of a set not necessarily compact.
For this reason Proposition 1 and Theorem 1 hold under the weaker hypothesis:

(HO-weak) the set A is a measurable subset of the set of n × n real matrices,
whose convex hull is compact.

The core of the paper consists of showing that problem P does not have a solution,
i.e., the minimum degree of a polynomial Lyapunov function cannot be uniformly
bounded over the set of all GUES systems of the form (4). More precisely, we have
the following.

Theorem 2. Let ΞGUES ⊂ Ξ be the set of all GUES systems of the type (4). If
(A,B) is a pair of 2 × 2 real matrices giving rise to a system of ΞGUES, let m(A,B)
be the minimum value of the degree of any polynomial LF associated to that system.
Then m(A,B) cannot be bounded uniformly over ΞGUES.

The above result can be stated equivalently as follows.
Theorem 2bis. Let Pm the set of polynomial functions from R

2 to R of degree
at most m. Then Pm is not a finite-SSF for Ξ.

The proof, given in section 4, is based on ideas developed in [8], where necessary
and sufficient conditions for GUES of systems (4) are provided. We build a sequence
of GUES systems corresponding to a sequence of pairs of matrices (Ai, Bi), i ≥ 1.
The sequence of systems is chosen in such a way that the limit system is uniformly
stable but not attractive. In particular, that limit system admits a nontrivial periodic
trajectory whose support Γ is a C1 but not a C2 submanifold of the plane. To each
GUES system of the sequence, one considers any polynomial LF VĀi,B̄i

whose degree is
at most m. We prove that a subsequence of (VĀi,B̄i

) converges to a nonzero polynomial
function V (of degree at most m) which admits Γ as a level set. Since Γ is not analytic,
a contradiction is reached.
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Remark 7. The result given by Theorem 2 generalizes to dimensions higher than
2 as follows. Let (Ai, Bi), i ≥ 1, be a sequence of 2 × 2 matrices such that (i) the
corresponding systems of type (4) are GUES, (ii) the limit is uniformly stable but
not attractive. As explained above, for this sequence of systems it is not possible
to build a sequence of polynomial Lyapunov function of uniformly bounded degree.
Consider now the sequence of systems in R

n, n ≥ 2, of the form ˙̄x = uĀix̄+(1−u)B̄ix̄
corresponding to the matrices

Āi=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Ai 0

−1 . . . . . .
...

0 0 −1 . . .
...

...
...

. . .
...

0 . . . . . . −1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, B̄i=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Bi 0

−1 . . . . . .
...

0 0 −1 . . .
...

...
...

. . .
...

0 . . . . . . −1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.(5)

Each system of the sequence is GUES but the limit system is not (it is just uniformly
stable). Now, if VĀi,B̄i

, i ≥ 1, are the corresponding polynomial Lyapunov functions,
then they cannot be polynomials of uniformly bounded degree since this is not true
for the restriction of VĀi,B̄i

to the first two variables.
Remark 8 (extension to piecewise polynomial functions). Another class of func-

tions commonly used to check GUES is that of piecewise quadratic functions or more
generally piecewise polynomial functions (PPF). Here, by a PPF, we mean a contin-
uous function V ∈ C0(Rn,R) together with a finite number q of cones Kj , 1 ≤ j ≤ q,
based at zero and partitioning R

n so that V is a polynomial function of degree dj on
Kj , 1 ≤ j ≤ q. We refer to m(V ) := max{q, d1, . . . , dq} as the total degree of V .

It is tempting to state a version of problem P by replacing polynomial functions
of degree at most m with PPFs of total degree at most m.

Again, the PPF version of problem P does not have a solution for n = 2, i.e.,
the minimum total degree of a piecewise polynomial Lyapunov function cannot be
uniformly bounded over the set of all GUES system of the form (4). The argument is
a simple extension of the proof of Theorem 2 and it is briefly mentioned in Remark 14.

The last results of the paper concern the existence and the characterization of a
finite-SSF for systems of the type (3) subject to HO.

Let us define the convex semicone generated by a set D ⊂ R
n as the set of points

λx with λ > 0 and x ∈ co(D), where co(D) denotes the convex hull of the set D. With
this definition, the point x = 0 does not belong to the convex semicone generated by
a set D if 0 /∈ co(D).

First, we prove the following. (See Appendix B for the argument.)
Proposition 1. For every compact subset A of R

n×n (i.e., verifying HO), let
SA be the system of the type (3) associated to A. Then, for A and A′ verifying HO
and generating the same convex semicone, SA is GUES (resp., uniformly stable) if
and only if SA′ is GUES (resp., uniformly stable).

Based on converse Lyapunov theorems, one can deduce some trivial existence
results for finite-SSFs. For instance, consider a class C of systems of type (3) in R

n

subject to HO and satisfying the following property: for every A ∈ C, the convex hull
of A is generated by at most k matrices n×n, where k is a positive integer. One can
build a finite-SSF for the class C as follows.

First, it follows directly from Definition 3 that we may simply assume that C is
made of GUES systems. Thanks to Proposition 1, the class C can be parameterized by
k-tuples of n×n matrices, defined up to their norm. In this way, a k(n2−1)-parameters
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finite-SSF is provided for the class C. For instance, the class Ξ of two-dimensional
systems of type (4) admits a 6-parameter finite-SSF.

The above construction is not explicit and therefore is not useful to check GUES.
Similarly to Lyapunov functions, it is then clear that the real challenge for finite-SSFs
concerns their explicit characterization. For classes of systems of type (3) in R

n with
n ≥ 3, that issue is completely open in general. In dimension two we provide an
explicit 5-parameter finite-SSF for Ξ, using the necessary and sufficient conditions for
GUES given in [8]. This is the content of section 5.

Clearly, Ξ can be parameterized by the pairs (A,B) of 2×2 real Hurwitz matrices,
where both A and B are defined up to their norm. The construction of the explicit
finite-SSF goes as follows. As done previously, we may assume that the pair (A,B)
gives rise to a GUES system. By taking advantage of the complete characterization of
GUES systems of the class Ξ given in [8], one can explicitly associate to every GUES
pair (A,B) a Lyapunov function as explained next. We start by defining, from (A,B),
a pair (Ã, B̃) giving rise to a system of Ξ which is uniformly stable but not attractive.
Such a system admits a closed trajectory whose support Γ is a simple Jordan closed
curve (cf. sections 3, 4). We then construct a homogeneous positive definite function
V whose level set 1 is Γ. We finally show that V is a Lyapunov function for (A,B).
Since the set of (Ã, B̃) built from the GUES pairs (A,B) can be parameterized by
using five parameters, we end up with a 5-parameter finite-SSF.

1.4. Structure of the paper. Section 2 contains the proof of Theorem 1. In
section 3, we recall the main ideas from [8] needed for the rest of the paper. For
completeness, we provide in Appendix A the full statement of the main result of
[8]. The proof of Theorem 2 is given in section 4 and the explicit construction of a
5-parameter finite-SSF for systems of type (4) is provided in section 5. Finally, in
Appendix B, we prove Proposition 1.

2. Existence of common polynomial Lyapunov functions. In this section,
we prove Theorem 1. The starting point of the argument follows the first part of the
proof of an analogous result in [11].

We define the function V : R
n → R

+ by

V (x) = sup
A(.)∈AA

∫ +∞

0

‖φA(.)
t (x)‖2dt.

The function V is well defined since there exist positive constants C, μ such that for
all t ≥ 0 and x ∈ R

n,

‖φA(.)
t (x)‖ ≤ C e−μt‖x‖.

Note that V is homogeneous of degree 2 and continuous. In addition, we next show
that V is strictly convex. That fact will be crucial later in the argument. Fix x, y ∈ R

n

and x 
= y. Let A(.) be a switching function. The function x �→ ‖φA(.)
t (x)‖2 is strictly

convex. Moreover, for every λ ∈]0, 1[, by compactness of A , the expression

λ ‖φA(.)
t (x)‖2 + (1 − λ) ‖φA(.)

t (y)‖2 − ‖φA(.)
t (λx + (1 − λ)y)‖2

is nonnegative for every t ≥ 0 and is bounded from below by a positive constant on
some interval [0, t̄], uniformly with respect to A(.).

Therefore, dividing the integration interval into the two intervals [0, t̄] and [t̄,+∞]
and taking a maximizing sequence of switching functions for V (λx + (1 − λ) y), we
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have

V (λx + (1 − λ) y) < λV (x) + (1 − λ)V (y) ∀λ ∈]0, 1[, ∀x, y ∈ R
n.

It is shown in [11] that V is a LF. Nevertheless, we need to consider at least C1

Lyapunov functions; therefore we define

Ṽ (x) =

∫
SO(n)

f(R)V (Rx) dR

where f : SO(n) −→ [0,+∞[ is a smooth function with support on a small neighbor-
hood of the identity matrix and

∫
SO(n)

f(R) dR = 1.

In [11], it is also shown that Ṽ is a smooth Lyapunov function except at the
origin. Moreover, since V is homogeneous of degree 2 and strictly convex, it follows
that Ṽ also satisfies such properties.

We consider now the function W (x) =
√
Ṽ (x), which is a continuous, positively

homogeneous Lyapunov function. Therefore, W−1(1) is a compact set. Using the fact
that the set {x : W (x) < 1} is strictly convex, we construct a polynomial Lyapunov
function W̃ by approximating the level sets of W . For this purpose, we need the
following preliminary result, which describes a continuity property of the function
∇W (y) ·Dx with respect to x, y, D.

Lemma 1. Let us set

M := min
x∈W−1(1) D∈A

[
−∇W (x) ·Dx

]
.

Then, for every ε ∈ (0,M), there exists δ ∈ (0, 1) such that for every x, y ∈ W−1(1)
with ∇W (y) · x > 1 − δ and every D ∈ A, one has

∇W (y) ·Dx < −ε.

Proof of the Lemma. First, notice that M is well defined since it is the infimum of
a continuous function over a compact set. Moreover, M > 0 because W is a Lyapunov
function.

Since, by homogeneity, ∇W (y) · y = W (y) = 1, we have

∇W (y) · x = 1 −∇W (y) · (y − x),

and then the hypothesis is equivalent to ∇W (y) · (y − x) < δ .
Reasoning by contradiction, assume that there exists a sequence (xj , yj , Dj) such

that ∇W (yj) ·Djxj ≥ −ε and ∇W (yj) · (yj − xj) converges to 0 as j goes to infinity.
By compactness, we can find a subsequence of (xj , yj , Dj) converging to (x̄, ȳ, D̄) and
therefore, by continuity, ∇W (ȳ) · D̄x̄ ≥ −ε and ∇W (ȳ) · (ȳ − x̄) = 0.

Therefore ȳ − x̄ belongs to the tangent space at ȳ of the strictly convex set
W−1([0, 1]). Since x̄ also belongs to the boundary of that set, it must be ȳ = x̄. It
implies ∇W (ȳ) · D̄x̄ = ∇W (x̄) · D̄x̄ ≤ −M and we reach a contradiction.

Remark 9. Taking −x instead of x, one obtains that for every x, y ∈ W−1(1) and
every D ∈ A, then ∇W (y) · x < −1 + δ =⇒ ∇W (y) ·Dx > ε.

To conclude the proof of the theorem, we take δ ∈ (0, 1) corresponding to some
ε as in the lemma above, and for every y ∈ W−1(1) we consider the open sets By ={
x ∈ R

n : ∇W (y) · x > 1 − δ/2
}
. Since y ∈ By, we have that {By}y∈W−1(1) is

an open covering of the compact set W−1(1) , and therefore we can find y1, . . . , yN
points of W−1(1) such that the union of Byk

, k = 1, . . . , N , covers W−1(1) .
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Let us define

W̃ (x) :=

N∑
k=1

(∇W (yk) · x)2p.

We claim that for an integer p large enough, W̃ is a polynomial Lyapunov function.
For D ∈ A and x ∈ R

n, x 
= 0, we have

∇W̃ (x) ·Dx = 2p
N∑

k=1

(
∇W (yk) · x

)2p−1∇W (yk) ·Dx,(6)

and we want to show that ∇W̃ (x) ·Dx < 0. By homogeneity, it is enough to do it for
x ∈ W−1(1). Set

K := max
x,y∈W−1(1), D∈A

∇W (y) ·Dx.

If, for some index k in {1, . . . , N}, one has |∇W (yk) · x| ≤ 1 − δ, then

|
(
∇W (yk) · x

)2p−1∇W (yk) ·Dx| ≤ (1 − δ)2p−1K.

Otherwise, if the inequalities 1−δ/2 ≥ |∇W (yk)·x| > 1−δ hold, then, by the previous
lemma and remark, one has that the corresponding term in the summation must be
negative.

Finally, since by the definition of the points yk, there exist at least two distinct
indices k1 and k2 such that x ∈ Byk1

and −x ∈ Byk2
we have that

(
∇W (yki) · x

)2p−1∇W (yki
) ·Dx < −(1 − δ/2)2p−1ε.

Summing up, we deduce that

∇W̃ (x) ·Dx < 2p
(
− 2(1 − δ/2)2p−1ε + (N − 2)(1 − δ)2p−1 K

)

= −4p(1 − δ/2)2p−1ε

(
1 − K(N − 2)

2ε

(
1 − δ

1 − δ/2

)2p−1
)
.

For p large enough, the right-hand side of previous expression is negative, uniformly
with respect to D ∈ A and x ∈ W−1(1). The theorem is proved.

Remark 10. One can also check that the level set W̃−1(1) approximates, as p
tends to +∞, the corresponding level set of the function maxk=1,...,N |∇W (yk) · x|
(which is a polytope) and, therefore, the latter is a Lyapunov function as well (cf.
[7]).

3. Necessary and sufficient conditions for GUES of bidimensional sys-
tems. Consider the following property:
(P) the bidimensional switched system given by

ẋ(t) = u(t)Ax(t) + (1 − u(t))Bx(t), where u(.) : [0,∞[→ [0, 1],(7)

is GUES at the origin.



COMMON POLYNOMIAL LYAPUNOV FUNCTIONS 235

In this section, together with Appendix A, we recall the main ideas from [8], to get a
necessary and sufficient condition on A and B under which (P) holds, or under which
we have at least uniform stability. The full statement of the theorem is reported in
Appendix A.1.

Remark 11. Recall that by Proposition 1 (proved in Appendix B), the necessary
and sufficient condition for stability of the system (7) are the same if we assume u(.)
taking values in {0, 1} or in [0, 1], or if we multiply A and B by two arbitrary positive
constants.

Set M(u) := uA + (1 − u)B, u ∈ [0, 1]. In the class of constant functions the
asymptotic stability of the origin of the system (7) occurs if and only if the matrix
M(u) has eigenvalues with strictly negative real part for each u ∈ [0, 1]. So this is
a necessary condition for GUES. On the other hand it is known that if [A,B] = 0,
then the system (7) is GUES. So, in what follows, we always assume the following
conditions:

H1. Let λ1, λ2 (resp., λ3, λ4) be the eigenvalues of A (resp., B). Then Re(λ1),
Re(λ2), Re(λ3), Re(λ4) < 0.

H2. [A,B] 
= 0 (that implies that neither A nor B is proportional to the identity).
For simplicity we will also assume the following:
H3. A and B are diagonalizable in C. (Notice that if H2 and H3 hold, then

λ1 
= λ2, λ3 
= λ4.)
H4. Let V1,V2 ∈ CP 1 (resp., V3,V4 ∈ CP 1) be the eigenvectors of A (resp.,

B). Then Vi 
= Vj for i ∈ {1, 2}, j ∈ {3, 4}. (Notice that, from H2 and H3, the Vi are
uniquely defined, V1 
= V2 and V3 
= V4, and H4 can be violated only when both A
and B have real eigenvalues.)

All the other cases in which H1 and H2 hold are the following:
• A or B are not diagonalizable. This case (in which (P) can be true or false)

can be treated with techniques entirely similar to the ones of [8].
• A or B are diagonalizable, but one eigenvector of A coincides with one eigen-

vector of B. In this case, using arguments similar to those of [8], it possible
to conclude that (P) is true.

We will call, respectively, (CC) the case where both matrices have nonreal eigen-
values, (RR) the case where both matrices have real eigenvalues, and (RC) the case
where one matrix has real eigenvalues and the other nonreal eigenvalues.

Theorem 3, reported in Appendix A.1, gives necessary and sufficient conditions
for the stability of the system (7) in terms of three (coordinates invariant) parameters
given in Definition 4. The first two parameters, ρA and ρB , depend on the eigenvalues
of A and B, respectively, and the third parameter K depends on Tr(AB), which is
a Killing-type pseudoscalar product in the space of 2 × 2 matrices. As explained in
[8], the parameter K contains the interrelation between the two systems ẋ = Ax and
ẋ = Bx, and it has a precise geometric meaning. It is in 1 : 1 correspondence with
the cross ratio of the four points in the projective line CP 1 that corresponds to the
four eigenvectors of A and B.

Definition 4. Let A and B be two 2× 2 real matrices and suppose that H1, H2,
H3, and H4 hold. Moreover, choose the labels (1) and (2) (resp., (3) and (4)) so that
|λ2| > |λ1| (resp., |λ4| > |λ3|) if they are real or Im(λ2) < 0 (resp., Im(λ4) < 0) if
they are complex. Define

ρA := −i
λ1 + λ2

λ1 − λ2
; ρB := −i

λ3 + λ4

λ3 − λ4
; K := 2

Tr(AB) − 1
2Tr(A)Tr(B)

(λ1 − λ2)(λ3 − λ4)
.
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Fig. 1. Proof of the stability conditions.

Moreover, define the following function of ρA, ρB ,K:

D := K2 + 2ρAρBK − (1 + ρ2
A + ρ2

B).(8)

Notice that ρA is a positive real number if and only if A has nonreal eigenvalues
and ρA ∈ iR, ρA/i > 1 if and only if A has real eigenvalues. The same holds for B.
Moreover, D ∈ R.

Remark 12. Under hypotheses H1 to H4, using a suitable 3-parameter changes
of coordinates, it is always possible to put the matrices A and B, up the their norm
(cf. Remark 11), in the normal forms given in Appendix A.2, where ρA, ρB ,K appear
explicitly. (See [8] for more details.)

The parameter K contains important information about the matrices A and B.
They are stated in the following proposition, which can be easily proved using the
normal forms given in Appendix A.2.

Proposition 2. Let A and B be as in Definition 4. Then (i) if A and B have
both complex eigenvalues, then K ∈ R and |K| > 1; (ii) if A and B have both real
eigenvalues, then K ∈ R \ {±1}; (iii) A and B have one complex and the other real
eigenvalues if and only if K ∈ iR.

Theorem 3, stated in Appendix A.1, is the main result of [8] and gives necessary
and sufficient conditions for (P) holding true. We next describe the main idea of the
proof. All details can be found in [8].

Definition 5. The worst trajectory γx0 is the trajectory (based at x0) having the
following property. At each time t, γ̇x0(t) forms the smallest angle (in absolute value)
with the (exiting) radial direction (Figure 1A).

Then the system (7) is GUES if and only if, for each x0 ∈ R
2, the worst trajectory

γx0 tends to the origin. The worst trajectory is constructed as follows. We study the
locus Q−1(0) (where Q(x) := det(Ax,Bx)) where the two vector fields Ax and Bx are
collinear. The quantity D, defined in Definition 4, is proportional to the discriminant
of the quadratic form Q. We have several cases:
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• If Q−1(0) contains only the origin, then, in the (CC) and (RC) case, one vector
field points always on the same side of the other and the worst trajectory is a
trajectory of a fixed vector field (either Ax or Bx). In that case, the system
is GUES (case (CC.1) and (RC.1) of Theorem 3); see Figure 1, case B. The
situation is similar in case (RR.1) (the worst trajectory tends to the origin).

• If Q−1(0) does not contain only the origin then it is the union of two lines
passing through the origin (since Q is a quadratic form). If at each point
of Q−1(0), the two vector fields have opposite direction, then there exists a
trajectory going to infinity corresponding to a constant switching function (see
Figure 1, case C). This correspond to cases (CC.2.1), (RC.2.1) and (RR.2.1)
of Theorem 3. In that situation, there exists u ∈ [0, 1] such that the matrix
M(u) := uA+(1−u)B, u ∈ [0, 1] admits an eigenvalue with positive real part.
If at each point of Q−1(0), the two vector fields have the same direction, then
the system is GUES if and only if the worst trajectory turns around the origin
and after one turn the distance from the origin is decreased (see Figure 1,
cases D and E). The quantities ρCC ,ρRC ,ρRR defined in Theorem 3 (for the
three cases (CC), (RC), (RR), resp.) represent the distance from the origin of
the worst trajectory (that at time zero is at distance 1), after one half turn.
This correspond to cases (CC.2.2), (RC.2.2), and (RR.2.2) of Theorem 3.

• Finally (CC.3), (RC.3), and (RR.3) are the degenerate cases in which the two
straight lines coincide.

4. Nonexistence of a uniform bound on the minimal degree of poly-
nomial Lyapunov functions. In this section, we prove Theorem 2. The starting
point of the argument is to consider a pair of matrices A and B having both nonreal
eigenvalues ((CC) case) and satisfying

D > 0, K > 1, ρCC = 1.(9)

Such a pair exists. Indeed, Figure 2 translates graphically the contents of Theorem
3 for a fixed K > 1, in the region of the (ρA, ρB)-plane where ρA, ρB > 0. The open
shadowed region corresponds to values of the parameters ρA, ρB for which the system
is GUES. We denote by S+ the open subset of the shadowed region where D > 0.
The curve C represents the limit case where ρCC = 1. To each internal point of that
curve, it is associated a system verifying (9), since D > 0. A system corresponding
to such a limit case is not asymptotically stable but just stable. Moreover, the worst
trajectory (see Definition 5, and its construction in section 3) is a periodic curve,
whose support is of class C1 but not of class C2 (recall that the switchings occur on
Q−1(0), i.e., when the linear vector fields corresponding to A and B are parallel).

Fix a point (ρA, ρB) ∈ C corresponding to (A,B). Since C is a subset of the
boundary of the open set S+ in the space of parameters (see Figure 2), there exists a
sequence of points (ρAk, ρBk) ∈ S+, for k ≥ 1, converging to (ρA, ρB). This exactly
means that there exists a sequence of GUES pairs (Ak, Bk), k ≥ 1, such that (Ak, Bk)
tends to (A,B) as k goes to ∞.

Let x = (x1, x2). For every k ≥ 1, consider a polynomial Lyapunov function Vk

of degree at most mk, i.e., Vk =
∑

1≤i+j≤mk
a
(k)
ij xi

1x
j
2. Arguing by contradiction, we

assume that the sequence (mk) is bounded by a positive integer m. Up to multipli-

cation by a constant, we can choose
∑

1≤i+j≤mk
|a(k)

ij | = 1. By compactness, there
exists a subsequence of (Vk) (still denoted by (Vk)) which converges (uniformly on
compact subsets of R

2 ) to some nonzero polynomial V with degree at most m. Note
that V (0) = 0 since the Vk are Lyapunov functions.
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Fig. 2. GUES property in the space of parameters and explicit construction of a 5-parameter
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Fig. 3. The worst trajectory.

Fix x0 ∈ R
2, x0 
= 0. Let T > 0 be the period of the worst trajectory γx0

corresponding to the pair (A,B) and starting at x0. Note that T is independent of
x0. The curve γx0 : [0, T ] → R

2 can be seen as the concatenation of at most five arcs
of integral curves of ẋ = Ax and ẋ = B x (see Figure 3) and satisfies the Cauchy
problem: {

ẋ = C(t)x,
x(0) = x0,

where C(t) is equal to A or B on subintervals of [0, T ].
For k ≥ 1, consider the Cauchy problem:{

ẋ = Ck(t)x,
x(0) = x0,
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where Ck(t) = Ak if C(t) = A and Ck(t) = Bk if C(t) = B. Then, γk is a trajectory
of the switched system of the type (4) associated to (Ak, Bk). Since, the right-hand
side of the previous equation is Lipschitz continuous in x and piecewise continuous in
t, then the solutions γk converge uniformly to γx0 on [0, T ].

We next show that V remains constant on γx0 . For k ≥ 1 and t ∈ [0, T ], one has

‖Vk ◦ γk(t) − V ◦ γx0(t)‖ ≤ ‖Vk ◦ γk(t) − V ◦ γk(t)‖ + ‖V ◦ γk(t) − V ◦ γx0
(t)‖.

By uniform convergence of Vk to V and of γk to γx0
, and by continuity of V , we

deduce that Vk ◦ γk(t) converges to V ◦ γx0(t) for every fixed t.
Since for every k ≥ 1, Vk is a Lyapunov function for the switched system of the

type (4) associated to (Ak, Bk), then Vk ◦ γk is a decreasing function and, hence,
V ◦ γx0 is nonincreasing. Moreover, V ◦ γx0(T ) = V ◦ γx0(0). Therefore, V ◦ γx0 must
be constant. It implies that there exists t1 > 0 such that either V (eAtx0) or V (eBtx0)
is constant on [0, t1]. With no loss of generality, assume the first alternative. Since the
map t �→ V (eAtx0) is real analytic, it follows that V (eAtx0) is constant over the whole
real line. By letting t go to +∞, since eAtx0 → 0, we deduce that V (x0) = V (0) = 0.
Since x0 is an arbitrary non zero point of R

2, we get that V ≡ 0, which is not possible.
Remark 13. The construction of the sequence (Ai, Bi) with unbounded degree for

polynomial Lyapunov function was performed for matrices having both non real eigen-
values (that corresponds to the (CC) case). The same construction can be reproduced
for the (RC) and (RR) cases.

Remark 14. For the PPF case (see Remark 8), the above argument can be
easily modified to get that the minimum total degree of a piecewise polynomial Lya-
punov function cannot be uniformly bounded over the set of all GUES systems of
the form Ξ (cf. (4)). Indeed, let Vk be the sequence of PPFs taking the value

V l
k(x) =

∑
1≤i+j≤m a

(k)
ijl x

i
1x

j
2 in the cone Kl

k, for 1 ≤ l ≤ m. Here, to simplify the
notation, we assume without loss of generality that for each element of the sequence,
the number of cones and the degree of V l

k(x) is always m.
Each cone can be identified by a couple of angles with the x1-direction. There-

fore to each function Vk we can associate a m-uple of angles (αk
1 , . . . , α

k
m) such that

the cone Kl
k coincides with the region between the lines corresponding to αl

k and
αl+1
k . In particular, up to subsequences, we can assume that the numbers αl

k con-
verge to αl. Similarly to the case above, we can normalize the coefficients of the

Lyapunov functions Vk by
∑m

l=1

∑
1≤i+j≤m |a(k)

ijl | = 1 and consider a subsequence

of the coefficients converging to aijl. Then, if we define V as the PPF such that

V (x) = V l(x) =
∑

1≤i+j≤m aijlx
i
1x

j
2 on the cone Kl defined by the angles αl and

αl+1, it is easy to verify that Vk(x) converges uniformly on compact subsets of R
2

to V (x). We can conclude the proof as before showing that V l(x0) = V (0) = 0 for
arbitrary x0, which leads to a contradiction.

5. Explicit construction of a finite-SSF for systems of type (4). In this
section, we provide a 5-parameter finite-SSF for the class Ξ of bidimensional systems
of type (4). Recall that for what concern the stability issue, Ξ can be parameterized
by the 6-parameter family provided by the pairs (A,B) (of 2× 2 matrices) defined up
to their norm.

As explained in the introduction, it is enough to construct a Lyapunov function
for a pair (A,B) giving rise to a GUES system of Ξ. We treat only the (CC.2.2) case
since, in all the other cases, the construction is entirely similar.
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In the (CC) case, after a 3-parameter change of coordinates, the normal form for
the pair (A,B) is given by (cf. Appendix A.2)

A =

(
−ρA −1/E
E −ρA

)
, B =

(
−ρB −1

1 −ρB

)
, E > 0.

Moreover, in the (CC.2.2) case, we have K > 1, D > 0, and ρCC < 1, where K :=
1/2(E + 1/E), D and ρCC being respectively defined in (4) and (11). Recall that for
fixed K > 1 (i.e., fixed E > 1), Figure 2 describes, in the (ρA, ρB)-plane, the status
of each point with respect to the GUES issue.

We now associate, to every GUES pair (A,B), a pair (Ã, B̃) corresponding to
a system of the type (4) uniformly stable but not attractive. Consider in Figure 2
the line segment joining the point (0, 0) to (ρA, ρB) in the S+ region. That segment
intersects the curve C in a point (ρ̃A, ρ̃B). That results from the Jordan separa-
tion theorem and the fact that C connects the points (

√
K2 − 1, 0) and (0,

√
K2 − 1).

Therefore, there exists a ζ ∈ (0, 1) such that, for the system given by

Ã =

(
−ρ̃A −1/E
E −ρ̃A

)
, B̃ =

(
−ρ̃B −1

1 −ρ̃B

)
, ρ̃A = ρAζ, ρ̃B = ρBζ,

the worst trajectories γx0 are closed curves, i.e., ρCC = 1.
Moreover, one can easily compute

det(Ãx,Ax) = ρA(1 − ζ)

(
x1

2E +
x2

2

E

)
> 0,

det(B̃x,Bx) = ρB(1 − ζ)|x|2 > 0.

Therefore, the vector fields Ax, Bx point inside the area delimited by a fixed worst
trajectory (that is, closed curve) of the modified switched system and so, passing to
angular coordinates, the function

V (r, α) =
r

r̃(α)
,(10)

where r̃(α) is a parameterization of the fixed worst trajectory, is a Lyapunov function
for the system defined by (A,B).

Hence, we have provided a 5-parameter SSF in the (CC.2.2) case. The five pa-
rameters are K, the ratio ρB/ρA, and the three parameters involved in the change of
coordinates to get the normal forms (14).

Remark 15. Notice that in the cases (CC.1) and (CC.2.1) (cf. section 3 and
Theorem 3 in Appendix A.1), one can choose as SSF the set of quadratic polynomials,
which actually is parameterized by two parameters.

Remark 16. Let us come back to the general system (3), subject to HO. Notice
that the question of finding the smallest m such that there exists an m-parameters
finite-SSF, for a certain class C of systems, has no real meaning if one does not require
suitable conditions on the map Ψ in Definition 3. Indeed, it is always possible to build
a countable SSF for the class of systems of type (3) in R

n subject to HO.

Appendix A. Stability conditions for bidimensional systems.

A.1. Statement of the stability conditions.
Theorem 3. Let A and B be two real matrices such that H1, H2, H3, and H4,

given in section 3, hold and define ρA, ρB ,K,D as in Definition 4. We have the
following stability conditions.
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Case (CC) If A and B have both complex eigenvalues, then
Case (CC.1). if D < 0, then (P) is true;
Case (CC.2). if D > 0, then

Case (CC.2.1). if K < −1, then (P) is false;
Case (CC.2.2). if K > 1, then (P) is true if and only if it holds the

following condition:

ρCC := exp

[
−ρA arctan

(
−ρAK + ρB√

D

)
(11)

−ρB arctan

(
ρA − ρBK√

D

)
− π

2
(ρA + ρB)

]

×

√
(ρAρB + K) +

√
D

(ρAρB + K) −
√
D

< 1.

Case (CC.3). If D = 0, then (P) holds true or false whether K > 1 or
K < −1.

Case (RC). If A and B have one of them complex and the other real eigenvalues,
define χ := ρAK − ρB, where ρA and ρB are chosen in such a way ρA ∈
iR, ρB ∈ R. Then
Case (RC.1). if D > 0, then (P) is true;
Case (RC.2). if D < 0, then χ 
= 0 and we have:

Case (RC.2.1). if χ > 0, then (P) is false. Moreover, in this case
K/i < 0;

Case (RC.2.2). if χ < 0, then
Case (RC2.2.A). if K/i ≤ 0, then (P) is true;
Case (RC2.2.B). if K/i > 0, then (P) is true if and only if it

holds the following condition:

ρRC :=
(m+

m−

)− 1
2 (ρA/i−1)

e−ρB t̄(12)

×
(√

1 −K2 m− sin t̄ −
(

cos t̄ − K
i

sin t̄

))
< 1,

where

m± :=
−χ±

√
−D

(−ρA/i− 1)K/i
,

t̄ = arccos
−ρA/i + ρBK/i√
(1 −K2)(1 + ρ2

B)
.

Case (RC.3). If D = 0, then (P) holds true whether χ < 0 or χ > 0.
Case (RR). If A and B have both real eigenvalues, then

Case (RR.1). if D < 0, then (P) is true; moreover we have |K| > 1;
Case (RR.2). if D > 0, then K 
= −ρAρB (notice that −ρAρB > 1) and

Case (RR.2.1). if K > −ρAρB, then (P) is false;
Case (RR.2.2). if K < −ρAρB, then

Case (RR.2.2.A). if K > −1, then (P) is true;
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Case (RR.2.2.B). if K < −1, then (P) is true if and only if the
following condition holds:

ρRR := −fsym(ρA, ρB ,K)fasym(ρA, ρB ,K)(13)

× fasym(ρB , ρA,K) < 1,

where

fsym(ρA, ρB ,K) :=
1 + ρA/i + ρB/i + K −

√
D

1 + ρA/i + ρB/i + K +
√
D

;

faym(ρA, ρB ,K) :=

(
ρB/i−KρA/i−

√
D

ρB/i−KρA/i +
√
D

) 1
2 (ρA/i−1)

.

Case (RR.3). If D = 0, then (P) holds true or false whether K < −ρAρB
or K > −ρAρB.

Finally, if (P) is not true, then in case CC.2.2 with ρCC = 1, case (RC.2.2.B), with
ρRC = 1, case (RR.2.2.B), with ρRR = 1, case (CC.3) with K < −1, case (RC.3)
with χ > 0 and case (RR.3) with K > −ρAρB, the origin is just stable. In the other
cases, the system is unstable.

Remark 17. Formula (13) is a corrected version of Formula (6), p. 93, of [8] and
it is proved in Appendix A.3.

A.2. Normal forms of 2 × 2 matrices.
Proposition 3. Let A, B be two 2 × 2 real matrices satisfying conditions H1,

H2, H3, and H4 given in section 3. In the case in which one of the two matrices has
real and the other nonreal eigenvalues (i.e., the (RC) case), assume that A is the one
having real eigenvalues. Then there exists a 3-parameter change of coordinates and
two constant αA, αB > 0 such that the matrices A/αA and B/αB (still denoted below
by A and B) are in the following normal forms
Case in which A and B have both nonreal eigenvalues ((CC) case):

A =

(
−ρA −1/E
E −ρA

)
, B =

(
−ρB −1

1 −ρB

)
,(14)

where ρA, ρB > 0, |E| > 1. In this case, K = 1
2 (E + 1

E ). Moreover, the
eigenvalues of A and B are, respectively, −ρA ± i and −ρB ± i.

Case in which A has real and B nonreal eigenvalues ((RC) case):

A =

(
−ρA/i + 1 0

0 −ρA/i− 1

)
,(15)

B =

(
−ρB −K/i −

√
1 −K2

√
1 −K2 −ρB + K/i

)
,(16)

where ρB > 0, ρA/i > 1, K ∈ iR. In this case, the eigenvalues of A and B
are, respectively, −ρA/i± 1 and −ρB ± i.

Case in which A and B have both real eigenvalues ((RR) case):

A =

(
−ρA/i + 1 0

0 −ρA/i− 1

)
,(17)

B =

(
K − ρB/i 1 −K

1 + K −K − ρB/i

)
,(18)

where ρA/i, ρB/i > 1 and K ∈ R \ {±1}. In this case, the eigenvalues of A
and B are, respectively, −ρA/i± 1 and −ρB/i± 1.
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A.3. Proof of formula (12). In this paragraph, we prove formula (12), i.e.,
in the (RC.2.2.B) case, we determine an inequality defining the set of parameters
ρA, ρB , K such that the property (P), stated in section 3, holds.

Thanks to Proposition 3 (see also [8, Appendix B, p. 110]), we can find a coordi-
nate transformation such that (up to a rescaling of the matrices) A and B are given
by equations (15), (16). In the case (RC.2.2.B), we have D := K2 + 2ρAρBK − (1 +
ρ2
A + ρ2

B) < 0, χ := ρAK− ρB < 0, K/i > 0. Moreover, the set Q−1(0) is the union of
two lines passing from the origin and, at each point of Q−1(0), the two vector fields
point in the same direction. One easily checks that the slope of the two lines defining
Q−1(0) is

m± =
−χ±

√
−D

(−ρA/i− 1)
√

1 −K2
.

Notice that in our case we have m± < 0 and m+ < m−.
In this case, the worst trajectories are concatenations of arcs of integral curves

of the vector fields Ax, Bx and rotate counterclockwise around the origin. More
precisely, they are integral curves of Ax from the line x2 = m+x1 to the line x2 =
m−x1 and integral curves of Bx otherwise.

Therefore, starting from the point
(

1
m+

)
(with the field Ax), we follow the worst

trajectory until it touches again the line x2 = m+x1. Property (P) is then satisfied
if and only if ρRC < 1, where ρRC is the absolute value of the first coordinate of the
final point.

One can easily compute that the first switching time is t1 = 1
2 log m+

m− , which is

positive since m+

m− > 1. Moreover, the integral curve of Bx starting from the point(
1

m−

)
is

e−ρBt

(
−
√

1 −K2 m− sin t + (cos t − K
i sin t)

√
1 −K2 sin t + m−(cos t + K

i sin t)

)
,

and, setting the ratio between the second coordinate and the first one equal to m+,

one obtains that the second switching time is t2 = arccos −ρA/i+ρBK/i√
(1−K2)(1+ρ2

B
)
. Notice

that t2 is well defined if and only if D < 0 (condition which is satisfied in our case).
Moreover, t2 is positive and less than π. Finally, the inequality we was seeking for is

ρRC =
(m+

m−

)− 1
2 (ρA/i−1)

e−ρBt2

(√
1 −K2 m− sin t2 −

(
cos t2 − K

i
sin t2

))
< 1 .

Appendix B. The stability properties of (3) depend only on the convex
hull of A. We provide here the proof of Proposition 1. First, let us show the
following.

Claim. Consider the switched system (3), under HO, and let A′ be a measurable
subset of A such that the convex hull of A′ contains A. Then the following two
conditions are equivalent:

(i) the system is GUES (resp., uniformly stable), with A(.) measurable, taking
values in A;

(ii) the system is GUES (resp., uniformly stable), with A(.) measurable, taking
values in A′.
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Proof of the Claim. Let AA (resp., AA′) be the set of measurable functions A(.) :
[0,∞[→ A (resp., A(.) : [0,∞[→ A′). Since A′ is contained in A, then the implication
(i) ⇒ (ii) is obvious.

Let us prove the other implication (which is strictly related to the classical ap-
proximability theorems in control theory). We start considering uniform stability. By
contradiction, assume that we can find ε > 0 satisfying the following. There exists
a sequence of points (xl) tending to zero and a sequence of controls Al(.) ∈ AA such
that the corresponding trajectory γl starting at xl exits the interior of the ball of
radius ε for some time tl. Using classical approximability results (see, for instance,
[2]), the trajectory γl can be approximated in the L∞-norm on [0, tl] by a trajectory
γ′
l corresponding to a switching function A′

l(.) ∈ AA′ and starting at xl. Hence γ′
l exits

the interior of the ball of radius ε/2 at time tl. We reached a contradiction.
Now we want to prove that GUES holds in the case A(.) ∈ AA′ implies GUES

holds in the case A(.) ∈ AA. Since A is compact, we know (see Definition 1 and below)
that attractivity and GUES are equivalent for the corresponding switched system.
Therefore, proceeding by contradiction, we can assume that there is a trajectory γ(.)
of the switched system corresponding to A(.) ∈ AA not converging to zero. That
means that there exist ε > 0 and a sequence tn of times tending to infinity such that
|γ(tn)| > ε. As before, we can approximate γ(.) on the interval [0, tn] with a trajectory
γn(.) corresponding to controls taking values in A′, in such a way that |γn(tn)| > ε/2.
But this is impossible since we have assumed GUES for the switched system with
A(.) ∈ AA′.

Notice that one can provide an alternative argument for the GUES part of Propo-
sition 1, by using Lyapunov functions.

Then one immediately extends to semicones, observing that the stability proper-
ties of the system (3), subject to the compactness hypothesis HO, depend only on the
shape of the trajectories and not on the way in which they are parameterized.
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AN EVOLUTION EQUATION APPROACH TO NONAUTONOMOUS
LINEAR SYSTEMS WITH STATE, INPUT, AND OUTPUT DELAYS∗

SAID HADD†

Abstract. We propose a new approach which brings nonautonomous linear systems with state,
input, and output delays in the line with the standard theory of nonautonomous linear systems. To
this purpose, we establish, using the concept of Lebesgue extensions, a new variation of constants for-
mula for nonhomogenous delay equations. From this we deduce another new one for nonautonomous
linear systems with state and input delays. Inspiriting from this formula we show that a given delay
system determines a nonautonomous absolutely regular linear system with the same input and out-
put spaces as of the delay system. Our abstract results will be applied to investigate the existence
and the uniqueness of the solutions for a class of nonautonomous neutral equations in Banach spaces.

Key words. nonautonomous delay equations, delay systems, nonautonomous regular systems,
Lebesgue extension, representation, neutral equations
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1. Introduction. The delay systems (also called hereditary or systems with
aftereffects) represent a class of infinite-dimensional systems largely used to describe
propagation phenomena or population dynamics. Roughly speaking, the reaction of
real-world systems to exogenous signals is never “instantaneous” and it needs some
time, time which can be translated into a mathematical language by some delay
terms. A distinguished feature of this class of systems is that their evolution rate is
described by differential equations which include information on the past history. Into
a mathematical framework, such systems may be described in several ways, and we
mention, for example, differential equations on abstract spaces, over rings of operators
or functional differential equations. We note that the delay effects on the stability and
control of dynamical systems (delays in the state and/or in the input) are problems of
recurring interest since the delay presence may induce complex behaviors (oscillations,
instability, bad performances) for the (closed-loop) schemes.

The purpose of the current paper is to introduce an evolution equation approach
which brings nonautonomous linear systems with delays in the state, control, and
observation variables in line with the standard theory of nonautonomous systems
developed recently by Schnaubelt [26], a nonautonomous version of the known abstract
linear systems theory introduced mainly by Salamon [25] and Weiss [32]. We note that
the results in [26] extend those obtained in the works by Hinrichsen and Pritchard
[14], Jacob [16, 17], and Jacob, Dragan, and Pritchard [18].

In this paper we give conditions on delay operators so as to reformulate the delay
systems as absolutely regular nonautonomous systems. In particular, this serves to
establish a new representation of the state, as well as of the output function for
delay systems in terms of some extensions of the delay operators. We show how
this approach leads also to introduce a new definition of the solution of input delay
equations.
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A quite complete theory of representation for autonomous delay systems exists.
We quote the classical work by Ichikawa [15] and Pritchard and Salamon [23] as well as
the early papers by Delfour [7], Vinter and Kwong [29] and the books by Bensoussan
et al. [3, Chap. 4] and Curtain and Zwart [6, Chap. 4.2]. In [23], the authors showed
that autonomous delay systems are represented as Pritchard–Salamon systems (see,
e.g., [5]), a strict subclass of that of Salamon and Weiss. Likewise we note that
in [10, 11] we introduced a large class of autonomous delay systems which can be
reformulated as Salamon–Weiss systems.

In the nonautonomous case, we have already started the investigation of delay
systems; see [12]. There, we studied the robustness of the (absolute) regularity of
a nonautonomous system under perturbation by appropriate state and input delay
operators.

In the current paper a representation of nonautonomous linear systems with state,
input, and output delay is considered. Our approach is based on a study of absolutely
regular systems.

Before summarizing precisely our results, we first fix some notation which will
be used throughout the paper. The state space X, the control space U , and the
observation space Y are supposed to be Banach spaces, and r > 0 is a real number. For
a Banach space Z, if z : [−r,∞) → Z, then its history is the function zt : [−r, 0] → Z
defined by zt(θ) = z(t + θ), t ≥ 0. We denote by C([−r, 0], Z), the space of Z-
valued continuous functions on [−r, 0], L2([−r, 0], Z) the customary Lebesgue space
of square integrable Z-valued functions on [−r, 0], W 1,2([−r, 0], Z) the Sobolev space,
and L2

loc(J, Z) is the space of all functions φ : J → Z locally 2-integrable endowed with
the usual Fréchet topology, where J ⊂ R is a closed interval. Hereafter, the function
f ∈ L2

loc([s,∞), X) for s ≥ 0 will denote the nonhomogenous term for evolution
equations. If (SZ(t))t≥0 is the left shift semigroup on L2([−r, 0], Z) (see section 3),
then SZ := (SZ(t, s))t≥s is a strongly continuous evolution family on this space, where
we set SZ(t, s) = SZ(t− s), t ≥ s.

Let us consider the nonhomogenous (state) delay equation

ẋ(t) = A(t)x(t) + L(t)xt + f(t), x(s) = η, xs = ϕ, t ≥ s ≥ 0.(1.1)

If A(t) are linear operators on X which satisfy Aquistapace and Terreni assump-
tions (see [2] and the comments on evolution equations in section 4), then generate a
strongly continuous evolution family T := (T (t, s))t≥s on X; see [1]. Moreover, L(t)
are bounded linear operators from C([−r, 0], X) into X, expressed in terms of a kernel
�(·, ·) : [−r, 0] × R+ → L(X), t ≥ 0, satisfying the assumption (H); see section 3. In
[12], it is shown that (H) implies that L(t) are nonautonomous observation operators
for SX . We denote by L̃(t) the Lebesgue extensions of L(t) with respect to SX (see
(2.5)). We shall see that for initial conditions η ∈ X and ϕ ∈ L2([−r, 0], X), the
equation (1.1) has a solution x : [s − r,∞) → X satisfying xt ∈ D(L̃(t)) for almost
everywhere (a.e.) t ≥ s ≥ 0, L̃(·)x· ∈ L2

loc([s,∞), X), and

x(t) = T (t, s)η +

∫ t

s

T (t, τ)[L̃(τ)xτ + f(τ)] dτ, t ≥ s.(1.2)

What seems surprising is that if x : [s − r,∞) → X is the solution of (1.1) corre-
sponding to the initial conditions η ∈ X and ϕ ∈ C([−r, 0], X) such that η = ϕ(0),
then the formula (1.2) coincides with the usual one in the C-setting (see, e.g., [9]). In
fact, as we shall see in section 4, in this case we have L̃(t)xt = L(t)xt for almost every
t ≥ s. This motivates us to call (1.2) the mild solution of (1.1). In what follows we
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will indicate the importance of the formula (1.2) when we study the solution of input
delay equations.

Let us consider a control function u ∈ L2([s − r,∞), U) such that us = ζ for
initial time s ≥ 0. We now consider the following delay system:

ẋ(t) = A(t)x(t) + L(t)xt + K(t)ut, t ≥ s ≥ 0,

x(s) = η, x(t) = ϕ, u(t) = ζ, t ≤ s,
(1.3)

y(t) = G(t)xt + D(t)ut.(1.4)

Here the delay operators K(t) : C([−r, 0], U) → X, G(t) : C([−r, 0], X) → Y and
D(t) : C([−r, 0], U) → Y are defined by kernels k(·, ·), g(·, ·), and d(·, ·) satisfying the
condition (H).

If one regards (1.3) as a nonhomogenous equation of the form (1.1), then to
use the abstract framework cited above it is necessary that the X-valued function
f(t) := K(t)ut, t ≥ s ≥ 0, be locally 2-integrable. This is not clear since K(t)
are not bounded on L2([−r, 0], U). However, for smooth input, i.e., u ∈ W 1,2

loc ([s −
r,∞), U) with u(s) = 0, we have proved, in fact, that f is well defined and belongs
to L2

loc([s,∞), X) (see section 3). Thus, due to the aforementioned result, the input
delay equation (1.3) has a mild solution satisfying (1.2).

Analyzing in profile what happens when the input u is not smooth, one has
to make sense to “K(t)ut” for a.e. t ≥ s ≥ 0. Observe that v(t, ·) := ut is the
state trajectory of the boundary control system ∂

∂tv(t, ·) = ∂
∂θv(t, ·), v(t, 0) = u(t) for

t ≥ s ≥ 0. Now, due to the rich existing theory of (absolutely) regular nonautonomous
systems (see section 2), one considers f(t) = K(t)ut, t ≥ s, as the observation equa-
tion associated with this boundary control system, where we denote the obtained
system by (BS). In section 3, we have proved that the hypothesis (H) on K(t) implies
that (BS) determines an absolutely regular nonautonomous system on the state space
L2([−r, 0], U), the control space U , and the observation space X. Now due to The-
orem 2.3, we have ut ∈ D(K̃(t)) for a.e. t ≥ s and f̃(t) := K̃(t)ut (as we shall see,
this is the extension of f) belongs to L2

loc([s,∞), X), where K̃(t) are the Lebesgue
extensions of K(t) with respect to the evolution family SU . We thus apply formula
(1.2) to f̃ and we get a new solution x : [s − r,∞) → X satisfying xt ∈ D(L̃(t)) for
a.e. t ≥ s, L̃(·)x· ∈ L2

loc([s,∞), X) and

x(t) = T (t, s)η +

∫ t

s

T (t, τ)[L̃(τ)xτ + K̃(τ)uτ ] dτ, t ≥ s.(1.5)

If we restrict ourselves to the initial condition ϕ ∈ C([−r, 0], X) such that η = ϕ(0)
and the smooth input u, then we have established that L̃(t)xt = L(t)xt and K̃(t)ut =
K(t)ut for almost every t ≥ s. This suggests that we call the function x satisfying
(1.5) a generalized solution of (1.3). By density, every input u can approximated by a
sequence of smooth inputs un. Now if xn is the mild solution of (1.3) corresponding to
un, then we shall see that the generalized solution of (1.3) corresponding to u satisfies
xn → x in L2

loc([s− r,∞), X).
However, the formula for the generalized (and then the mild) solution still con-

tains a delay term. In order to obtain a delay-free representation for the input delay
equation (1.3), we have transformed (1.3) into a nonautonomous control system with-
out delay (TL,K ,ΦL,K) on the new state space X := X×L2([−r, 0], X)×L2([−r, 0], U)
and the control space U , by adding the history of the control to the dynamics of the
system. Moreover, the state trajectory and the control function of the new system
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are z(t) = (x(t), xt, ut) and u(t) for t ≥ s ≥ 0, respectively, where x is the gen-
eralized solution of (1.3). We thus see that there is a natural connection between
the state z and the delayed observation equation (1.4). This suggests to regard y as
the observation equation associated with the new control system. Typically, we have
transformed the delay system (1.3)–(1.4) into an absolutely regular nonautonomous
system ΣL,K on the state space X , the control space U , and the observation space Y .
This transformation allows us to prove that the output equation (1.4) is represented
as y(t) = G̃(t)xt + D̃(t)ut for almost every t ≥ s, where G̃(t) (resp., D̃(t)) are the
Lebesgue extensions of G(t) (resp., D(t)) with respect to SX (resp., SU ).

If in (1.3)–(1.4) we take L(t) = 0, G(t) = δ0, X = Y = U and invoking the feed-
back law ‘u(t) = y(t)′, then the delay system corresponds to the usual nonautonomous
neutral equations (see, e.g., [13, Chap. 9]). Our representation theory allows us to
introduce a kind of solutions for such neutral equations (see Definition 6.1). On the
other hand, we show that the condition (H) implies that Δ(t) = IX are admissible
feedback operators for Σ0,K , which give sense to the aforementioned feedback law.
In view of our representation theorem (see Theorem 5.8) for nonautonomous delay
systems and the feedback theory for nonautonomous systems (see section 2) we prove
that the nonautonomous neutral equation has a unique (generalized) solution (see
Theorem 6.3).

Section 2 is devoted to preliminaries from (absolutely) regular nonautonomous
systems. Section 3 is on the study of the absolute regularity of a boundary nonau-
tonomous system closely related to the left shift semigroup. In section 4 we investigate
mild and generalized solutions of nonhomogenous delay evolution equations. In sec-
tion 5 we prove that the delay system (1.3)–(1.4) determines an absolutely regular
nonautonomous system. The last section is concerned with the study of a class of
parabolic nonautonomous neutral equations.

2. Background on regular nonautonomous systems. Since our results are
based on the theory of (absolutely) regular nonautonomous systems, we review the
relevant theory from Schnaubelt [26]. We note that the results in [26] extend those
obtained in the works by Hinrichsen and Pritchard [14], Jacob [16, 17], and Jacob,
Dragan, and Pritchard [18]. We equally mention that the paper [26] can be regarded
as the nonautonomous version of the Weiss works [30, 31, 32] and the Staffans book
[28, Chaps. 5 and 7] on well-posed linear systems.

A (strongly continuous) evolution family on X is a set T = (T (t, s))t≥s≥0 ⊂ L(X)
(the space of bounded linear operators on X) such that

(i) T (t, s) = T (t, ρ)T (ρ, s), T (s, s) = Id,
(ii) for each x ∈ X the map (t, s) �→ T (t, s)x is continuous for all t ≥ s ≥ 0, and
(iii) ‖T (t, s)‖ ≤ Meω(t−s)

for all t ≥ ρ ≥ s ≥ 0 and constants M ≥ 1 and ω ∈ R.
This notion of evolution families arises naturally from the theory of evolution

equations which are well posed (see, e.g., [4, Chap. 2], [8, sect. VI.9], [22], [27]).
That is, the evolution family arises as the solution operator of the well-posed nonau-
tonomous evolution equation ẋ(t) = A(t)x(t), x(s) = η ∈ X, for t ≥ s ≥ 0, where
A(t) is (in general) an unbounded linear operator for every fixed t. We mention
that generally, the function T (t, s)η, as a function of t, is not differential. However,
the differentiability of such a function is guaranteed if A(t) satisfy additional condi-
tions. (See section 4 for some comments and further references.) Moreover, we are
concerned here with the notion of evolution families rather than that of evolution
equations involving concrete differential operators.
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For an evolution family T , we set

(KT
s f)(t) :=

∫ t

s

T (t, τ)f(τ) dτ

for all t ≥ s ≥ 0 and f ∈ L2
loc([s,∞), X).

The pair (T,Φ) := (T, {Φ(t, s) : t ≥ s ≥ 0}) is called a nonautonomous control
system (on X,U) if Φ(t, s) : L2

loc([s,∞), U) → X, t ≥ s ≥ 0, are linear operators such
that

Φ(t, s)u = Φ(t, ρ)(u | [ρ,∞)) + T (t, ρ)Φ(ρ, s)u, t ≥ ρ ≥ s ≥ 0,

‖Φ(t, s)u‖X ≤ β‖u‖L2([s,t],U), 0 ≤ t− s ≤ t0,
(2.1)

for u ∈ L2
loc([s,∞), U), t0 > 0, and constant β = β(t0) > 0.

Let s ≥ 0, u ∈ L2
loc([s,∞), U). Then the function x : [s,∞) → X defined by

x(s) = η and

x(t) = T (t, s)η + Φ(t, s)u, t ≥ s,(2.2)

is called the state trajectory of the control system (T,Φ).
Let Ψ(s) : X −→ L2

loc([s,∞), Y ), s ≥ 0, be linear operators satisfying

Ψ(s)η = Ψ(t)T (t, s)η on [t,∞) and

∫ s+t0

s

‖(Ψ(s)η)(t)‖2 dt ≤ γ2‖η‖2(2.3)

for t ≥ s ≥ 0, η ∈ X, t0 > 0, and constant γ = γ(t0) > 0. In this case we say that
(T,Ψ) := (T, {Ψ(s), s ≥ 0}) is a nonautonomous observation system (on X,Y ).

For linear operators C(s) : D(C(s)) ⊆ X → Y, s ≥ 0, we define the set

Ds(C(·)) := {f ∈ L2
loc([s,∞), X) : f(t) ∈ D(C(t)) for a.e. t ≥ s,

C(·)f(·) ∈ L2
loc([s,∞), Y )}.

Let C(s) : D(C(s)) ⊆ X −→ Y, s ≥ 0, be densely defined linear operators such that
T (·, s)η ∈ Ds(C(·)) and ∫ s+t0

s

‖C(t)T (t, s)η‖2 dt ≤ γ2 ‖η‖2

for s ≥ 0, t0 > 0, η ∈ D(C(s)), and a constant γ = γ(t0) > 0. Then we say that
C(s), s ≥ 0, are admissible observation operators for T . Note that the admissibility
of C(t) for T implies that the mapping

Ψ(s) : D(C(s)) → L2
loc([s,∞), Y ), Ψ(s)η := C(·)T (·, s)η, s ≥ 0,(2.4)

possess unique extensions (again denoted by Ψ(s)) to linear continuous operators
from X to L2

loc([s,∞), Y ) which yield a nonautonomous observation system; see [26,
Lem. 2.5].

Conversely, let (T,Ψ) be a nonautonomous observation system and s ≥ 0. We
define the operators

D(C̃(s)) :=
{
η ∈ X : lim

τ↘0

1

τ

∫ s+τ

s

(Ψ(s)η)(σ) dσ exists in Y
}
,

C̃(s)η := lim
τ↘0

1

τ

∫ s+τ

s

(Ψ(s)η)(σ) dσ.

(2.5)

We say that C̃(·) represent (T,Ψ) or that C̃(t) are the Lebesgue extensions of C(t)
with respect to T if Ψ(s) is given by (2.4).
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The following result, due to Schnaubelt [26, Thm. 2.7], can be regarded as a
nonautonomous version of the well-known Weiss representation theorem [30].

Theorem 2.1. Let (T,Ψ) be a nonautonomous observation system on X,Y . Let
C̃(t), t ≥ 0, be defined as in (2.5). Then T (·, s)η ∈ Ds(C̃(·)) and Ψ(s)η = C̃(·)T (·, s)η
for s ≥ 0 and η ∈ X.

The following proposition will be used constantly throughout this paper (see [26,
Prop. 2.11] and its proof).

Proposition 2.2. Let (T,Ψ) be a nonautonomous observation system repre-
sented by C̃(t). Then K

T
s f ∈ Ds(C̃(·)) and

‖C̃(·)KT
s f‖L2([s,s+t0],Y ) ≤ c t

1
2
0 ‖f‖L2([s,s+t0],X)

for s ≥ 0, 0 < t0 ≤ t1, f ∈ L2
loc(R+, X), and a constant c = c(t1) > 0.

Let (T,Φ) and (T,Ψ) be nonautonomous control and observation systems. If
there are linear operators F(s) : L2

loc([s,∞), U) → L2
loc([s,∞), Y ) satisfying

F(s)u = Ψ(t)Φ(t, s)u + F(t)(u | [t,∞)) on [t,∞),(2.6)

‖F(s)u‖L2([s,s+t0],Y ) ≤ κ‖u‖L2([s,s+t0],U)(2.7)

for u ∈ L2
loc([s,∞), U), t ≥ s ≥ 0, t0 > 0, and a constant κ = κ(t0) > 0, then

Σ = (T,Φ,Ψ,F) is called a well-posed nonautonomous system (on X,U, Y ) with input-
output operators F(s). We note that F(s)u = 0 on [s, t] and F(s)u = F(t)(u|[t,∞)) on
[t,∞) is u vanishes on [s, t]. Then one defines the following restrictions:

F(s)|[s, t] =: F(t, s) : L2([s, t], U) → L2([s, t], Y ), t ≥ s ≥ 0.

Let Σ = (T,Φ,Ψ,F) be a well-posed nonautonomous system with state trajectory
x : [s,∞) → X (see (2.2)) and control function u ∈ L2([s,∞), U) for initial time s ≥ 0.
In the rest of this section we assume that Ψ is given by nonautonomous admissible
observation operators C(t) as in (2.4), so we denote by C̃(t) the Lebesgue extensions
of C(t) with respect to T . We now consider the system

(CS)

{
x(t) = T (t, s)η + Φ(t, s)u, t ≥ s ≥ 0,

y(t) = C(t)x(t).

We say that y is the observation function of (CS) (or Σ). When η = 0, the operators
F(s) relate the input u to the output y (i.e., u → y). Since C(t) are unbounded
operators, then y(t) has a sense only if F(t) satisfy additional regularity properties.

A well-posed nonautonomous linear system (T,Φ,Ψ,F) is called regular (with
feedthrough D = 0) if

Y − lim
τ↘0

1

τ

∫ t+τ

t

(F(t)uz)(σ) dσ = 0

and absolutely regular if

lim
τ↘0

1

τ

∫ t+τ

t

‖(F(t)uz)(σ)‖2
Y dσ = 0

for t ≥ 0 and z ∈ U , where uz(s) := z for s ≥ 0. We note that the absolute regularity
implies the regularity of Σ.
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The following result is a consequence of Theorem 2.1 and [26, Thm. 3.11].
Theorem 2.3. Let Σ = (T,Φ,Ψ,F) be a regular nonautonomous system, with

state trajectory x, control function u, and observation function y. The following as-
sertions hold:

(i) Φ(·, s)u ∈ Ds(C̃(·)) for s ≥ 0.
(ii) x(t) ∈ D(C̃(t)) for a.e. t ≥ s ≥ 0.
(iii) y = Ψ(s)η + F(s)u for s ≥ 0.
(iv) y(t) = C̃(t)x(t) for a.e. t ≥ s ≥ 0.
We end this section by recalling the concept of admissible feedback operators for

nonautonomous linear systems.
Definition 2.4. Let Σ = (T,Φ,Ψ,F) be a well-posed nonautonomous system.

We call Δ(·) ∈ L∞(R+,Ls(Y,U)) (the space of essentially bounded and strongly mea-
surable operator functions) an admissible feedback for Σ if there exists t0 > 0 such
that the operators IY − F(s + t0, s)Δ(·), s ≥ 0, have uniformly bounded inverses on
L2([s, s + t0], Y ).

If Σ is absolutely regular and Δ(t) are admissible feedback operators for Σ, then
the closed-loop system ΣΔ for Σ and Δ(·) exists, and it is also absolutely regular.
Moreover, we have several formulas relating the open-loop and closed-loop systems.
To put the formulas in a concise form, we define the operators Ψ(t, s)x := (Ψsx)|[s,t]
and

Σ(t, s) :=

(
T (t, s) Φ(t, s)
Ψ(t, s) F(t, s)

)
: X × Lp([s, t], U) −→ X × Lp([s, t], Y )(2.8)

for t ≥ s ≥ 0. Then it holds

ΣΔ(t, s) − Σ(t, s) = Σ(t, s)

(
0 0
0 Δ(·)

)
ΣΔ(t, s) = ΣΔ(t, s)

(
0 0
0 Δ(·)

)
Σ(t, s).(2.9)

These facts are shown in Theorem 4.4 and Proposition 5.1 of [26], where one can find
further results on the relations ship between Σ and ΣΔ.

3. A boundary control nonautonomous system. Let us first introduce some
basic facts about bounded variation functions. For a Banach space Z, we shall denote
by BV ([−r, 0], Z) the space of all functions ν : [−r, 0] → Z of bounded variation, i.e.,
the total variation of ν

V ar(ν)0−r := sup

⎧⎨
⎩

N∑
j=1

‖ν(θj) − ν(θj−1)‖ : 0 = θ0 > θ1 · · · > θN = −r, N ∈ N

⎫⎬
⎭

is finite. Elements of BV ([−r, 0], Z) are normalized throughout this paper by the
requirements ν(−r) = 0 and that ν(·) is left-continuous on [−r, 0]. Hence, extending
ν ∈ BV ([−r, 0], Z) by 0 to (−∞, 0], ν(·) can also be considered as an element of
BV ((−∞, 0], Z). (This space is defined as BV ([−r, 0], Z).)

Throughout E and F are supposed to be Banach spaces. We shall study a bound-
ary control system closely related to the left shift semigroup SE := (SE(t))t≥0 on
L2([−r, 0], E), where

(SE(t)ψ)(θ) := I[−r,0](t + θ)ψ(t + θ), ψ ∈ L2([−r, 0], E), t ≥ 0, θ ∈ [−r, 0].

Here the symbol IJ denotes the constant function equal to one in the interval J ⊂ R

and zero otherwise. It can be verified that the generator of SE is given by

QEψ := ψ′ for ψ ∈ D(QE) := {ψ ∈ W 1,2([−r, 0], E) : ψ(0) = 0}.
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Let SE := (SE(t, s))t≥s≥0 be the family defined by SE(t, s) := SE(t−s) for t ≥ s ≥ 0.
Then SE is a strongly continuous evolution family on L2([−r, 0], E).

Observe that for s ≥ 0, ζ ∈ L2([−r, 0], E) and u ∈ L2
loc([s − r,∞), E) such that

us = ζ we have

ut = SE(t, s)ζ + Φ(t, s)u, t ≥ s,(3.1)

where Φ(t, s) : L2([s,∞), E) → L2([−r, 0], E) are the linear operators defined by

(Φ(t, s)u)(θ) :=

{
u(t + θ), θ > s− t,

0, θ ≤ s− t,
(3.2)

for t ≥ s ≥ 0, u ∈ L2([s,∞), E), and θ ∈ [−r, 0]. Clearly, these operators satisfy

‖Φ(t, s)u‖L2([−r,0],E) = ‖u‖L2([s,t],E)

for all t ≥ s ≥ 0 and u ∈ L2
loc([s,∞), E). Moreover, one can see that (SE ,Φ) satisfies

the first identity in (2.1). Thus we have the following lemma.
Lemma 3.1. Let Φ(t, s), t ≥ s ≥ 0, be the operators defined by (3.2). Then

(SE ,Φ) is a nonautonomous control system on L2([−r, 0], E), E. Let now u(t) and
v(t, θ) for t ≥ s ≥ 0, θ ∈ [−r, 0], be the control function and the state trajectory of
this system, respectively, such that v(s, ·) = ζ is the initial state. Then v(t, ·) = ut for
t ≥ s.

Proof. The proof follows immediately by (3.1).
We note that the system (SE ,Φ) is represented by the boundary control equation

∂

∂t
v(t, θ) =

∂

∂θ
v(t, θ), v(s, θ) = ζ(θ), t ≥ s ≥ 0, − r ≤ θ ≤ 0,

v(t, 0) = u(t),
(3.3)

which has the input segment ut, t ≥ s, as the state trajectory. Next, we couple (3.3)
with the following observation equation:

y(t) = P (t)ut, t ≥ s ≥ 0.(3.4)

Here the operators P (t) : C([−r, 0], E) → F are defined by

P (t)ψ =

∫ 0

−r

dp(t, θ)ψ(θ), ψ ∈ C([−r, 0], E), t ≥ 0,(3.5)

where the kernel p(·, ·) : R+ × [−r, 0] → L(E,F ) satisfies the following assumption:
(H) The function R+ × [−r, 0] � (t, θ) �→ p(t, θ) ∈ L(E,F ) is strongly measurable

in θ and strongly continuous in t such that p(t, ·) ∈ BV ([−r, 0],L(E,F ))
with total variation μp(t, ·) := V ar(p(t, ·))−r

0 ≤ cp < +∞ for all t ≥ 0 and
supt μp(t, [−σ, 0]) → 0 as σ → 0. Moreover,∫ α

0

‖p(s + t, θ′ − t) − p(s + t, θ − t)‖ dt ≤ c′p|θ′ − θ|,

where c′p = c′p(α0), 0 < α ≤ α0, θ
′, θ ∈ [−r, 0], and s ≥ 0.

We already showed (see [12]) that there are examples of p(·, ·) for which condition (H)
holds. For the sake of completeness we recall the following example.
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Example 3.2. Let q(·, ·) : R+× [−r, 0] → L(E,F ) be strongly continuous in t ≥ 0
such that q(t, ·) : [−r, 0] → L(E,F ) is Lipschitzien, q(t,−r) = 0, and ‖q(t, ·)‖Lip ≤ c
for all t ≥ 0, where ‖ · ‖Lip is the Lipschitzien norm. We set

p(t, θ) := q(t, θ)�(θ), (t, θ) ∈ R+ × [−r, 0],

where �(·) ∈ BV ([−r, 0],L(E,F )) is such that V ar(�)0−τ → 0 as τ → 0. Then the
kernel p(·, ·) satisfies (H).

Since W 1,2([−r, 0], E) is continuously embedded in C([−r, 0], E), then P (t) ∈
L(W 1,2([−r, 0], E), E). Next, we set

C0([−r, 0], E) := {ψ ∈ C([−r, 0], E) : ψ(0) = 0}.

The following result shows that the linear operators with kernels satisfying the
assumption (H) are nonautonomous admissible observation operators for the evolution
family SE . For the proof see [12] (see also the proof of Lemma 3.5 below).

Lemma 3.3. Assume that the kernel p(·, ·) satisfies (H). Then∫ s+α

s

‖P (t)SX(t, s)ψ‖2 dt ≤ γ ‖ψ‖2
2

for 0 < α ≤ r, s ≥ 0, ψ ∈ C0([−r, 0], E), and a constant γ > 0.
Now Lemma 3.3 implies that the maps

Ψ(s) : C0([−r, 0], E) → L2
loc([s,∞), F ), ψ �→ P (·)SE(·, s)ψ, s ≥ 0,(3.6)

admit unique continuous extensions to L2([−r, 0], E) (which we denote again by
Ψ(s)). Moreover one can see that (SE ,Ψ) is a nonautonomous observation system
on L2([−r, 0], E), F . Throughout we denote by P̃ (t) the Lebesgue extensions of P (t)
with respect to SE .

Now we are interested in studying the absolute regularity of the boundary linear
system formed by (3.3) and (3.4). Before that, we shall give some preliminaries.

Lemma 3.4. Let v : [s− r,∞) −→ E. The following three properties are equiva-
lent:

(i) v ∈ W 1,2
loc ([s− r,∞), E),

(ii) v· ∈ C1([s,∞), L2([−r, 0], E)),
(iii) v· ∈ C([s,∞),W 1,2([−r, 0], E)).
Proof. The proof of this lemma is similar to that given in [3, p. 226], where

E = R
n, n ≥ 1, was considered.

We will frequently use the following dense spaces in L2
loc([s,∞), E):

Cs([s,∞), X) := {u ∈ C([s,∞), E) : u(s) = 0},
W 1,2

s,loc([s,∞), E) := {u ∈ W 1,2
loc ([s,∞), E) : u(s) = 0}.

Lemma 3.5. Assume that the kernel p(·, ·) satisfies (H) and let s ≥ 0. Then
(a) Φ(·, s)u ∈ C([s,∞),W 1,2([−r, 0], E)) for all u ∈ W 1,2

s,loc([s,∞), E).
(b) For u ∈ Cs([s,∞), E) we have Φ(t, s)u ∈ C([−r, 0], E) and∫ s+α

s

‖P (t)Φ(t, s)u‖2 dt ≤ κ ‖u‖2
L2([s,s+α],E)(3.7)

for t ≥ s, 0 < α < r, a constant κ > 0.
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Proof. We show (a). Let u ∈ W 1,2
s,loc([s,∞), E) and take ζ ∈ D(QE). Now we

define the function v : [s− r,∞) −→ E by

v(t) =

{
u(t), t ≥ s,

ζ(t− s), s− r ≤ t < s.

Then we have v ∈ W 1,2
loc ([s− r,∞), X) and vt = SE(t, s)ζ + Φ(t, s)u for t ≥ s. So that

Φ(·, s)u ∈ C([s,∞),W 1,2([−r, 0], X)), due to Lemma 3.4(iii).
We show (b), so we will proceed as in [12]. To this purpose, let u ∈ Cs([s,∞), E)

and 0 < α < r. Clearly, by (3.2), we have Φ(t, s)u ∈ C([−r, 0], E) for t ≥ s. Now we
have ∫ s+α

s

‖P (t)Φ(t, s)u‖2 dt =

∫ α

0

∥∥∥∫ 0

−t

dp(t + s, θ)u(t + s + θ)
∥∥∥2

dt.(3.8)

Now we define θm := −mr/n, m = 0, 1, . . . , n, a subdivision of the interval [−r, 0].
For a fixed t ∈ [0, α], Dσ,n = {−θ0 − t, . . . ,−θn − t} is a subdivision of the interval
[−t,−t + α], since we have extended p(t, .) by p(t, 0), the extra terms on [0,−t + r]
are all equal to 0. So, for each fixed σ, we have

∫ 0

−t

dp(s + t, θ)u(t + s + θ) = lim
n→∞

n∑
m=0

Δm(t, s)u(s− θm),(3.9)

where we set Δm(t, s) := p(t + s,−θm − t) − p(t + s,−θm−1 − t). Observe that (H)
implies

∑n
m=0 ‖Δm(t, s)‖ ≤ cp. Now, due to (3.8), (3.9), Fatou’s lemma, and the

Cauchy–Schwartz inequality, we get∫ s+α

s

‖P (t)Φ(t, s)u‖2 dt

≤ lim inf
n→∞

∫ α

0

(
n∑

m=0

‖Δm(t, s)‖ 1
2 ‖Δm(t, s)‖ 1

2 ‖u(s− θm)‖
)2

dt

≤ cp lim inf
n→∞

∫ α

0

n∑
m=0

‖Δm(t, s)‖ ‖u(s− θm)‖2 dt

≤ cp lim inf
n→∞

n∑
m=0

‖u(s− θm)‖2

∫ α

0

‖Δm(t, s)‖ dt

≤ cp c′p lim inf
n→∞

n∑
m=0

‖u(s− θm)‖2 |θm − θm−1|

≤ cpc
′
p‖u‖2

L2([s,s+α],E).(3.10)

Thus the lemma follows.
According to Lemma 3.5 we can now define the following linear operators:

F(s) : Cs([s,∞), E) → L2
loc([s,∞), F ), F(s)u = P (·)Φ(·, s)u, s ≥ 0.(3.11)

Further, by density and (3.7), we extend F(s) to bounded operators (denoted again by
F(s)) from L2

loc([s,∞), E) to L2
loc([s,∞), E). Moreover, we have the following main

result of this section.
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Theorem 3.6. Assume that p(·, ·) satisfies (H). Then Σ = (SE ,Φ,Ψ,F) is an
absolutely regular nonautonomous system on L2([−r, 0], E), E, F . Furthermore, if u
is the control function of Σ, then the input segment ut is the state trajectory of Σ
which satisfies u• ∈ Ds(P̃ (·)) for s ≥ 0. Moreover, the output function of Σ satisfies
the representation y(t) = P̃ (t)ut for almost every t ≥ s ≥ 0.

Proof. Let us first show that F(s) satisfy (2.6). For this let 0 ≤ s ≤ t ≤ ρ,
u0 ∈ C([s,∞), E), and u1 ∈ C([t,∞), E) such that u0(s) = u0(t) = u1(t) = 0. We now
define the function

u(τ) =

{
u1(τ), t ≤ τ ≤ ρ,

u0(τ), s ≤ τ ≤ t,

so that u ∈ Cs([s,∞), E). Now Lemma 3.5 implies that Φ(t, s)u0 ∈ C0([−r, 0], E) and
Φ(ρ, t)u1 ∈ C([−r, 0], E). Now, by (2.1), (3.6), and (3.11), we obtain

(F(s)u)(ρ) = P (ρ)Φ(ρ, s)u

= P (ρ)SE(ρ, t)Φ(t, s)u0 + P (ρ)Φ(ρ, t)u1

= (Ψ(t)Φ(t, s)u0)(ρ) + (F(t)u1)(ρ).

Then, by density, Σ is a well-posed nonautonomous system on L2([−r, 0], E), E, F .
Next, we show that Σ is an absolutely regular nonautonomous system. For this we
set uz(s) = z for z ∈ E and s ≥ 0. Moreover, let εn ∈ C([s,∞)) such that 0 ≤ εn ≤
1, εn(s) = 0, and εn(t) = 1 for t ≥ s + 1/n, n ∈ N\{0}. We now set vn = εnuz

for n ∈ N\{0}, so we have vn ∈ Cs([s,∞), U) and vn → uz in L2
loc([s,∞), E). Let

0 < t < inf{1, r} and s ≥ 0. Due to (3.11) we get

1

t

∫ s+t

s

‖(F(s)uz)(τ)‖2 dτ = lim
n→∞

1

t

∫ s+t

s

‖(F(s)vn)(τ)‖2 dτ

= lim
n→∞

1

t

∫ s+t

s

‖P (τ)Φ(τ, s)vn‖2 dτ

≤ 1

t

∫ s+t

s

(∫ 0

s−τ

dμp(τ, θ)

)2

dτ ‖z‖2

≤ 1

t

∫ s+t

s

(
μp(τ, [−t, 0])

)2

dτ ‖z‖2

≤ ‖z‖2

(
sup

s≤τ≤s+r
μp(τ, [−t, 0])

)2

.

Consequently, we have the absolute regularity of Σ, due to (H). Finally, the rest of
the proof follows by Lemma 3.1 and Theorem 2.3(ii) and (iv).

Corollary 3.7. Assume that p(·, ·) satisfies (H) and let Σ = (SE ,Φ,Ψ,F) be
the absolutely regular nonautonomous system obtained in Theorem 3.6. If the initial
condition ζ ∈ D(QE) and the control function u ∈ W 1,2

s,loc([s,∞), E), then the output
function of Σ satisfies y(t) = P (t)ut for t ≥ s ≥ 0.

Proof. Let ζ ∈ D(QE) and u ∈ W 1,2
s,loc([s,∞), E). Then, by Theorem 2.3(iii),

(3.1), (3.6), and (3.11), we get

y(t) = (Ψ(s)ζ)(t) + (F(s)u)(t) = P (t)(SE(t, s)ζ + Φ(t, s)u) = P (t)ut

for almost every t ≥ s ≥ 0.
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4. Nonhomogenous delay equations. Let us introduce some basic facts on
the existence and regularity of the evolution equations,

(CP)

{
ẋ(t) = A(t)x(t) + f(t), t > s ≥ 0,

x(s) = η,

for linear operators A(t), t ≥ s ≥ 0, on a Banach space X, where η ∈ X and f ∈
L2
loc([s,∞), X). The homogenous problem with f = 0 is denoted by (CP)0.

Among various types of solutions x of (CP) we consider the following one.
Definition 4.1. A classical solution of (CP) is a function x ∈ W 1,2

loc ([s,∞), X)
such that x(t) ∈ D(A(t)) for t > s and (CP) holds.

Contrary to the autonomous case, the solvability of (CP) in the classical sense
requires additional conditions on A(t) (see, e.g., [2], [20], [24], [27] and the refer-
ences therein). Here in the current paper we restrict ourselves to a class of parabolic
equations, namely, those introduced by Aquistapace and Terreni [2]. We assume that
(AT1) A(t), t ≥ 0, are linear operators on a Banach space X with dense domains

D(A(t)) and there are constants β ≥ 0, w ∈ R, and φ ∈ (π/2, π) such that
λ ∈ ρ(A(t)) and ‖R(λ,A(t))‖ ≤ β(1+|λ−w|)−1 for λ ∈ Σ(φ,w) and t ≥ s ≥ 0.

(AT2) There are constants κ ≥ 0 and μ, ν ∈ (0, 1] with μ + ν > 1 such that

|λ|ν‖Aw(t)R(λ,Aw(t))(Aw(t)−1 −Aw(t′)−1)‖ ≤ κ|t− t′|μ

for Aw(t) := A(t) − w, t, t′ ≥ s ≥ 0, and | arg λ| ≤ φ.
Here we set Σ(φ,w) = {w} ∪ {λ ∈ C\{w} : | arg(λ − w)| ≤ φ}. If (AT1) and (AT2)
hold, then we say that (AT) is satisfied and (CP) is a parabolic equation.

Let us recall (see, e.g., Tanabe [24]) that if D(A(t)) do not depend on t, it suffices
to suppose that A(·) : [0, t0] → L(Z,X) is Hölder continuous, where Y := D(A(0)) is
endowed with the graph norm.

Theorem 4.2. Assume that (AT) holds. Then there is a strongly continuous
evolution family T := (T (t, s))t≥s≥0 on X such that T (t, s)X ⊆ D(A(t)) for t > s.

If A(t) satisfy (AT), the (CP)0 has a unique classical solution x = T (·, s)η for
η ∈ X. We say that T solves (CP)0 or A(t) generate T .

Let (AT) be satisfied. According to [1, Props. 3.2, 5.1], if x is a classical solution
of (CP), then it is given by

x(t) = T (t, s)η +

∫ t

s

T (t, σ)f(σ) dσ, t ≥ s ≥ 0.(4.1)

A function x : [s,∞) → X satisfying (4.1) is called the mild solution of (CP).
Finally, we mention the important case of the hyperbolic equations studied by

Kato [19], that is, if A(t) are the generators of contraction semigroups satisfying
D(A(t)) ≡ Z and A(·)η ∈ C1(R+, X) for η ∈ X. Then (CP)0 is well posed. (See also
[20] for a more general version.)

The perturbation problem of (CP)0 by nonautonomous bounded perturbations is
studied in [22, p. 129]. We note that the well-posedness of (CP)0 is not persisted even
by bounded perturbations B(·) ∈ Cb(R+,L(X)) (see [21, Ex. 4.1.7]).

In what follows, we are concerned with the notion of perturbed evolution fami-
lies rather than that of perturbed evolution equations involving concrete differential
operators.

Proposition 4.3. Let B(t) : D(B(t)) → X be nonautonomous admissible ob-
servation operators for the strongly continuous evolution family T on X. Let B̃(t) be
the Lebesgue extensions of B(t) with respect to T . The following assertions hold:
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(i) There is a unique evolution family V on X such that V (·, s)η ∈ Ds(B̃(·)),
and

‖B̃(·)V (·, s)x‖L2([s,s+t0],X) ≤ γ ‖η‖,
V (·, s)η = T (·, s)η + K

T
s B̃(·)V (·, s)η

(4.2)

for s ≥ 0, t0 > 0, η ∈ X and a constant γ = γ(t0) > 0.
(ii) Let C(t) : D(C(t)) → Y be nonautonomous admissible observation operators

for T . For any s ≥ 0, η ∈ X, and f ∈ L2
loc([s,∞), X) we have

V (·, s)η, K
V
s f ∈ Ds(C̃(·)),(4.3)

‖C̃(·)KV
s f‖L2([s,s+t0],Y ) ≤ ct

1/2
0 ‖f‖L2([s,s+t0],X)(4.4)

for some constants t0 > 0 and c = c(t0) > 0 independent of f and s.
Proof. The assertion (i) can be obtained by [26, Rem. 4.6(a)]. Now we prove

(ii). Let s ≥ 0, η ∈ X, and f ∈ L2
loc([s,∞), X). The fact that V (·, s)η ∈ Ds(C̃(·))

is due to Theorem 2.1, Proposition 2.2, and (4.2). Due to (i) above, the function
[s, s+ t0]× [s, s+ t0] � (t, σ) �→ B̃(τ)V (τ, σ)f(σ) is measurable for f in the subspaces

Fs = span{ξ(·)V (·, σ)x : x ∈ X, σ ≥ s, ξ ∈ Cc(R+), ξ(t) = 0 for s ≤ t ≤ σ}.

Thus, by density it is measurable for f ∈ L2
loc([s,∞), X) (the density of Fs is proved

in [4, Thm. 3.12]), where Cc(R+) is the space of continuous functions with compact
support in [0,∞). Fubini–Tonelli’s theorem and (4.2) imply that∫ s+t0

s

∫ t

s

‖B̃(t)V (t, σ)f(σ)‖2dσ dt =

∫ s+t0

s

∫ s+t0

σ

‖B̃(t)V (t, σ)f(σ)‖2dt dσ

≤ γ2‖f‖2
Lp([s,s+t0],X).(4.5)

Now we define the function gs(t) :=
∫ t

s
B̃(t)V (t, σ)f(σ) dσ for t ≥ s ≥ 0. Using

Hölder’s inequality, Fubini’s theorem, and (4.5) we get∫ s+t0

s

‖gs(τ)‖2 dτ ≤ t0

∫ s+t0

s

∫ τ

s

‖B̃(τ)V (τ, σ)f(σ)‖2 dσ dt

≤ t0γ
2‖f‖2

L2([s,s+t0],X).(4.6)

On the other hand, by (4.2) and Fubini’s theorem, we obtain

(KV
s f)(t) = (KT

s f)(t) +

∫ t

s

∫ t

σ

T (t, τ)B̃(τ)V (τ, σ)f(σ) dτ dσ

= (KT
s f)(t) +

∫ t

s

T (t, τ)

∫ τ

s

B̃(τ)V (τ, σ)f(σ) dσ dτ

= (KT
s (f + gs))(t)

for t ≥ s ≥ 0. Thus, the rest of the proof now follows from (4.6) and
Proposition 2.2.

Let V be the evolution family obtained in Proposition 4.3. Let s ≥ 0 and f ∈
L2
loc([s,∞), X). We are looking for functions x : [s,∞) → X satisfying

x(t) = V (t, s)η +

∫ t

s

V (t, σ)f(σ) dσ, t ≥ s.(4.7)

We need the following lemma.
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Lemma 4.4. Let T be a strongly continuous evolution family on X. Let B(t) :
D(B(t)) ⊆ X → X be nonautonomous admissible observation operators for T . Let
B̃(t) be the Lebesgue extensions of B(t) with respect to T . Then

B̃(t)(KV
s f)(t) =

∫ t

s

B̃(t)V (t, σ)f(σ) dσ

for a.e. t ≥ s and all f ∈ Cs([s,∞), X), where V is the strongly continuous evolution
family satisfying (4.2).

Proof. Due to Proposition 4.3(i) one defines Ψ′(s)η = B̃(·)V (·, s)η for η ∈ X and
s ≥ 0. Then (V,Ψ′) is a nonautonomous observation system. Now we define

B̃n(s)η = n

∫ s+ 1
n

s

(Ψ′(s)η)(σ) dσ

for η ∈ X, s ≥ 0, and n ∈ N\{0}, so we have Bn(s) ∈ L(X). Next we take f ∈
Cs([s,∞), X) for s ≥ 0. The function ρ � [0, t0] �→ B̃n(·)V (·, ρ)f(ρ) − Ψ′(ρ)f(ρ) is
measurable, due to [26, Lem. 2.8]. On the other hand, for t0 > 0 and s ≥ 0, we have

∥∥∥Bn(·)KV
s f −

∫ ·

s

[Ψ′(ρ)f(ρ)](·) dρ
∥∥∥2

L2([s,s+t0],X)

≤
∫ s+t0

s

(∫ σ

s

‖Bn(σ)V (σ, ρ)f(ρ) − [Ψ′(ρ)f(ρ)](σ)‖dρ
)2

dσ

≤ t
1
2
0

∫ s+t0

s

∫ ρ+t0

ρ

‖Bn(σ)V (σ, ρ)f(ρ) − [Ψ′(ρ)f(ρ)](σ)‖2dσdρ

:= t
1
2
0

∫ s+t0

s

hn,f (ρ) dρ,(4.8)

due to Hölder’s inequality and Fubini’s theorem, where we set

hn,f (ρ) :=

∫ ρ+t0

ρ

‖Bn(σ)V (σ, ρ)f(ρ) − [Ψ′(ρ)f(ρ)](σ)‖2dσ, s + t0 ≥ ρ ≥ s, n ≥ 1.

It can be verified (see the proof of [26, Lem. 2.9]) that hn,f (ρ) ≤ c‖f(ρ)‖ for s ≤ ρ ≤
s + t0, n ≥ 1, and a constant c = c(t0) > 0, so hn,f ∈ L2

loc([s,∞)). Now, for f ∈ Fs

one can see that hn,f (ρ) → 0 as n → ∞ for s ≤ ρ ≤ s + t0, due to [26, Lem. 2.9]. We
now approximate f by fm ∈ Fs in L2

loc([s,∞), X), so we have fφ(m)(ρ) → f(ρ) in X
as m → ∞ for a.e. ρ ≥ s. Then

hn,f (ρ) ≤ ‖Bn(·)V (·, ρ)(f(ρ) − fφ(m)(ρ))‖2
L2([ρ,ρ+t0],X)

+ hn,fφ(m)
+ ‖Ψ′(ρ)(f(ρ) − fφ(m)(ρ))‖2

L2([ρ,ρ+t0])

≤ δ ‖f(ρ) − fφ(m)(ρ)‖2
X + hn,fφ(m)

for a.e. s ≤ ρ ≤ s+t0 and a constant δ = δ(t0) > 0, due to the proof of [26, Lem. 2.9].
Then

lim
n→∞

hn,f (ρ) ≤ δ ‖f(ρ) − fφ(m)(ρ)‖2
X

for a.e. s ≤ ρ ≤ s+ t0. Now by letting m → ∞ in the estimate above we obtain that
hn,f (ρ) → 0 as n → ∞. Lebesgue’s dominated convergence theorem and (4.8) now
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imply ∫ t

s

[Ψ′(σ)f(σ)](t) dσ = lim
n→∞

Bφ(n)(t)K
V
s f = B̃(t)(KV f)(t)

for a.e. t ≥ s, due to [26, Lem. 2.10].
Theorem 4.5. Assume that (AT) holds. Let T be the strongly continuous evolu-

tion family generated by A(t). Let B(t) : D(B(t)) → X be nonautonomous admissible
observation operators for T . Let B̃(t) the Lebesgue extensions of B(t) with respect
to T . Finally, let f ∈ L2

loc([s,∞), X), s ≥ 0. Then the function x given by (4.7)

satisfies x ∈ Ds(B̃(·)) and

x(t) = T (t, s)η +

∫ t

s

T (t, σ)
[
B̃(σ)x(σ) + f(σ)

]
dσ, t ≥ 0.(4.9)

Proof. Let x : [s,∞) → X be the function given by (4.7) corresponding to η ∈ X
and f ∈ L2

loc([s,∞), X). Then x ∈ Ds(B̃(·)), due to (4.3). We now approximate f
by a sequence fn in Cs([s,∞), X) and let xn : [s,∞) → X be the solution of (4.7)
corresponding to η and fn. Then, due to Hölder’s inequality and (4.7), we obtain
xn → x in L2

loc([s,∞), X). Moreover, by (4.2), (4.7), Fubini’s theorem, and Lemma
4.4, we have

xn(t) = T (t, s)η +

∫ t

s

T (t, σ)f(σ) dσ +

∫ t

s

T (t, σ)B̃(σ)V (σ, s)η dσ

+

∫ t

s

∫ t

σ

T (t, τ)B̃(τ)V (τ, σ)fn(σ) dτ dσ

= T (t, s)η +

∫ t

s

T (t, σ)fn(σ) dσ +

∫ t

s

T (t, σ)B̃(σ)V (σ, s)η dσ

+

∫ t

s

T (t, τ)

∫ τ

s

B̃(τ)V (τ, σ)fn(σ) dσ dτ

= T (t, s)η +

∫ t

s

T (t, σ)
[
B̃(σ)xn(σ) + fn(σ)

]
dσ(4.10)

for t ≥ s ≥ 0. Let us denote by v(t) the right-hand side of (4.9), so using again Hölder’s
inequality and (4.10) we get xn → v. Thus x = v by uniqueness and continuity.

In the remainder of this section we study mild solutions of the nonhomogenous
delay equation (1.1). We assume that the state delay operators L(t) : C([−r, 0], X) →
X are defined by

L(t)f =

∫ 0

−r

d�(t, θ)f(θ), f ∈ C([−r, 0], X), t ≥ 0,(4.11)

where the kernel �(·, ·) satisfies (H).
At first we assume that the initial conditions η ∈ X and ϕ ∈ C([−r, 0], X) are such

that η = ϕ(0). In this case, a mild solution of (1.1) is a function x ∈ C([s− r,∞), X)
such that

x(t) = T (t, s)η +

∫ t

s

T (t, σ)
[
L(σ)xσ + f(σ)

]
dσ, t ≥ s ≥ 0,

x(s + θ) = ϕ(θ), −r ≤ θ ≤ 0.

(4.12)
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Next, we want to solve (1.1) for the initial condition
( η
ϕ

)
in the Banach space

X0 := X × L2([−r, 0], X) endowed with the norm ‖
( η
ϕ

)
‖ = ‖x‖ + ‖ϕ‖2. To this

purpose, we consider the family T := (T (t, s))t≥0 of bounded linear operators on X0

defined by

T (t, s) :=

(
T (t, s) 0
Tt,s SX(t, s)

)
, t ≥ s ≥ 0,(4.13)

where (Tt,sη)(θ) := T (t+ θ, s)η for t+ θ ≥ s and zero if not, for η ∈ X, t ≥ s ≥ 0, θ ∈
[−r, 0]. Clearly, T is a strongly continuous evolution family on X0.

In the sequel we need the subspace

D :=
{( η

ϕ

)
∈ X × C([−r, 0], X) : ϕ(0) = η

}
,

which is dense in X0. Moreover, we consider the linear operators

B(t) :=

(
0 L(t)
0 0

)
, D(B(t)) := D, t ≥ 0.

As shown in [12], Lemma 3.3 implies that B(t) are nonautonomous admissible ob-
servation operators for T . Throughout we denote by B̃(t) the Lebesgue extensions
of B(t) with respect to T . So, due to Proposition 4.3, there exists a unique strongly
continuous evolution family TL := (TL(t, s))t≥s≥0 on X0 satisfying

TL(·, s)
( η
ϕ

)
∈ Ds(B̃(·)),(4.14)

TL(·, s)
( η
ϕ

)
= T (·, s)

( η
ϕ

)
+ K

T
s B̃(·)TL(·, s)

( η
ϕ

)
(4.15)

for
( η
ϕ

)
∈ X0 and s ≥ 0. We note that TL solves the homogenous delay equation

associated to (1.1) (i.e., when f = 0); see [12] for more details.
Next, we are looking for functions w : [s,∞) → X0 satisfying

w(t) = TL(t, s)
( η
ϕ

)
+

∫ t

s

TL(t, σ)
(
f(σ)

0

)
dσ(4.16)

for t ≥ s ≥ 0,
( η
ϕ

)
∈ X0, and f ∈ L2

loc([s,∞), X).

Due to Theorem 4.5, the function w given by (4.16) satisfies w ∈ Ds(B̃(·)) and

w(t) = T (t)
( η
ϕ

)
+

∫ t

s

T (t, σ)
[
B̃(σ)w(σ) +

(
f(σ)

0

)]
dσ(4.17)

for t ≥ s ≥ 0 and
( η
ϕ

)
∈ X0.

In view of (4.13) and (4.17), the function w can be computed explicitly if we know
the expressions of the Lebesgue extensions B̃(t). In what follows, we will see that the
expression of B̃(t) depends on L̃(t), the Lebesgue extension of L(t) with respect to
SX . Before showing this we have to prove the following lemma.

Lemma 4.6. Assume that the kernel �(·, ·) satisfies (H). Let η ∈ X and set
ψ(θ) := η for all θ ∈ [−r, 0]. Then ψ ∈ D(L̃(s)) and L̃(s)ψ = L(s)ψ for all s ≥ 0.

Proof. Let s ≥ 0, η ∈ X, and let (SX ,ΨL) be the nonautonomous observation
system associated to L(t). Let the sequence αn ∈ C([−r, 0]) such that 0 ≤ αn ≤
1, αn(0) = 0 and αn(θ) = 1 for −r ≤ θ ≤ − r

n . Now we set ψn = αnψ, so that ψn → ψ
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in L2([−r, 0], X) as n → ∞, ψn ∈ C0([−r, 0], X) and ΨL(s)ψn = L(·)SX(·, s)ψn.
Next, we take 0 < r

n ≤ t ≤ r
2 for n ≥ 3. Then

1

t

∫ s+t

s

(ΨL(s)ψ)(τ) dτ − L(s)ψ

=
1

t

∫ s+t

s

[ΨL(s)(ψ − ψn)](τ) dτ +
1

t

∫ s+t

s

L(τ)(SX(τ, s)ψn − ψ) dτ

+
1

t

∫ s+t

s

[L(τ)ψ − L(s)ψ] dτ.(4.18)

First, by Hölder’s inequality,

∥∥∥1

t

∫ s+t

s

[ΨL(s)ψ − ψn](τ) dτ
∥∥∥ ≤ γ√

t
‖ψn − ψ‖2 −→

n→∞
0.

Second, by the strong continuity of (L(τ))τ≥s,

lim
t↘0

1

t

∫ s+t

s

[L(τ)ψ − L(s)ψ] dτ = 0.

Further,

1

t

∫ s+t

s

L(τ)[SX(τ, s)ψn − ψ] dτ =
1

t

∫ t

0

∫ −σ

−r

d�(s + σ, θ)[ψn(σ + θ) − ψ(θ)]] dσ

=
1

t

∫ t

0

∫ −σ

− r
n−σ

d�(s + σ, θ)[ψn(σ + θ) − ψ(θ)] dσ,

which implies that

∥∥∥1

t

∫ s+t

s

L(τ)[SX(τ, s)ψn − ψ] dτ
∥∥∥ ≤ 2‖η‖1

t

∫ t

0

μ


(
s + σ,

[
− r

n
− σ,−σ

])
dσ

≤ 2‖η‖ sup
0≤σ≤r

μ
(s + σ, [−2t, 0]) → 0; (as t ↘ 0),

due to (H). Thus the lemma now follows by taking the limits, first n → ∞ and second
t ↘ 0, in both sides of (4.18).

Let us define ΨB(s)
( η
ϕ

)
= B(·)T (·, s)

( η
ϕ

)
for

( η
ϕ

)
∈ D and s ≥ 0. Then (T ,ΨB)

is a nonautonomous observation system. Moreover, by density of D in X0, Hölder’s
inequality, and (4.13) one can see that

1

t

∫ s+t

s

[
ΨB(s)

( η
ϕ

)]
(τ) dτ =

1

t

∫ s+t

s

(
(ΨL(s)ϕ)(τ)

0

)
dτ − 1

t

∫ s+t

s

(
(ΨL(s)ψ)(τ)

0

)
dτ

+
1

t

∫ s+t

s

[ΨB(s)
( η
ψ

)
](τ) dτ(4.19)

for all
( η
ϕ

)
∈ X0, where we set ψ(θ) = η.

Lemma 4.7. Let (AT) be holds and the kernel �(·, ·) satisfies (H). Then

D(B̃(s)) = X ×D(L̃(s)) and B̃(s) =

(
0 L̃(s)
0 0

)
, s ≥ 0.
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Proof. The proof follows immediately by Lemma 4.6, (4.19), and the strong
continuity of B(t).

The following theorem follows by (4.17) and Lemma 4.7.
Theorem 4.8. Assume that (AT) holds and �(·, ·) satisfies (H). Then the function

w : [s,∞) → X0 given by (4.16) satisfies

(
x(t)
xt

)
= TL(t, s)

( η
ϕ

)
+

∫ t

s

TL(t, σ)
(
f(σ)

0

)
dσ(4.20)

for t ≥ s ≥ 0 and
( η
ϕ

)
∈ X0, where the function x : [s − r,∞) → X satisfies

x· ∈ Ds(L̃(·)) and (1.2).
The following result shows the relationship between the formulas (1.2) and (4.12).
Proposition 4.9. Assume that (AT) holds and �(·, ·) satisfies (H). Let the initial

condition
( η
ϕ

)
∈ D. Then the formulas given by (1.2) and (4.12) coincide.

Proof. We first take h ∈ C([−r, 0], X) and s ≥ 0. Due to the strong continuity
of the family (B(t))t≥0 one can see that B̃(s)(h(0), h)
 = B(s)(h(0), h)
. Thus by
Lemma 4.7, we obtain

L(s)h = L̃(s)h for h ∈ C([−r, 0], X) ∩D(L̃(s)).(4.21)

Let now the initial condition
( η
ϕ

)
∈ D and let x be the corresponding mild solution of

(1.1). Then (x(t), xt) ∈ D for t ≥ s ≥ 0. Since by Theorem 4.8 we have xt ∈ D(L̃(t))
for a.e. t ≥ s, then L(t)xt = L̃(t)xt for a.e. t ≥ 0, due to (4.21). The proposition now
follows by (1.2).

In view of Theorem 4.8 and Proposition 4.9 we introduce the following definition.
Definition 4.10. Let s ≥ 0,

( x
ϕ

)
∈ X0 and f ∈ L2

loc([s,∞), X). A continuous

function x(·) : [s− r,∞) → X is called a mild solution of (1.1) if x· ∈ Ds(L̃(·)) and
satisfies (1.2).

5. Nonautonomous linear systems with delays in the state, control,
and observation variables. In this section we want to reformulate the delay system
formed by (1.3) and (1.4) as an absolutely regular nonautonomous system.

Let us first prove the existence of a variation of constants formula for the delayed
control equation (1.3). This formula will helps us to prove that (1.3) determines a
nonautonomous control system.

As the kernel k(·, ·) satisfies (H), then K(t) are nonautonomous admissible ob-
servation operators for SU . We then denote by K̃(t) the Lebesgue extensions of K(t)
with respect to SU . Moreover, due to Theorem 3.6, K(t) define an absolutely reg-
ular nonautonomous system on L2([−r, 0], U), U,X, which we denote throughout by
ΣK := (SU ,Φ,ΨK ,FK). Note that the input segment ut is the state trajectory of
ΣK . Then we have u· ∈ Ds(K̃(·)), due to Theorem 3.6.

The following proposition shows the existence of the mild solution of (1.3) in the
case of smooth input u.

Proposition 5.1. Let (AT) be verified and assume that the kernels �(·, ·) and
k(·, ·) satisfy (H). Let the initial condition

( η
ϕ

)
∈ X0. If the input u is smooth, i.e.,

u ∈ W 1,2
loc ([s − r,∞), U) is such that u(s) = 0, then ut ∈ W 1,2([−r, 0], U), t ≥ s ≥ 0,

and the function t �→ K(t)ut belongs to L2
loc([s,∞), U). In particular, the equation

(1.3) has a mild solution given by

x(t) = T (t, s)η +

∫ t

s

T (t, τ)[L̃(τ)xτ + K(τ)uτ ] dτ, t ≥ s.(5.1)
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If in addition
( η
ϕ

)
∈ D, then this mild solution also satisfies

x(t) = T (t, s)η +

∫ t

s

T (t, τ)
[
L(τ)xτ + K(τ)uτ

]
dτ, t ≥ s ≥ 0,

x(s + θ) = ϕ(θ), −r ≤ θ ≤ 0.

(5.2)

Proof. Let
( η
ϕ

)
∈ X0 and u be a smooth input, so us = ζ ∈ D(QU ). Since

ut = SU (t, s)ζ + Φ(t, s)u for t ≥ s ≥ 0, then by Lemma 3.5(a) we have ut ∈
W 1,2([−r, 0], U), t ≥ s. Now due to Corollary 3.7 we have f(t) := K(t)ut = K̃(t)ut

for a.e. t ≥ s, which belongs to L2
loc([s,∞), U). Thus the rest of the proof follows by

Theorem 4.8 and Proposition 4.9.
Let us now deal with with the solution of (1.3) for general input u.
Theorem 5.2. Let (AT) be verified and assume that the kernels �(·, ·) and k(·, ·)

satisfy (H). Let the initial conditions
( η
ϕ

)
∈ X0 and ζ ∈ L2([−r, 0], U). For u ∈

L2
loc[s− r,∞), U) there exists a squence of mild solutions xn : [s− r,∞) → X of (1.3)

such that xn → x in L2
loc([s − r,∞), X), as n → ∞, where x : [s − r,∞) → X is the

function satisfying x· ∈ Ds(L̃(·)) and

x(t) = T (t, s)η +

∫ t

s

T (t, τ)[L̃(τ)xτ + K̃(τ)uτ ] dτ, t ≥ s ≥ 0.

x(t) = ϕ(t− s), a.e. t ≤ s.

(5.3)

Proof. Let
( η
ϕ

)
∈ X0 and ζ ∈ L2([−r, 0], U). Let us approximate the input

u ∈ L2
loc[s− r,∞), U) by a sequence of smooth inputs un ∈ W 1,2

loc ([s− r,∞), U) such
that un(s) = 0, so ζn := un

s → ζ in L2([−r, 0], U) as n → ∞. We set fn(t) := K(t)un
t

for t ≥ s and let xn : [s− r,∞) → X with xn(s) = η and xn
s = ϕ be the mild solution

of (1.3) corresponding to un and fn, due to Proposition 5.1. By Theorem 4.8, the
function wn(t) = (xn(t), xn

t ) satisfies (4.20). Next, we set f(t) := K̃(t)ut for a.e.
t ≥ s, (which belongs to L2

loc([s,∞), U)) and let x be the function defined by (5.3).
Thus, by Theorem 4.8, the function w(t) = (x(t), xt)


 satisfies (4.20). We now claim
that xn → x in L2

loc([s,∞), X) as n → ∞. By using Theorem 2.3(iii), Theorem 3.6,
and Corollary 3.7, we obtain fn → f in L2

loc([s,∞), U). Thus, Hölder’s inequality and
(4.20) imply that wn → w in L2

loc([s,∞),X0). In particular, xn → x in L2
loc([s,∞), X)

and x
φ(n)
t → xt in L2([−r, 0], X) for a.e. t ∈ [s, s + t0] as n → ∞.

Now let us introduce the following definition.
Definition 5.3. Assume that (AT) holds, and �(·, ·) and k(·, ·) satisfy (H). Let

(1.3) with initial condition
( η
ϕ

)
∈ X0, ζ ∈ L2([−r, 0], U) and s ≥ 0. Let the control

function u ∈ L2
loc([s,∞), U) such that us = ζ. A function x : [s− r,∞) → X is called

the generalized solution of (1.3) if x· ∈ Ds(L̃(·)) and it satisfies (5.3).
The following result follows immediately by Proposition 5.1, which motives Defi-

nition (5.3).
Corollary 5.4. Assume that (AT) holds and the kernels �(·, ·) and k(·, ·) satisfy

(H). Let the initial conditions s ≥ 0,
( η
ϕ

)
∈ D, and ζ ∈ D(QU ) and assume that

u ∈ W 1,2
loc ([s− r,∞), U). Then the generalized and mild solutions of (1.3) coincide.

The following proposition is a consequence of Theorems 4.8 and 5.2, which will
help us, later, to show that (1.3) determines a certain control system.

Proposition 5.5. Assume that (AT) holds and �(·, ·) and k(·, ·) satisfy (H). Let
the initial conditions

( η
ϕ

)
∈ X0, ζ ∈ L2([−r, 0], U), s ≥ 0, and u ∈ L2

loc([s− r,∞), U)
such that us = ζ. Then (1.3) has a generalized solution x : [s− r,∞) → X satisfying
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x· ∈ Ds(L̃(·)) and (1.5). Moreover, we have

(
x(t)
xt

)
= TL(t, s)

( η
ϕ

)
+

∫ t

s

TL(t, σ)
(
K̃(σ)uσ

0

)
dσ, t ≥ s ≥ 0.(5.4)

In what follows, we endowed the Banach space X := X0 ×L2([−r, 0], U) with the
norm ‖(η, ϕ, ζ)‖ = ‖η‖ + ‖ϕ‖2 + ‖ζ‖2. Further we define the linear operators

W(t, s) : L2([−r, 0], U) → X0, W(t, s)ζ =

∫ t

s

TL(t, σ)
(

(ΨK(s)ζ)(σ)
0

)
dσ, t ≥ s ≥ 0.

Using Hölder’s inequality it can be verified that W(t, s), t ≥ s, are bounded from
L2([−r, 0], U) to X0. Next, let us define the linear operators

R(t, s) : L2
loc([s,∞), U) → X0, R(t, s)u =

∫ t

s

TL(t, σ)
(

(FK(s)u)(σ)
0

)
dσ, t ≥ s ≥ 0.

Clearly, R(t, s) are bounded linear operators from L2
loc([s,∞, U) to X0.

Due to Theorem 2.3(iii) and Proposition 5.5 one can see that

(x(t), xt, ut)

 = TL,K(t, s)(η, ϕ, ζ) + ΦL,K(t, s)u(5.5)

for (η, ϕ, ζ)
 ∈ X , t ≥ s ≥ 0, and u ∈ L2
loc([s,∞), U), where x is given by (1.5),

TL,K(t, s) :=

(
TL(t, s) W(t, s)

0 SU (t, s)

)
,(5.6)

and

ΦL,K(t, s)u :=

(
R(t, s)u
Φ(t, s)u

)
.(5.7)

It is not difficult to prove that TL,K := (TL,K(t, s))t≥s≥0 is a strongly continuous
evolution family on X . Moreover, using the regularity of the system ΣK one can see
that (TL,K ,ΦL,K) is a nonautonomous control system on X , U (see [12] for a similar
situation). Now due to (5.5) we have the following result.

Proposition 5.6. Assume that (AT) holds and �(·, ·) and k(·, ·) satisfy (H).
Then (TL,K ,ΦL,K) is a nonautonomous control system on X , U, with control function
u ∈ L2([s,∞), U), s ≥ 0, and state trajectory z(t) = (x(t), xt, ut), t ≥ s ≥ 0, where x
is given by (5.3).

Next, we are interested in studying the output function given by (1.4). By as-
sumption the delay operators G(t) and D(t) are given by the kernel g(·, ·) and d(·, ·)
satisfying (H), so there are nonautonomous admissible observation operators for SX

and SU , respectively. Throughout we denote by G̃(t) (resp., D̃(t)) the Lebesgue ex-
tensions of G(t) (resp., D(t)) with respect to SX (resp., SU ). Further, by Theorem
3.6, the operators D(t) are issued from an absolutely regular nonautonomous system
which we denote by ΣD := (SU ,Φ,ΨD,FD).

According to Corollary 5.4 and Proposition 5.6, the control delay equation (1.3)
determines the nonautonomous control system (TL,K ,ΦL,K). It is then interesting to
regard (1.4) as an observation equation for this latter.
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Let us first consider the operators

G(t) := [0 G(t)] : D −→ Y, t ≥ 0.

It is not difficult to show that G(t) are admissible observation operators for T , so we
denote by G̃(t) the Lebesgue extensions of G(t) with respect to T . Arguing as in the
proof of Lemma 4.7 we get

D(G̃(t)) = X ×D(G̃(t)) and G̃(t) = [0 G̃(t)], t ≥ 0.(5.8)

Moreover, Proposition 4.3 and (4.15) imply that TL(·, s)
( η
ϕ

)
∈ Ds(B̃(·)) ∩ Ds(G̃(·))

for all
( η
ϕ

)
∈ X0.

We set Ωt := X ×D(G̃(t)) ×D(D̃(t)) for t ≥ s ≥ 0 and we define the operators

C(t) := [0 G̃(t) D̃(t)] : Ωt −→ Y, t ≥ s.(5.9)

Further, we consider

ΨL,K(s) : X −→ L2
loc([s,∞), Y ),

ΨL,K(s)(η, ϕ, ζ) := C(·)TL,K(·, s)(η, ϕ, ζ), s ≥ 0.
(5.10)

Due to Theorem 2.1 and Proposition 4.3, ΨL,K(s) are well-defined, bounded linear
operators from X to L2

loc([s,∞), Y ). Moreover, we have the following proposition.
Proposition 5.7. Assume that (AT) holds and the kernels �(·, ·), k(·, ·), g(·, ·),

and d(·, ·) satisfy (H). Let ΨL,K(t), t ≥ 0, be the operators defined by (5.10). Then
(TL,K ,ΨL,K) is a nonautonomous observation system on X , Y . Let then C(t) be the
operators representing this system as in (2.5). Then for τ ≥ s,

Ωτ ⊂ D(C(τ)) and C(τ) = C(τ) on Ωτ .(5.11)

Proof. As we mentioned above, the operators ΨL,K(s) are linear bounded from
X to L2

loc([s,∞), Y ). Now, clearly we have

[ΨL,K(t)TL,K(t, s)(η, ϕ, ζ)](ρ) = [ΨL,K(s)(η, ϕ, ζ)](ρ)

for (η, ϕ, ζ)
 ∈ X and ρ ≥ t ≥ s ≥ 0. This shows that (TL,K ,ΨL,K) is a nonau-
tonomous observation system on X , Y . Let now C(t) be the operators representing
this system as in (2.5). Let us take τ ≥ s ≥ 0, t ∈ (0, 1] and (η, ϕ, ζ)
 ∈ Ωτ . Then,
by combining (4.15), (5.6), (5.8), and (5.10), we have

ΨL,K(τ)(η, ϕ, ζ) = G̃(·)T (·, τ)
( η
ϕ

)
+ G̃(·)KT

τ B̃(·)TL(·, τ)
( η
ϕ

)
+ G̃(·)KTL

τ

(
ΨK(s)ζ

0

)
+ ΨD(τ)ζ.

Since
( η
ϕ

)
∈ D(G̃(τ)), then

lim
t↘0

1

t

∫ τ+t

τ

G̃(σ)T (σ, τ)
( η
ϕ

)
dσ = G̃(τ)

( x
ϕ

)
.
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On the other hand, due to (4.14), Hölder’s inequality, and Proposition 2.2, we have

∥∥∥∥1

t

∫ τ+t

τ

G̃(σ)[KT
τ B̃(·)TL(·, σ)

( η
ϕ

)
](σ) dσ

∥∥∥∥ ≤ c‖B̃(·)TL(·, τ)
( η
ϕ

)
‖L2([τ,τ+t],X0) −→

t↘0
0.

Similarly, by Hölder’s inequality and Proposition (4.3)(ii), we get

lim
t↘0

1

t

∫ τ+t

τ

G̃(σ)
[
K

TL
τ

(
ΨK(τ)ζ

0

)]
(σ) dσ = 0.

Consequently,

lim
t↘0

1

t

∫ τ+t

τ

[ΨL,K(τ)(η, ϕ, ζ)](σ) = G̃(τ)
( η
ϕ

)
+ D̃(τ)ζ = C(τ)(η, ϕ, ζ),

so (5.11) is now verified.
We note that the semigroup TL,K corresponds to (1.3) in the case when u(t) = 0

for t ≥ s. Thus Proposition 5.7 shows that the uncontrolled system associated with
(1.3)–(1.4) is well posed.

Now we want to construct the operators which associate with every input function
u the corresponding output function y defined by (1.4). We first remark, by Theorem
2.3(i), (5.7), Proposition 4.3(ii), and (5.8) that ΦL,K(t, s)u ∈ Ωt for all t ≥ s ≥ 0 and
u ∈ L2

loc([s,∞), U). This allows us to introduce the following operators:

FL,K(s) : L2
loc([s,∞), U) → L2

loc([s,∞), Y ), FL,K(s)u := C(·)ΦL,K(·, s)u, s ≥ 0.

Using Hölder’s inequality, (5.7), and Proposition 4.3(ii) one can see that FL,K(s) are
linear bounded operators.

Theorem 5.8. Assume that (AT) holds and the kernels �(·, ·), k(·, ·), g(·, ·),
and d(·, ·) satisfy (H). Let s ≥ 0, (η, ϕ, ζ)
 ∈ X , and u ∈ L2

loc([s,∞), U) such that
us = ζ. Then the quadruple ΣL,K := (TL,K ,ΦL,K ,ΨL,K ,FL,K) is an absolutely regular
nonautonomous system on X , U, Y having u(t) as control function, z(t) = (x(t), xt, ut)
as state trajectory and output function y(t) satisfying the representation

y(t) = G̃(t)xt + D̃(t)ut(5.12)

for almost every t ≥ s ≥ 0, where x is the function given by (1.5).
Proof. Let 0 ≤ s ≤ t ≤ ρ and u ∈ L2

loc([s,∞), U) such that u0 := u|[s,t] and
u1 := u|[t,ρ]. Since ΦL,K(t) satisfy (2.1), then by (5.10) we get

(FL,K(s)u)(ρ) = C(ρ)[ΦL,K(ρ, t)u1 + TL,K(ρ, t)ΦL,K(t, s)u0]

= (FL,K(t)u1)(ρ) + (ΨL,K(t)Φ(t, s)u0)(ρ).

Hence ΣL,K is a well-posed nonautonomous system on X , U, Y . Now to prove the
absolute regularity of ΣL,K , let us consider the step uz(s) = z, s ≥ 0, z ∈ U , and
t ∈ (0, 1]. We have

FL,K(s)uz = G̃(·)KTL
s

(
FK(s)uz

0

)
+ FD(s)uz, s ≥ 0.
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Then, by Proposition 4.3(ii), there exists a constant c independents of t such that

1

t

∫ s+t

s

∥∥∥G̃(τ)
[
K

TL
s

(
FK(s)uz

0

)]
(τ)

∥∥∥2

dτ ≤ c

∫ s+t

s

‖[FK(s)uz](τ)‖2 dτ → 0 (as t ↘ 0).

Thus our claim now follows by the absolute regularity of ΣD (see Theorem 3.6). Now
Proposition 5.6 shows that u(t) and z(t) = (x(t), xt, ut), t ≥ 0, are the control function
and the state trajectory of ΣL,K , respectively, where x(t) is given by (5.3). Due to
Theorem 3.6 we have z(t) ∈ Ωt for a.e. t ≥ s. Let now y(t) be the output function of
ΣL,K and let C(t) be the operators representing the system (TL,K ,ΨL,K). Then, by
(5.11), we have

y(t) = C(t)z(t) = C(t)z(t) = G̃(t)xt + D̃(t)ut

for a.e. t ≥ s.
The following corollary shows, in fact, that the delay system (1.3)–(1.4) is com-

pletely determined by the absolutely regular nonautonomous system ΣL,K obtained
in Theorem 5.8.

Corollary 5.9. Assume that (AT) holds and the kernels �(·, ·), k(·, ·), g(·, ·),
and d(·, ·) satisfy (H). Let the initial conditions s ≥ 0, (η, ϕ, ζ)
 ∈ D × D(QU ).
Let the control function u ∈ W 1,2

loc ([s − r,∞), U) such that us = ζ. Let ΣL,K be the
absolutely regular nonautonomous system obtained in Theorem 5.8. Then the state
trajectory of this system is z(t) = (x(t), xt, ut) for t ≥ s, where x(t) is the function
given by (5.2). Further, the output function of ΣL,K satisfies y(t) = G(t)xt + D(t)ut

for a.e. t ≥ s.
Proof. The first statement of the corollary follows by Corollary 5.4 and Proposi-

tion 5.6. For the second, we know that xt ∈ C([−r, 0], X), t ≥ s, for initial condition( η
ϕ

)
∈ D. Moreover, xt ∈ D(G̃(t)) for a.e. t ≥ s, due to Theorem 3.6. Thus

G̃(t)xt = G(t)xt for a.e. t ≥ s, due to (4.21). Further, Corollary 3.7 implies that
D̃(t)ut = D(t)ut for a.e. t ≥ s. Thus the last statement of the corollary follows.

6. Application to a parabolic nonautonomous neutral equation. In this
section we investigate a class of parabolic nonautonomous neutral equations on Banach
space. Our abstract results obtained in section 5 allow as to introduce a new definition
of the solutions of nonautonomous neutral equations and to prove the existence and
uniqueness of those solutions.

Let O be a bounded domain in R
n such that the boundary ∂O is of class C2. We

set

A(t, ξ, ∂) =

n∑
i,j=1

aij(t, ξ)∂i∂j +

n∑
i=1

aj(t, ξ)∂j + a0(t, ξ), t ≥ 0, ξ ∈ O,

where the functions aij , ai, a0 : R+ × O, i, j = 1, . . . , n, are bounded and uniformly
Hölder continuous and satisfying

n∑
i,j=1

aij(t, ξ)ϑiϑj ≥ γ|ϑ|2

for a constant γ > 0 and all ϑ ∈ R
n, t ≥ 0, and ξ ∈ O.
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We consider the nonautonomous neutral equation

(nEq)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d

dt

[
u(t, ξ) −

∫ 0

−r

dd(t, θ, ξ)u(t + θ, ξ)
]

= A(t, ξ, ∂)
[
u(t, ξ) −

∫ 0

−r

dd(t, θ, ξ)u(t + θ, ξ)
]

+

∫ 0

−r

dk(t, θ, ξ)u(t + θ, ξ), t ≥ s ≥ 0, ξ ∈ O,

lim
t→s

[
u(t, ξ) −

∫ 0

−r

dd(t, θ, ξ)u(t + θ, ξ)
]

= η(ξ), ξ ∈ O,

u(t, ξ) = ζ(t− s, ξ), ξ ∈ O, t ≤ s,

u(t, ξ) =

∫ 0

−r

dd(t, θ, ξ)u(t + θ, ξ), ξ ∈ ∂O, t ≥ s,

for η ∈ C0(O) and ζ ∈ L2([−r, 0]×O), where d(·, ·, ·), k(·, ·, ·) : R+ × [−r, 0]×O → R

are some appropriate kernels.
Let us now introduce the auxiliary function

x(t, ξ) = u(t, ξ) −
∫ 0

−r

dd(t, θ, ξ)u(t + θ, ξ), t ≥ s, ξ ∈ O.

Then (nEq) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

d

dt
x(t, ξ) = A(t, ξ, ∂)x(t, ξ) +

∫ 0

−r

dk(t, θ, ξ)u(t + θ, ξ), t ≥ s ≥ 0, ξ ∈ O,

x(s, ξ) = η(ξ), u(t, ξ) = ζ(t− s, ξ), ξ ∈ O, t ≤ s,

x(t, ξ) = 0, t ≥ s, ξ ∈ ∂O,

u(t, ξ) = x(t, ξ) +

∫ 0

−r

dd(t, θ, ξ)u(t + θ, ξ), ξ ∈ O, t ≥ s.

(6.1)

On X = L2(O) we introduce the realizations A(t) of the differential operator
A(t, ξ, ∂) with domains

D(A(t)) =
{
h ∈ W 2,2(O) : h = 0 on ∂O

}
.

In order to be in the setting of the previous section we set

D(t)ut =

∫ 0

−r

dd(t, θ, ·)u(t + θ, ·) and K(t)ut =

∫ 0

−r

dk(t, θ, ·)u(t + θ, ·).

On X we rewrite (6.1) in the following abstract form:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

d

dt
x(t) = A(t)x(t) + K(t)ut, t ≥ s ≥ 0,

x(s) = η, us = ζ,

u(t) = x(t) + D(t)ut, t ≥ s.

(6.2)

It is known that A(t) satisfy (AT) (see, e.g., [27]). Thus A(t) generate the evolution
family T := (T (t, s))t≥s≥0 on X, where

T (t, s)η =

∫
O

b(t, s, ·, ξ)η(ξ) dξ
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for t ≥ s ≥ 0, η ∈ X, and a continuous kernel b(t, s, σ, ξ), t ≥ s ≥ 0, σ ∈ O, ξ ∈ O,
satisfying the Gaussian estimate

|b(t, s, σ, ξ)| ≤ M(t− s)−
n
2 exp

(
− w|σ − ξ|2

t− s
+ w̃(t− s)

)
for 0 < t − s ≤ t0 and constants M,w > 0, and w̃ ∈ R (see [26, sect. 6] and the
references therein).

Next, we shall assume that the kernels d(t, ·, ·, ), k(t, ·, ·) ∈ BV ([−r, 0],L(X)), t ≥
0, satisfy the condition (H).

Observe that (6.2) corresponds to the delay system (1.3)–(1.4) with L(t) =
0, G(t) = δ0, X = U = Y , and the feedback law y(t) = u(t). Thus to solve (nEq) it
suffices to study the existence of the closed-loop system associated to (1.3)–(1.4) with
respect to an appropriate feedback law.

The framework obtained in section 5 justifies the following definition of the solu-
tion of (nEq).

Definition 6.1. A generalized solution of the initial value problem (nEq) is a
pair (x, u) of functions x : [s,∞) → X and u : [s− r,∞) → X such that

(i) x is continuous, u• ∈ Ds(D̃(·)) ∩ Ds(K̃(·)),
(ii) us = ζ a.e. on [−r, 0],
(iii) the pair (x, u) satisfies the following equations:

x(t) = T (t, s)η +

∫ t

s

T (t, τ)K̃(τ)uτ dτ,(6.3)

x(t) = u(t) − D̃(t)ut(6.4)

for η ∈ X and a.e. t ≥ s ≥ 0.
In the rest of this section, we are interested in studying the existence of the gen-

eralized solutions of the nonautonomous neutral equation (nEq). To this purpose, we
denote by T0,K and Φ0,K the operators families given by (5.6) and (5.7), respectively,
with L(t) = 0, T0 = T,

W(t, s)ζ =

∫ t

s

T (t, σ)(ΨK(s)ζ)(σ) dσ and R(t, s)u =

∫ t

s

T (t, σ)(FK(s)u)(σ) dσ

for t ≥ s ≥ 0, ζ ∈ L2([−r, 0], X) and u ∈ L2
loc([s,∞), X). Then, as in section 5,

(T0,L,Φ0,L) is a nonautonomous control system on X0, X.
Let us now rewrite the operators C(t) given by (5.9) as

C(t) := [I D̃(t)] : Ωt −→ X, t ≥ s,(6.5)

where Ωt = X×D(D̃(t)) for t ≥ s ≥ 0. So we denote by Ψ0,K(s), s ≥ 0, the operators
given by (5.10) with L(t) = 0, Y = X, so that (T0,K ,Ψ0,K) is a nonautonomous
observation system on X0, X. Finally, we set

F0,K(s) : L2
loc([s,∞), X) → L2

loc([s,∞), X), F0,K(s)u := C(·)Φ0,K(·, s)u, s ≥ 0.

Lemma 6.2. Let the kernels d(·, ·, ·, ) and k(·, ·, ·) satisfy (H) and assume that
supt V ar(d(t, ·, ·))0−r is small enough. Then Σ0,K := (T0,K ,Φ0,K ,Ψ0,K ,F0,K) is an
absolutely regular nonautonomous system on X0, X,X with admissible feedback oper-
ators Δ(t) = IX , t ≥ 0.
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Proof. Theorem 5.8 shows that Σ0,K := (T0,K ,Φ0,K ,Ψ0,K ,F0,K) is an absolutely
regular nonautonomous system on X0, X,X. Now (5.7) and (6.5) imply

IX − FK(s) = IX − FD(s) − R(·, s), s ≥ 0,(6.6)

where FD(s) are the input-output operators of the absolutely regular nonautonomous
system on L2([−r, 0], X), X,X associated with the delay operators D(t), t ≥ 0, (see
Theorem 3.6). We claim that Δ(t) = IX , t ≥ 0, are admissible feedback operators for
ΣD. For this let t0 > 0 and v ∈ L2

loc([s,∞), X). Due to (3.10) we have

∫ s+t0

s

‖(FD(s)v)(t)‖2 dt ≤ c sup
t

V ar(d(t, ·))0−r‖v‖L2([s,s+t0],X).(6.7)

According to (6.7) and the fact that supt V ar(d(t, ·))0−r is small enough, the operators
IX − FD(s + t0, s), s ≥ 0, have uniformly bounded inverses on L2([s, s + t0], X) for
some t0 > 0. Then, due to (6.6), IX − FK(s + t1, s), s ≥ 0, have uniformly bounded
inverses on L2([s, s + t1], X) for some t1 > 0 as well. This ends the proof.

Theorem 6.3. Let the kernels d(·, ·, ·, ) and k(·, ·, ·) satisfy (H) and assume
that supt V ar(d(t, ·, ·))0−r is small enough. Then the nonautonomous neutral equa-
tion (nEq) has a unique generalized solution.

Proof. We are looking for a pair of functions (x, u) satisfying Definition 6.1. For
this we let v and y denote the control and the observation functions, respectively, of
the absolutely regular nonautonomous system Σ0,K . Due to Lemma 6.2, the closed-
loop system ΣI

0,K associated with Σ0,K and Δ(t) = IX exists. Now if we consider the
feedback law v = y + vc for a suitable input vc then, by (2.9) and Theorem 2.3(iii),
the state trajectory of ΣI

0,K is given by z(t) = T0,K(t, s)(η, ζ) + Φ0,K(t, s)(vc + y) for

t ≥ s ≥ 0 and (η, ζ)
 ∈ X0. We now choose vc = 0 and u = y with us = ζ. Then
z(t) = (x(t), ut) for t ≥ s ≥ 0, where x satisfies (6.3) (see Theorem 5.8). Again by
Theorem 5.8 we have u(t) = y(t) = C(t)z(t) = x(t) + D̃(t)ut for a.e. t ≥ s ≥ 0. Thus
x satisfies (6.4). This ends the proof.
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EXPONENTIAL STABILIZATION OF WELL-POSED SYSTEMS BY
COLOCATED FEEDBACK∗

RUTH F. CURTAIN† AND GEORGE WEISS‡

Abstract. We consider well-posed linear systems whose state trajectories satisfy ẋ = Ax+Bu,
where u is the input and A is an essentially skew-adjoint and dissipative operator on the Hilbert space
X. This means that the domains of A∗ and A are equal and A∗ +A = −Q, where Q ≥ 0 is bounded
on X. The control operator B is possibly unbounded, but admissible and the observation operator
of the system is B∗. Such a description fits many wave and beam equations with colocated sensors
and actuators, and it has been shown for many particular cases that the feedback u = −κy+ v, with
κ > 0, stabilizes the system, strongly or even exponentially. Here, y is the output of the system and
v is the new input. We show, by means of a counterexample, that if B is sufficiently unbounded,
then such a feedback may be unsuitable: the closed-loop semigroup may even grow exponentially.
(Our counterexample is a simple regular system with feedthrough operator zero.) However, we prove
that if the original system is exactly controllable and observable and if κ is sufficiently small, then
the closed-loop system is exponentially stable.

Key words. well-posed linear system, regular linear system, positive-real transfer function,
output feedback, exact controllability and observability, skew-adjoint operator, colocated sensors
and actuators, exponential stability
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1. Introduction and the main result. In this paper, we consider the stabi-
lization of a special class of well-posed linear systems, as described below. To specify
our terminology and notation, we recall that for any well-posed linear system Σ with
input space U , state space X and output space Y , all Hilbert spaces, the state tra-
jectories z ∈ C([0,∞), X) are described by the differential equation

(1.1) ż(t) = Az(t) + Bu(t),

where u ∈ L2
loc([0,∞), U) is the input function. The operator A : D(A)→X is the

generator of a strongly continuous semigroup of operators T on X and the (possibly
unbounded) operator B is an admissible control operator for T. In general, the output
function y is in L2

loc([0,∞), Y ). If u = 0 and z(0) ∈ D(A), then y is given by

y(t) = Cz(t) ∀ t ≥ 0,

where C : D(A)→Y is an admissible observation operator for T. B is called the
control operator of Σ and C is called the observation operator of Σ. If z(0) = 0, then
the input and output functions u and y are related by the formula

(1.2) ŷ(s) = G(s)û(s),
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Fig. 1. The open-loop system Σ with negative output feedback via κ. If the number κ > 0 is
sufficiently small, then this is a new well-posed linear system Σκ, called the closed-loop system, which
is input-output stable. If Σ is exactly controllable and exactly observable, then Σκ is exponentially
stable.

where a hat denotes the Laplace transform and G is the transfer function of Σ. The
formula (1.2) holds for all s ∈ C with Re s sufficiently large. We refer to sections 3 and
4 for more details and references on admissibility and on well-posed linear systems.
Now we specify the special class of systems studied in this paper.

Assumption ESAD. The operator A is essentially skew-adjoint and dissipative,
which means that D(A) = D(A∗) and there exists a Q ∈ L(X) with Q ≥ 0 such that

(1.3) Ax + A∗x = −Qx ∀ x ∈ D(A).

This implies that T is a contraction semigroup. Note that A is a bounded pertur-
bation of the skew-adjoint operator A + 1

2Q. Such a model is often used to describe
the dynamics of oscillating systems, such as waves or flexible structures (often Q = 0,
so that T is unitary); for a literature survey see section 2.

Assumption COL. Y = U and C = B∗.
In the literature on the stabilization of flexible structures, a very popular way of

implementing actuators and sensors is through colocated pairs, i.e., an actuator and
sensor pair act at the same physical position. This often leads to assumption COL
being satisfied, often with a finite-dimensional U .

Our aim is to show that for certain numbers κ > 0, the static output feedback
law u = −κy + v stabilizes the system, where v is the new input function. The
closed-loop system Σκ is shown as a block diagram in Figure 1 (see section 4 for
some background on output feedback). The system Σκ is called input-output stable
if its transfer function Gκ = G(I + κG)−1 is uniformly bounded on the open right
half-plane where Re s > 0. It is called exponentially stable if the growth bound of its
semigroup is negative. Our main result is the following theorem.

Theorem 1.1. Suppose that Σ is a well-posed linear system which is exactly
controllable, exactly observable and satisfies assumptions ESAD and COL. Then there
exists a κ0 > 0 (possibly κ0 = ∞) such that for all κ ∈ (0, κ0), the feedback law
u = −κy + v (where u and y are the input and the output of Σ) leads to a closed-loop
system Σκ which is well-posed and exponentially stable.

In fact, this result is only a corollary of Theorem 5.8, in which the assumptions
are weaker than exact controllability and exact observability. We also give a formula
for κ0 based on the transfer function G, see Theorem 5.8.

In all the published examples that we are aware of, the feedback u = −κy + v
is stabilizing for all κ > 0, at least in the input-output sense, and often strongly
or exponentially. In section 5 we give an example of a simple open-loop system Σ
which fits into our framework, and it is regular with feedthrough operator zero (see
section 4 for definitions), but for which the feedback u = −κy+v is only exponentially
stabilizing for sufficiently small κ > 0. For too large a κ, the closed-loop semigroup
T
κ will have a positive growth rate.
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In section 6 we introduce the theoretical framework for discussing colocated feed-
back for systems described by second order differential equations in time, with a
suitable version of Theorem 1.1. As an illustration, we outline the problem of sta-
bilizing a Rayleigh beam with two sensors located in one point, which fits into the
theory developed in this section. With the actuators designed such that B = C∗ and
with proportional output feedback with not too high feedback gain, the closed-loop
system is exponentially stable, for any position of the two sensors.

Exact controllability and exact observability are very restrictive conditions, espe-
cially if U is finite-dimensional, see, for example, the discussion in Rebarber and Weiss
[29]. There is a rich literature dealing with various specific linear systems or classes
of systems that satisfy ESAD and COL and that are approximately controllable and
observable (or satisfy other related assumptions). In these papers, the main conclu-
sion is usually the weak or strong stability of the closed-loop system (and various
nonexponential decay rates of the energy). This area will be examined in a sequel to
this paper, which will contain a unified theory of the strong stabilization of systems
satisfying ESAD and COL.

2. Comments on the literature and a self-contained presentation of
the finite-dimensional case. Many models of controlled flexible structures satisfy
assumptions ESAD and COL. The feedback u = −κy+ v is very simple to implement
and it is often used in the stabilization of these structures. Our results may be
regarded as an abstract unifying theory for colocated exponential stabilization of
flexible structures. However, it must be pointed out that not all such examples in
the literature satisfy all our assumptions. In particular, the open-loop system is not
always well posed.

Much of the early work on the stabilization of flexible structures concerned finite-
dimensional systems, see, for example, Benhabib et al. [9] and Joshi [18] and the
references therein. They used the feedback u = −κB∗z + v because of its simplicity
and its nice robustness properties. Indeed, it works for all systems with a positive-real
transfer function, as we shall explain below (see also Desoer and Vidyasagar [12]). A
valuable recent source for the finite-dimensional theory is Gawronski [13]. For a survey
on the stabilization of finite-dimensional linear systems by static output feedback we
refer to Syrmos et al. [39] (see also Zeheb and Hertz [54]).

We think that it will be instructive to give here a short self-contained presentation
of the finite-dimensional version of our main result (Theorem 1.1), as well as of some
related results, without any claims to novelty. Our infinite-dimensional arguments
will go along the same lines, but with many more technicalities.

Recall that a square matrix-valued transfer function G, analytic on the open right
half-plane C0, is called positive-real if G(s) = G(s) and

(2.1) G(s)∗ + G(s) ≥ 0 ∀ s ∈ C0.

Positive-real transfer functions were introduced in electrical network theory, but they
have strong connections with systems theory formulated in state space, see Anderson
and Vongpanitlerd [3]. In particular, if the real square matrix A is dissipative, then for
any real matrix B of appropriate dimensions, G(s) = B∗(sI−A)−1B is positive-real.
Such transfer functions often occur as models of flexible structures with colocated
actuators and sensors, see [9, 13].

Now consider an arbitrary (but square) m×m matrix-valued transfer function G.
If the closed-loop system with transfer function Gκ is obtained from the open-loop
system with transfer function G via the feedback u = −κy + v, as in Figure 1, then
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Gκ = G(I + κG)−1. The following lemma gives a simple sufficient condition for Gκ

to be bounded on C0, a fact which is written as Gκ ∈ H∞.
Proposition 2.1. Suppose that cI + G is positive-real for some c ≥ 0, and

denote κ0 = 1
c (for c = 0, take κ0 = ∞). Then for any κ ∈ (0, κ0), Gκ ∈ H∞.

Proof. Denoting a = 1
κ and T (s) = aI + 1

2 (G(s)∗ + G(s)), we have T (s) ≥
(a− c)I > 0. Hence, for every v ∈ C

m with ‖v‖ = 1 and for all s ∈ C0,

‖(aI + G(s))v‖ ≥ Re 〈(aI + G(s))v, v〉 = 〈T (s)v, v〉 ≥ a− c,

hence

(2.2)
∥∥(aI + G(s))−1

∥∥ ≤ 1

a− c

so that (aI + G)−1 ∈ H∞. We rewrite Gκ in the form

Gκ = a
[
I − a(aI + G)−1

]
,

which shows that Gκ ∈ H∞ (a bound will be given below).
Proposition 2.2. With the assumptions of Proposition 2.1, denote cκ = c

1−κc
so that cκ ≥ 0. Then cκI + Gκ is positive-real.

Proof. Notice that κc ∈ [0, 1). Introduce the transfer function

H =
κ

1 − κc
(cI + G)

so that clearly H is positive-real. It is readily verified that

(2.3) cκI + Gκ =
1

κ(1 − κc)
H(I + H)−1.

This implies that for all s ∈ C0,

κ(1 − κc)

[
(cκI + Gκ(s))∗ + (cκI + Gκ(s))

]

= (I + H(s)∗)−1

[
H(s)∗ + H(s) + 2H(s)∗H(s)

]
(I + H(s))−1.

It is easy to see that the right-hand side of the above equation is nonnegative. Since
clearly Gκ(s) = Gκ(s), it follows that cκI + Gκ is positive-real.

Lemma 2.3. If H is an m×m matrix such that Re 〈Hv, v〉 ≥ 0 for all v ∈ C
m,

then I + H is invertible and ‖H(I + H)−1‖ ≤ 1.
Proof. The invertibility is clear. Denote T = H(I + H)−1; then it is easy to see

that H(I − T ) = T . If in Re 〈Hv, v〉 ≥ 0 we choose v = (I − T )z, then we get

0 ≤ Re 〈Tz, (I − T )z〉 = Re 〈Tz, z〉 − ‖Tz‖2

so that ‖Tz‖2 ≤ Re 〈Tz, z〉. Taking ‖z‖ = 1 and using the Cauchy inequality, we
obtain ‖Tz‖2 ≤ ‖Tz‖, which implies that ‖Tz‖ ≤ 1 for all z with ‖z‖ = 1.

It is easy to see that, with the above notation, we also have ‖(I + H)−1‖ ≤ 1.
Proposition 2.4. With the assumptions of Proposition 2.1, we have

(2.4) ‖cκI + Gκ(s)‖ ≤ 1

κ(1 − κc)
∀ s ∈ C0.
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Proof. Since H is positive-real, the last lemma implies that

‖H(s)(I + H(s))−1‖ ≤ 1 ∀ s ∈ C0.

Now (2.4) follows from this estimate and (2.3).
The bound (2.4) is quite sharp: in the scalar case, as s approaches a pole of G

on the imaginary axis, (2.4) tends to an equality. Note that in Propositions 2.1–2.4,
G was not assumed to be rational.

Now consider a finite-dimensional system Σ described by the equations{
ż(t) = Az(t) + Bu(t),
y(t) = B∗z(t) + Du(t),

where A,B and D are real matrices of appropriate dimensions and A∗ +A = −Q ≤ 0
so that assumptions ESAD and COL are satisfied. If the number κ is such that
I + κD is invertible, then the feedback u = −κy + v leads to the closed-loop system
Σκ described by the equations

(2.5)

{
ż(t) =

(
A−Bκ(I + κD)−1B∗) z(t) + B(I + κD)−1v(t),

y(t) = (I + κD)−1B∗z(t) + D(I + κD)−1v(t).

We are interested in conditions that guarantee that the matrix

Aκ = A−Bκ(I + κD)−1B∗

appearing in (2.5) is stable, i.e., its eigenvalues are in the open left half-plane. The
finite-dimensional version of Theorem 1.1 reads as follows.

Proposition 2.5. With the above notation, if (A,B) is controllable and (A,B∗)
is observable, then there exists a κ0 > 0 such that for all κ ∈ (0, κ0), A

κ is stable.
Like Theorem 1.1, this is only a corollary of a stronger result (Proposition 2.6

below) which is a little more complicated to state. This stronger result is the finite-
dimensional counterpart of Theorem 5.8. To state it, we introduce the notation

(2.6) κ0 =
1

c
, where c = ‖E+‖, E = −1

2
(D∗ + D).

Here, E+ denotes the positive part of E, i.e., E+ = EP+ where P+ is the spectral
projector corresponding to all the positive eigenvalues of E (hence E+ ≥ E but
‖E+‖ ≤ ‖E‖). Note that if E ≤ 0, then c = 0, and then we put κ0 = ∞.

Proposition 2.6. With the above notation, if (A,B) is stabilizable and (A,B∗)
is detectable, then for all κ ∈ (0, κ0), A

κ is stable.
Proof. The transfer function of Σ is G(s) = B∗(sI −A)−1B + D and we have

G(s)∗ + G(s) ≥ D∗ + D ∀ s ∈ C0.

This implies that, denoting E = − 1
2 (D∗ + D), G + E is positive-real, and hence

G + E+ is positive-real. Then for c = ‖E+‖, cI + G is positive-real. (A simpler but
more restrictive choice would be c = ‖E‖.) The transfer function of the closed-loop
system Σκ from (2.5) is Gκ. By Proposition 2.1, we have Gκ ∈ H∞ for all κ ∈ (0, κ0).
It is easy to show that Σκ is stabilizable and detectable (because these properties are
preserved by output feedback). It is well known that if a finite-dimensional system is
stabilizable, detectable and input-output stable, then it is stable.



278 RUTH F. CURTAIN AND GEORGE WEISS

We now return to the discussion of the infinite-dimensional case. In this paper we
replace the concept of positive-real transfer function with the more general concept
of a positive transfer function. An analytic L(U)-valued function on C0 is called a
positive transfer function if (2.1) holds. Note that for simplicity we have dropped the
condition concerning complex conjugates, since it is not needed in our arguments: in
particular, it is not needed in Proposition 2.1. (Defining the complex conjugate of
an operator is a bit awkward and not necessary.) In the finite-dimensional case, this
slight generalization amounts to dropping the requirement that the system matrices
should be real. Note that if the generator A is dissipative and B ∈ L(U,X) (i.e., B
is bounded), then G(s) = B∗(sI −A)−1B is a positive transfer function. This is not
always true for unbounded B, as we shall show.

The first PDE examples fitting into our framework assumed that A is dissipative,
B is bounded and the open-loop transfer function is G(s) = B∗(sI − A)−1B (i.e.,
D = 0); see Bailey and Hubbard [5], Balakrishnan [6, 7], Russell [30], and Slemrod
[33, 34]. In this case, G is positive and (by Proposition 2.1) the feedback u = −κy+v
stabilizes in an input-output sense. Of course, the most desirable type of stability
is exponential stability and for this, in the special case A∗ + A = 0, we need the
system to be exactly controllable (or equivalently, exactly observable). This is the
setup studied in Haraux [15], Liu [24] and others.

Many examples of flexible beams, plates and hybrid structures with colocated
control and observation have been shown to be exponentially stabilizable by static
output feedback; see, for example, Chen [10, 11], Rebarber [27], Triggiani [40], Tucs-
nak and Weiss [41], Luo, Guo and Morgul [25], Guo and Luo [14], and Ammari and
Tucsnak [2]. In many of these examples the approach is a classical Lyapunov one,
with the key step being the appropriate PDE formulation so that the energy of the
system can play the role of a Lyapunov functional. If one examines these examples
carefully, one can recognize that they fit into our framework (the assumptions ESAD
and COL are satisfied) and they use the feedback u = −κy+v for stabilization. There
are also examples in the literature where the open-loop system is not well posed, but
application of the static feedback results in a well-posed exponentially stable closed-
loop system, see Rebarber [27], Rebarber and Townley [28], Weiss [49], Lasiecka and
Triggiani [20]. These examples are not covered by the theory in this paper (except
for some partial results in Remarks 5.3 and 5.4).

The recent paper [20] is interesting because it also gives an abstract framework for
treating exponential stabilization by colocated feedback. The assumptions are ESAD
(with Q = 0), COL, 0 ∈ ρ(A) and A− 1

2B ∈ L(U,X). The last two assumptions (and
also the fact that Q = 0) are more restrictive than in our framework, but on the other
hand, they do not require the open-loop system to be well posed. We note that our
examples in sections 5 and 6 are not covered by the theory in [20], because they do

not satisfy A− 1
2B ∈ L(U,X). The main thrust of [20] is to give examples of non-

well-posed systems satisfying the assumptions mentioned earlier, for which A−BB∗

is exponentially stable. (See also the corrections to [20] in [21].)
As mentioned at the end of section 1, there is also a rich literature dealing

with weak or strong stabilization by colocated feedback, which we shall discuss else-
where.

3. Admissible control and observation operators. In this section we gather,
for easy reference, some basic facts about admissible control and observation opera-
tors and various controllability and observability concepts. For proofs and for more
details we refer to the literature.
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We assume that X is a Hilbert space and A : D(A)→X is the generator of a
strongly continuous semigroup T on X. We define the Hilbert space X1 as D(A) with
the norm ‖z‖1 = ‖(βI − A)z‖, where β ∈ ρ(A) is fixed (this norm is equivalent to
the graph norm). The Hilbert space X−1 is the completion of X with respect to the
norm ‖z‖−1 = ‖(βI−A)−1z‖. This space is isomorphic to D(A∗)∗, the dual of D(A∗)
with respect to the pivot space X, and we have the continuous embeddings

(3.1) X1 ⊂ X ⊂ X−1.

T extends to a semigroup on X−1, denoted by the same symbol. The generator of this
extended semigroup is an extension of A, whose domain is X, so that A : X→X−1,
see Weiss [42]. We denote by ω(T) the growth bound of T. The semigroup T is called
exponentially stable if ω(T) < 0.

We assume that U is a Hilbert space and B ∈ L(U,X−1) is an admissible control
operator for T, defined as in [42]. This means that if z is the solution of ż(t) =
Az(t) + Bu(t) , as in (1.1), which is an equation in X−1, with z(0) = z0 ∈ X and
u ∈ L2([0,∞), U), then z(t) ∈ X for all t ≥ 0. In this case, z is a continuous X-valued
function of t. We have that for all t ≥ 0,

(3.2) z(t) = Ttz0 + Φtu,

where Φt ∈ L(L2([0,∞), U), X) is defined by

(3.3) Φtu =

∫ t

0

Tt−σBu(σ)dσ.

The above integration is done in X−1, but the result is in X. The Laplace transform
of z is

ẑ(s) = (sI −A)−1 [z0 + Bû(s)] .

B is called bounded if B ∈ L(U,X) (and unbounded otherwise). If B is an admissible
control operator for T, then for every ω > ω(T) there exists a positive constant δ such
that

(3.4) ‖(sI −A)−1B‖L(U,X) ≤
δ√
Re s

∀ Re s > ω.

If dim U < ∞ and T is normal or contractive, then (3.4) implies the admissibility of
B, see Jacob and Partington [16] and Weiss [47, 48]. Similarly, if T is left-invertible,
then again (3.4) implies the admissibility of B, see [47]. If T is invertible and T̃ is the
inverse semigroup (i.e., T̃t = (Tt)

−1), then B is admissible for T̃ if and only if it is
admissible for T, see, for example, [42].

The degree of unboundedness of an operator B ∈ L(U,X−1), denoted α(B), is the
infimum of those α ≥ 0 for which there exist positive constants δ, ω such that

(3.5) ‖(λI −A)−1B‖L(U,X) ≤
δ

λ1−α
∀ λ ∈ (ω,∞).

It is clear from (3.4) that for any admissible B ∈ L(U,X−1) we have α(B) ≤ 1
2 , and

if B is bounded then α(B) = 0 (see [29] for further comments on α(B)).
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We assume that Y is another Hilbert space and C ∈ L(X1, Y ) is an admissible
observation operator for T, defined as in Weiss [43]. This means that for every T > 0
there exists a KT ≥ 0 such that

(3.6)

∫ T

0

‖CTtz0‖2dt ≤ K2
T ‖z0‖2 ∀ z0 ∈ D(A).

C is called bounded if it can be extended such that C ∈ L(X,Y ).
We regard L2

loc([0,∞), Y ) as a Fréchet space with the seminorms being the L2

norms on the intervals [0, n], n ∈ N. Then the admissibility of C means that there is
a continuous operator Ψ : X→L2

loc([0,∞), Y ) such that

(3.7) (Ψz0)(t) = CTtz0 ∀ z0 ∈ D(A).

The operator Ψ is completely determined by (3.7), because D(A) is dense in X. We
introduce an extension of C, called the Λ-extension of C, defined by

(3.8) CΛz0 = lim
λ→+∞

Cλ(λI −A)−1z0,

whose domain D(CΛ) consists of all z0 ∈ X for which the limit exists. We shall also
use the weak Λ-extension of C, CΛw. It is defined as in (3.8), but replacing the strong
limit by the weak limit. Thus, CΛw is an extension of CΛ to an even larger subspace
of X, denoted by D(CΛw). If we replace C by CΛ, formula (3.7) becomes true for all
z0 ∈ X and for almost every t ≥ 0. If y = Ψz0, then its Laplace transform is

(3.9) ŷ(s) = C(sI −A)−1z0.

The following duality result holds: if T is a semigroup on X with generator A, then
B ∈ L(U,X−1) is an admissible control operator for T if and only if B∗ : D(A∗)→U
is an admissible observation operator for the dual semigroup T

∗.
The dual version of (3.4) is as follows: if C is an admissible observation operator

for T, then for every ω > ω(T) there exists a positive constant δ such that

(3.10) ‖C(sI −A)−1‖L(X,Y ) ≤
δ√
Re s

∀ Re s > ω.

The degree of unboundedness of C, denoted α(C), is defined similarly as α(B). We
have α(C) = α(C∗), where C∗ is regarded as a control operator for T

∗.
Definition 3.1. Let A be the generator of a strongly continuous semigroup T on

X and let B ∈ L(U,X−1) be an admissible control operator for T. The pair (A,B) is
exactly controllable in time T > 0, if for every x0 ∈ X there exists a u ∈ L2([0, T ], U)
such that

ΦTu =

∫ T

0

TT−σBu(σ)dσ = x0.

(A,B) is exactly controllable if it is exactly controllable in some finite time T > 0.
It will be useful to note that if A is the generator of a strongly continuous group

(i.e., −A is also a semigroup generator), then (A,B) is exactly controllable in time T
if and only if (−A,B) is exactly controllable in time T .

We introduce observability concepts via duality. Suppose that A is the generator
of the strongly continuous semigroup T on X and C ∈ L(X1, Y ) is an admissible
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observation operator for T. Of course, this is equivalent to C∗ being an admissible
control operator for the dual semigroup T

∗. We say that (A,C) is exactly observable
(in time T ) if (A∗, C∗) is exactly controllable (in time T ).

For more details on exact controllability in an operator-theoretic setting we refer
also to Avdonin and Ivanov [4], Guo and Luo [14], Jacob and Zwart [17], Miller
[26], Rebarber and Weiss [29], Russell and Weiss [31] and the references therein. In
the PDE setting, the relevant literature on controllability is overwhelming, and we
mention the books of Lions [23], Lagnese and Lions [22] and Komornik [19] and the
paper of Bardos, Lebeau and Rauch [8].

4. Some background on well-posed linear systems. In this section we col-
lect some basic facts about well-posed and regular linear systems, their transfer func-
tions, output feedback and closed-loop systems. Only one result (Proposition 4.1) is
new, and of course its proof is included.

By a well-posed linear system we mean a linear time-invariant system such that
on any finite time interval, the operator from the initial state and the input function
to the final state and the output function is bounded. The input, state and output
spaces are Hilbert spaces, and the input and output functions are of class L2

loc. To
express this more clearly, let us denote by U the input space, by X the state space
and by Y the output space of a well-posed linear system Σ. The input and output
functions u and y are locally L2 functions with values in U and in Y . The state
trajectory z is an X-valued function. The boundedness property mentioned earlier
means that for every τ > 0 there is a cτ ≥ 0 such that

(4.1) ‖z(τ)‖2 +

∫ τ

0

‖y(t)‖2
dt ≤ c2τ

(
‖z(0)‖2 +

∫ τ

0

‖u(t)‖2
dt

)

(with cτ independent of z(0) and of u). For the detailed definition, background and
examples we refer to Salamon [32], Staffans [35, 36, 37], Weiss [45, 46], Weiss and
Rebarber [51] and Weiss, Staffans and Tucsnak [52].

We recall some necessary facts about well-posed linear systems. Let Σ be such
a system, with input space U , state space X and output space Y . Then there are
operators A,B,C satisfying the assumptions in the previous section, which are related
to Σ in the following way. First of all, the state trajectories of Σ satisfy the equation
(1.1), so that they are given by (3.2). T is called the semigroup of Σ, A is called its
semigroup generator, the family Φ = (Φt)t≥0 is called the input maps of Σ, and B is
called the control operator of Σ. If u is the input function of Σ, z0 is its initial state,
and y is the corresponding output function, then

(4.2) y = Ψz0 + Fu.

Here, Ψ is an operator as in (3.7), called the (extended) output map of Σ and C is called
the observation operator of Σ. F is a continuous linear operator from L2

loc([0,∞), U)
to L2

loc([0,∞), Y ), called the (extended) input-output map of Σ. The formal definition
of Σ in [44, 45] is via T,Φ,Ψ and F so that Σ = (T,Φ,Ψ,F).

The operator F appearing above is easiest to represent using Laplace transforms.
To state this in precise terms, we introduce the notation Cα for the open right half-
plane consisting of those s ∈ C for which Re s > α. An operator-valued analytic
function G is called well posed (or proper) if there exists α ∈ R such that the domain
of G contains Cα and G is uniformly bounded on Cα. We do not distinguish between
two well-posed functions if one is a restriction of the other (to a smaller domain in
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C). If F is the input-output map of a well-posed system, then there exists a unique
L(U, Y )-valued well-posed function G, called the transfer function of Σ, which deter-
mines F as follows. If u ∈ L2([0,∞), U) and y = Fu, then y has a Laplace transform
ŷ and, for Re s > max{ω(T), 0} (recall that ω(T) is the growth bound of T),

ŷ(s) = G(s)û(s).

This determines F, since L2([0,∞), U) is dense in L2
loc([0,∞), U). G is uniformly

bounded on every half-plane Cω with ω > ω(T). Because of the identification of
well-posed functions mentioned earlier, by a transfer function we mean in fact an
equivalence class of analytic functions. For all s, β ∈ Cω(T) we have

(4.3) G(s) − G(β) = C
[
(sI −A)−1 − (βI −A)−1

]
B.

This shows that G is determined by A,B and C up to an additive constant operator.
We call (A,B,C) the generating triple of Σ. In the time domain, the output function
y corresponding to the input function u and state trajectory z is given by

(4.4) y(t) = CΛ

[
z(t) − (βI −A)−1Bu(t)

]
+ G(β)u(t),

valid for almost every t ≥ 0, if β ∈ Cω(T). Thus, the system Σ is completely deter-
mined (via (1.1) and (4.4)) by its generating triple (A,B,C) and by the value of its
transfer function at one point.

The well-posed linear system Σ is called regular if the limit

(4.5) lim
λ→+∞

G(λ)v = Dv

exists for every v ∈ U , where λ is real (see [44, 45]). In this case, the operator
D ∈ L(U, Y ) is called the feedthrough operator of Σ. Regularity is equivalent to
the fact that the product CΛ(sI − A)−1B makes sense, for some (hence, for every)
s ∈ ρ(A). In this case, the formula for G looks like the finite-dimensional one:

(4.6) G(s) = CΛ(sI −A)−1B + D.

Moreover, the function y from (4.2) satisfies, for almost every t ≥ 0,

(4.7) y(t) = CΛz(t) + Du(t),

where z is the state trajectory of the system (compare this with (4.4)). The operators
A,B,C,D are called the generating operators of Σ, because they determine Σ via
(1.1) and (4.7). In particular, if A is a generator, one of B and C is admissible and
the other is bounded, then for any D ∈ L(U, Y ), the operators A,B,C and D are the
generating operators of a regular linear system.

The well-posed linear system Σ is called weakly regular if the limit in (4.5) exists
in the weak sense, see [37]. In this case, the weak limit still defines an operator
D ∈ L(U, Y ), called the feedthrough operator of Σ. Weak regularity is equivalent to
the fact that the product CΛw(sI − A)−1B makes sense, for some (hence, for every)
s ∈ ρ(A). In this case, the formulas (4.6) and (4.7) become valid after we replace
CΛ by CΛw. This slight generalization of regular systems (to weakly regular ones) is
sometimes needed because the dual of a regular linear system is not regular, in general,
but it is weakly regular. Note that if Y is finite-dimensional, then the regularity of Σ
is equivalent to its weak regularity.
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Proposition 4.1. Let Σ be a well-posed linear system with control operator B,
observation operator C and transfer function G. If

(4.8) α(B) + α(C) < 1,

then Σ is regular. In fact, limλ→+∞ G(λ) exists in the operator norm.
Proof. From (4.3) it follows that G′(s) = C(sI −A)−2B for all s ∈ Cω(T). So for

all λ > 0 sufficiently large, we have

‖G′(λ)‖L(U,Y ) ≤ ‖C(λI −A)−1‖L(X,Y ) · ‖(λI −A)−1B‖L(U,X).

Hence, for every α1 > α(C) and α2 > α(B) we can find δ1, δ2 > 0 such that, for all
λ > 0 sufficiently large,

‖G′(λ)‖L(U,Y ) ≤
δ1

λ1−α1
· δ2
λ1−α2

.

If (4.8) holds, then α1 and α2 can be chosen such that α1 + α2 = 1 − ε, with ε > 0.
Denoting δ = δ1δ2, we obtain that for all sufficiently large λ > 0,

‖G′(λ)‖L(U,Y ) ≤
δ

λ1+ε
, ε > 0.

By integration we obtain that for λ1 < λ2 sufficiently large,

‖G(λ1) − G(λ2)‖ ≤
∫ λ2

λ1

‖G′(λ)‖dλ ≤ δ

ε

∣∣∣∣ 1

λε
1

− 1

λε
2

∣∣∣∣
so that limλ→+∞ G(λ) exists (which is stronger than (4.5)).

It is often useful to introduce the space

(4.9) Z = X1 + (βI −A)−1BU,

where β ∈ ρ(A) (the space Z does not depend on the choice of β). Z is a Hilbert
space with the following factor space norm:

‖z‖Z = inf
z=x+(βI−A)−1Bv

(
‖x‖2

1 + ‖v‖2
U

) 1
2 .

It is easy to see that X1 ⊂ Z ⊂ X with continuous embeddings, but X1 need not be
dense in Z. It was shown in [37, section 3] that for any well-posed system, C can be
extended to an operator C ∈ L(Z;Y ) (this extension may be nonunique). For every
s ∈ ρ(A), the product C(sI − A)−1B exists. For every such extension C there exists
a unique D ∈ L(U, Y ) such that G(s) = C(sI − A)−1B + D. (For regular systems,
we may take C = CΛ and then D becomes the feedthrough operator of the system.)
If u ∈ H1

loc(0,∞;U) and Az(0) + Bu(0) ∈ X, then for all t ≥ 0 we have z(t) ∈ Z,
the equation ż(t) = Az(t) + Bu(t) holds for every t ≥ 0, the output function y is
continuous, and it is given for all t ≥ 0 by

(4.10) y(t) = Cz(t) + Du(t).

Let Σ be a well-posed linear system with generating triple (A,B,C) and transfer
function G. An operator K ∈ L(Y,U) is called an admissible feedback operator for Σ
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(or for G) if I − GK has a well-posed inverse (equivalently, if I − KG has a well-
posed inverse). If this is the case, then the system with output feedback u = Ky + v
(see Figure 1, but with −K in place of κ) is well posed (its input is v, its state and
output are the same as for Σ), see [46]. This new system is called the closed-loop
system corresponding to Σ and K, and it is denoted by ΣK . Its transfer function is
GK = G(I −KG)−1 = (I − GK)−1G. We have that −K is an admissible feedback
operator for ΣK and the corresponding closed-loop system is Σ. Let us denote by
(AK , BK , CK) the generating triple of ΣK . Then for every x0 ∈ D(AK) and for every
z0 ∈ D(A),

(4.11) AKx0 =
(
A + BKCK

)
x0, Az0 =

(
AK −BKKC

)
z0.

Note that BK ∈ L(U,XK
−1) and CK ∈ L(XK

1 , Y ), where XK
−1 and XK

1 are the coun-
terparts of X−1 and X1 for ΣK . Any interconnection of finitely many well-posed
linear systems can be thought of as a closed-loop system in the above sense.

The following invariance result is taken from [46, section 6].
Proposition 4.2. Let Σ be a well-posed linear system, let K be an admissible

feedback operator for Σ, and let ΣK be the corresponding closed-loop system. We
denote by (A,B,C) the generating triple of Σ and by (AK , BK , CK) the generating
triple of ΣK . Then the following holds:

(a) (A,B) is exactly controllable if and only if (AK , BK) has the same property,
(b) (A,C) is exactly observable if and only if (AK , CK) has the same property.
We recall some concepts that are used in the optimal control literature (under

different names), following the formulation in Weiss and Rebarber [51].
Definition 4.3. Let A be the generator of a strongly continuous semigroup T

on X and suppose that B ∈ L(U,X−1) is an admissible control operator for T. Then
(A,B) is optimizable if for every z0 ∈ X there exists a u ∈ L2([0,∞), U) such that
the state trajectory z defined in (3.2) is in L2([0,∞), X).

Let C ∈ L(X1, Y ) be an admissible observation operator for T. Then (A,C) is
estimatable if (A∗, C∗) is optimizable.

Estimatability can be formulated also directly, without using adjoints, see [51].
Optimizability is one possible generalization of the concept of stabilizability from
finite-dimensional systems to infinite-dimensional ones. Similarly, estimatability is one
possible generalization of detectability. It is clear that exact controllability implies
optimizability, and exact observability implies estimatability. It was shown in [51]
that optimizability and estimatability are invariant under output feedback (just like
exact controllability and exact observability).

Proposition 4.4. With the notation from Proposition 4.2, (A,B) is optimiz-
able if and only if (AK , BK) is optimizable and (A,C) is estimatable if and only if
(AK , CK) is estimatable.

We quote from [51] the following characterization of exponential stability.
Theorem 4.5. A well-posed linear system is exponentially stable if and only if it

is optimizable, estimatable and input-output stable.
It follows from this theorem that a well-posed linear system is exponentially stable

if it is exactly controllable, exactly observable, and input-output stable.

5. Positivity and exponential stabilization. In this section we prove a rather
technical result (Theorem 5.2) about the positivity of the transfer function G + E,
where G is the transfer function of the system Σ satisfying ESAD and COL, and E
is given by a certain limit, see (5.4). If B is not too unbounded (more precisely, if
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α(B) < 1
2 ), then Σ is regular and

(5.1) E = −1

2
(D∗ + D),

where D is the feedthrough operator of Σ. Formula (5.1) may hold even if α(B) = 1
2 ,

but we show by a counterexample that (5.1) may fail if α(B) = 1
2 . If 0 ∈ ρ(A) and

Q = 0, then it turns out that E is related to the direct current (DC)-gain of the
system, G(0):

E = −1

2
[G(0)∗ + G(0)] ,

see (5.5). For this formula to hold, Σ does not need to be regular.
We also prove a result (Proposition 5.7) about the stabilization of systems whose

transfer function G is such that for some c ≥ 0, cI +G is a positive transfer function.
These two results imply our main result about exponential stabilization, Theorem 5.8
(which is stronger than Theorem 1.1). We consider the general class of well-posed
linear systems, but we also explain some consequences for the smaller but simpler
class of weakly regular linear systems.

Notation and assumptions. We consider a well-posed system Σ with input and
output space U , state space X, semigroup T, and transfer function G. Σ satisfies the
assumptions ESAD and COL from section 1, and the operators A,Q and B are as in
section 1. The space X−1 is defined as in section 3.

It follows from ESAD that the growth bound of T satisfies ω(T) ≤ 0 so that G
is defined on C0. Assumption ESAD also implies that T is invertible, so that σ(A) is
contained in a vertical strip in the closed left half-plane. Thus, ρ(A) includes a left
half-plane. We now introduce a natural extension of G to ρ(A).

Lemma 5.1. With the above notation and assumptions, there exists a unique
extension of G to ρ(A) which satisfies

(5.2) G(s) − G(β) = B∗ [(sI −A)−1 − (βI −A)−1
]
B ∀ s, β ∈ ρ(A).

This extension is analytic, and it is bounded on any right half-plane Cε with ε > 0,
as well as on some left half-plane.

Note that if ρ(A) is connected, then the above extension of G coincides with its
analytic continuation to ρ(A).

Proof. It is clear that the original G satisfies (5.2) on C0, because (5.2) is just
(4.3) with C = B∗. This implies that G(s) can be defined for s ∈ ρ(A) by (5.2) with
β ∈ C0, and the definition is independent of the choice of β. It is also clear that the
extended G is analytic, and it satisfies (5.2) if at least one of the numbers s, β is in
C0. We have to check that (5.2) also holds if neither s nor β is in C0. To show this,
we choose z ∈ C0 and we decompose

G(s) − G(β) = [G(s) − G(z)] + [G(z) − G(β)].

Now (5.2) follows from the fact that it holds for each of the two terms. It follows from
the theory in section 4 that G is bounded on Cε for any ε > 0, since ω(T) ≤ 0.

Finally, we have to show that the extended G is bounded on some left half-plane.
Choose μ > 0 such that σ(A) is contained in the vertical strip, where −μ ≤ Re s ≤ 0.
Then for Re s > μ, (5.2) with the resolvent identity implies that

G(s) − G(−s) = 2(Re s)B∗(sI −A)−1(sI + A)−1B.
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B is an admissible control operator for the inverse semigroup T̃t = (Tt)
−1 (see section

3, after (3.4)). It follows from (3.4) rewritten for T̃ that for some δ1, ω1 > 0,

‖(sI + A)−1B‖L(U,X) ≤
δ1

√
Re s

∀ Re s > ω1.

Applying this estimate and (3.10), we obtain that for Re s sufficiently large,

‖G(s) − G(−s)‖ ≤ 2δδ1.

Since G is bounded on Cε (for any ε > 0), this estimate shows that it is also bounded
on some left half-plane.

The last lemma can be derived also as a consequence of the theory of time-
invertible systems in Staffans and Weiss [38].

Theorem 5.2. With the above notation and assumptions, there exist operators
E = E∗ ∈ L(U) such that G + E is a positive transfer function, i.e.,

(5.3) G(s)∗ + G(s) + 2E ≥ 0 ∀ s ∈ C0.

One such operator E is given by

(5.4) E = −1

2
lim

λ→+∞
[G(λ)∗ + G(−λ)] .

If 0 ∈ ρ(A), then the same E is also given by

(5.5) E = −1

2
[G(0)∗ + G(0)] + B∗(A∗)−1QA−1B.

If Σ is weakly regular, with feedthrough operator D, then E is also given by

(5.6) 〈Ev, v〉 = −1

2
〈(D∗ + D)v, v〉 + lim

λ→+∞
λ‖(λI −A)−1Bv‖2 ∀ v ∈ U.

Note that the limit in (5.4) exists in the operator norm, even if Σ is not regular.
Proof. We shall use the following identity (a consequence of ESAD):

(5.7) (sI −A∗)−1 + (sI −A)−1 = (sI −A∗)−1
[
2(Re s)I + Q

]
(sI −A)−1.

Using the formulas (4.3) and (5.7), we calculate

[G(s)∗ + G(s)] − [G(β)∗ + G(β)]

= B∗[(sI −A)−1 − (βI −A)−1]B + B∗[(sI −A∗)−1 − (βI −A∗)−1]B

= B∗[(sI −A∗)−1 + (sI −A)−1]B −B∗[(βI −A∗)−1 + (βI −A)−1]B

= B∗(sI −A∗)−1[2(Re s)I + Q](sI −A)−1B

−B∗(βI −A∗)−1[2(Reβ)I + Q](βI −A)−1B,

for all s, β ∈ C0. Rearranging the above formula, we obtain

[G(s)∗ + G(s)] −B∗(sI −A∗)−1[2(Re s)I + Q](sI −A)−1B

=[G(β)∗ + G(β)] −B∗(βI −A∗)−1[2(Reβ)I + Q](βI −A)−1B.

Thus, both sides are equal to a bounded, self-adjoint operator on U , which depends
neither on s nor on β. We denote this operator by −2E. Now since

B∗(sI −A∗)−1[2(Re s)I + Q](sI −A)−1B ≥ 0 ∀ s ∈ C0,
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we deduce that (5.3) holds. For all λ > 0 we have

(5.8) 2E = − [G(λ)∗ + G(λ)] + B∗(λI −A∗)−1[2λI + Q](λI −A)−1B.

Since −A∗ = A + Q, we have

(λI −A∗)−1 = (λI + A)−1 − (λI −A∗)−1Q(λI + A)−1.

Substituting this into (5.8), we obtain

2E = − [G(λ)∗ + G(λ)] + 2λB∗(λI + A)−1(λI −A)−1B

+ B∗(λI + A)−1Q(λI −A)−1B −B∗(λI −A∗)−1Q(λI + A)−1[2λI + Q](λI −A)−1B.

We want to examine what happens in this rather long formula when λ→ + ∞.
Since B∗ is an admissible observation operator for the inverse semigroup generated by
−A, by (3.10) ‖B∗(λI + A)−1‖ decays like 1/

√
λ for large λ. Similarly, by (3.4), the

factors ‖(λI − A)−1B‖ = ‖B∗(λI − A∗)−1‖ decay like 1/
√
λ for large λ. The factor

(λI+A)−1[2λI+Q] remains bounded as λ→+∞. It follows from these considerations
that the last two terms in the long formula (the ones containing a factor Q) tend to
zero as λ→ + ∞. Hence,

2E = lim
λ→+∞

[
−G(λ)∗ − G(λ) + 2λB∗(λI + A)−1(λI −A)−1B

]
.

On the other hand, we know from (5.2) and the resolvent identity that for λ > 0
sufficiently large, using the extension of G to ρ(A), the following holds:

G(λ) − G(−λ) = 2λB∗(λI + A)−1(λI −A)−1B.

Substituting this into the previous formula, we get (5.4).
To prove (5.5), assume that 0 ∈ ρ(A). Taking λ→0 in (5.8), we obtain (5.5).
To prove (5.6), suppose now that Σ is weakly regular with feedthrough operator

D. Then, applying (5.8) to v ∈ U , taking the scalar product with v and taking limits
as λ→ + ∞, we obtain

2〈Ev, v〉 = − lim
λ→+∞

〈(G(λ)∗ + G(λ))v, v〉 + lim
λ→+∞

2λ‖(λI −A)−1Bv‖2

+ lim
λ→+∞

〈Q(λI −A)−1Bv, (λI −A)−1Bv〉

= −〈(D + D∗)v, v〉 + 2 lim
λ→+∞

λ‖(λI −A)−1Bv‖2,

since the inequality (3.4) shows that the limit containing Q is zero.
Remark 5.3. It follows from the last theorem that cI + G is a positive transfer

function for c = ‖E+‖, where E+ is the positive part of the self-adjoint operator E
from (5.4). Indeed, this follows from cI ≥ E+ ≥ E (for finite-dimensional systems
this was in the proof of Proposition 2.6). Note that the proof of (5.3), (5.4) and
(5.5) did not use the well posedness of Σ, but only the admissibility of B. Thus, if A
satisfies ESAD, B is an admissible control operator for the semigroup generated by
A, and C = B∗, then for any function G satisfying (4.3) there exists a c ≥ 0 such
that cI + G is a positive transfer function. This G need not be well posed.

Remark 5.4. In the case that Q = 0, the conclusions of the previous remark
remain valid without assuming that B is admissible; we only need the fact that
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B ∈ L(U,X−1). Thus, in this case, (5.3), (5.4) and (5.5) still hold without assuming
well posedness or admissibility. Moreover, (5.4) and (5.5) can be replaced by

E = −1

2
[G(λ)∗ + G(−λ)] ∀ λ > 0.

Recall that α(B) denotes the degree of unboundedness of B, introduced in (3.5).
In the following proposition we discuss the consequences of B being less than maxi-
mally unbounded, i.e., α(B) < 1

2 , in the context of Theorem 5.2.
Proposition 5.5. With the notation and assumptions of this section, suppose

that α(B) < 1
2 . Then Σ is regular and E from (5.4) is given by (5.1). Moreover,

in this case, E given by (5.1) is the smallest self-adjoint operator in L(U) satisfying
(5.3).

By the minimality of E we mean the following: If F = F ∗ ∈ L(U) is such that
G + F is a positive transfer function, then E ≤ F .

Proof. First we note that the regularity of Σ follows from Proposition 4.1 (since
α(B∗) ≤ 1

2 ). The formula (5.1) follows from (5.6), where the second term is now zero.
Let F = F ∗ be such that G + F is a positive transfer function so that

2F + [G(λ)∗ + G(λ)] ≥ 0 ∀ λ > 0.

Taking limits as λ→ + ∞, we obtain that 2F + D + D∗ ≥ 0. From here, using (5.1)
we obtain 2F − 2E ≥ 0, i.e., E is minimal.

By Theorem 5.2 G + E is a positive transfer function. If Σ is regular and (5.1)
holds, then this implies that G − D is also a positive transfer function. From (4.6)
with C = B∗ we then obtain that B∗

Λ(sI −A)−1B is a positive transfer function.
The following example is a regular linear system satisfying ESAD and COL, with

feedthrough operator D = 0, for which the operator E from (5.4) or (5.6) is nonzero.
For this example, B∗

Λ(sI −A)−1B is not a positive transfer function and the feedback
u = −κy + v is exponentially destabilizing if κ is too large.

Example 5.6. Consider the usual realization of a delay line of length h, h > 0,
as given, e.g., on p. 831 of [45]. The state space of this system Σ0 is X = L2[−h, 0],
the semigroup is the left shift operator with zero entering from the right, with the
generator

A0 =
d

dx
, D(A0) = {z0 ∈ H1(−h, 0) | z0(0) = 0}.

The control operator is B = δ0 and the observation operator is C = δ∗−h, which means
that Cz0 = z0(−h) for z0 ∈ D(A0). The feedthrough operator is zero and the transfer
function of this system is G0(s) = e−hs. We call the input w and the output y. (For
an isomorphic system described by the wave equation we refer to [53, section 7]. We
close a positive unity feedback loop around this delay line, meaning that w = y + u,
where u is the new input function. This leads to a new well-posed linear system Σ
with the transfer function

(5.9) G(s) =
e−hs

1 − e−hs
.

The semigroup T of this new system is the periodic left shift semigroup on X, which
is unitary. The generating operators of Σ can be computed directly, or using the
formulas from [46, section 7]. The generator of T is again A = d

dx , but now the
domain is

D(A) = {z0 ∈ H1(−h, 0) | z0(0) = z0(−h)}.



EXPONENTIAL STABILIZATION BY COLOCATED FEEDBACK 289

It is easy to see that this A is skew-adjoint. The operators B and C remain basically
the same, but of course the new C is defined on the new D(A) and this results in
C = B∗. Thus, the system Σ fits into the framework of this paper (it satisfies ESAD
and COL). Moreover, Σ is regular and its feedthrough operator is zero. It is not
difficult to check that B is maximally unbounded, i.e., α(B) = 1

2 .
We remark that the space Z from (4.9) is now Z = H1(−h, 0) and for every z0 ∈ Z

we have CΛz0 = z0(−h). It follows from what we said at (4.10) that if u ∈ H1(0,∞)
and if z0, the initial state of Σ satisfies z0 ∈ H1(−h, 0) and z0(0) = z0(−h) + u(0)
(equivalently, Az0 + Bu(0) ∈ X), then for all t ≥ 0 we have

z(·, t) ∈ H1(−h, 0), z(0, t) = z(−h, t) + u(t),

and the output function y is given by y(t) = z(−h, t).
The spectrum σ(A) now consists of the poles of G, so that ρ(A) is a connected set.

The extension of G to ρ(A), as introduced in Lemma 5.1, is the analytic continuation
of G, still given by (5.9). Formula (5.4) gives E = 1

2 . It is not difficult to verify that

G(iω)∗ + G(iω) = −1 ∀ ω ∈ R

so that G is not positive-real, but of course G + E = G + 1
2 is positive-real. Note

that E is minimal in the sense of Proposition 5.5, even though α(B) = 1
2 .

If we close a negative feedback loop around Σ by putting u = −κy + v, where v
is the new input, then we get the closed-loop transfer function

Gκ(s) =
e−hs

1 − (1 − κ)e−hs
.

This transfer function is bounded on some right half-plane, since

|Gκ(s)| ≤ e−hσ/|1 − (1 − κ)e−hσ|, σ = Re s,

and so the closed-loop system is well posed. Gκ is stable for 0 < κ < 2, but for κ ≥ 2
the transfer function has unstable poles. This shows that the closed-loop semigroup
becomes unstable. Moreover, the larger κ becomes, the more unstable the closed-loop
system becomes (its poles move to the right).

If a system with transfer function G is such that cI +G is positive, we show that
sufficiently small output feedbacks stabilize the system in an input-output sense. If
the system is optimizable and estimatable (for example, if it is exactly controllable
and exactly observable), then we can conclude exponential stability. During the fol-
lowing proposition (and its proof) we suspend the standing notation and assumptions
introduced at the beginning of this section. Thus, for example, the system Σ is not
required to satisfy assumptions ESAD and COL.

Proposition 5.7. Suppose that Σ is a well-posed linear system with input and
output space U . Assume that its transfer function G is such that for some c ≥ 0,
cI + G is a positive transfer function. Denote κ0 = 1

c (for c = 0, take κ0 = ∞).
Then for every κ ∈ (0, κ0) the operator K = −κI is an admissible feedback operator
for Σ, and the corresponding closed-loop system Σκ is input-output stable, i.e., Gκ =
G(I + κG)−1 ∈ H∞(L(U)). Moreover, if Σ is optimizable and estimatable, then the
closed-loop system is exponentially stable.

Proof. Denote a = 1
κ . The proof of the fact that for all v ∈ U with ‖v‖ = 1,

(5.10) ‖(aI + G(s))v‖ ≥ a− c ∀ s ∈ C0,
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is exactly like in the proof of Proposition 2.1. However, since U may now be infinite-
dimensional, boundedness from below is not enough to conclude the invertibility of
aI + G(s). By a similar argument, we have that ‖(aI + G(s))∗v‖ ≥ a − c, and this
together with (5.10) implies the desired invertibility and also that (2.2) holds. From
here we easily get Gκ ∈ H∞, as in the proof of Proposition 2.1.

Now applying Theorem 4.5, we can conclude exponential stability if Σκ is opti-
mizable and estimatable. If Σ is optimizable and estimatable, then Σκ inherits these
properties, according to Proposition 4.4.

The above proof appears to be short and simple, but it relies on Proposition 4.4
and Theorem 4.5, and the proof of the latter (in [51]) is rather involved.

Theorem 5.8. With the notation and assumptions from the beginning of this
section, let c = ‖E+‖, where E+ is the positive part of E from (5.4) and denote κ0 = 1

c
(for c = 0, take κ0 = ∞). Then for every κ ∈ (0, κ0), K = −κI is an admissible
feedback operator for Σ, leading to the closed-loop system Σκ which is input-output
stable. If Σ is optimizable and estimatable, then Σκ is exponentially stable.

Proof. According to Remark 5.3, cI + G is a positive transfer function for c =
‖E+‖. Now the theorem follows from Proposition 5.7 using this c.

The following proposition may be useful for checking if a specific system fits into
the framework used in this paper.

Proposition 5.9. Suppose that A satisfies ESAD and B ∈ L(U,X−1). Then B
is an admissible control operator for T if and only if B∗ is an admissible observation
operator for T. Moreover, we have α(B) = α(B∗).

Proof. Denote A0 = A + 1
2Q so that A0 is skew-adjoint. Take s ∈ C0. From

(5.11) (sI −A0)
−1 − (sI −A)−1 =

1

2
(sI −A0)

−1Q(sI −A)−1,

we see that the norms ‖x‖−1 = ‖(sI − A)−1x‖ and ‖x‖0
−1 = ‖(sI − A0)

−1x‖ are
equivalent. Hence, the space X−1 for A and for A0 is the same. Multiplying the last
identity with B from the right and taking norms, we can see that α(B) with respect
to A and A0 is the same. We denote by S the (unitary) semigroup generated by A0,
and by S

∗ its adjoint (or inverse) semigroup, generated by −A0. It is easy to see
that B is an admissible control operator for T if and only if it is for S (because the
perturbation 1

2Q is bounded). Similarly, we can show that α(B∗) with respect to A
and A0 is the same and B∗ is an admissible observation operator for T if and only if
it is for S. Thus, so far we have shown that for our purposes, there is no difference
between A and A0 (i.e., between T and S).

It is easy to see that the admissibility of B for S and for S
∗ are equivalent (see the

text after (3.4)). On the other hand, the admissibility of B for S
∗ is equivalent to the

admissibility of B∗ for S (see section 3). Hence, B is an admissible control operator
for S if and only if B∗ is an admissible observation operator for S. It remains to prove
that α(B) = α(B∗). This follows from

‖(λI −A0)
−1B‖2 = ‖B∗(λI + A0)

−1(λI −A0)
−1B‖

= ‖B∗(λI −A0)
−1(λI + A0)

−1B‖ = ‖B∗(λI −A0)
−1‖2.

6. A class of undamped second order systems. In this section we intro-
duce a class of undamped second order systems satisfying ESAD and COL. For these
systems we derive an explicit expression for E from (5.4) that shows clearly that E+

is not always zero. Hence, as we have seen in section 5, the range of exponentially
stabilizing feedback gains is bounded in general.
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Let U0, U1 and H be Hilbert spaces and let A0 : D(A0)→H be positive and
boundedly invertible on H. Consider the system described by the following second
order differential equation and two output equations:

(6.1)

{
q̈ + A0q = C∗

0u0 + A−1
0 C∗

1 u̇1,
y0 = C0q̇, y1 = C1q,

for sufficiently smooth signals u0, u1 and compatible initial conditions q(0) and q̇(0).
The input signals u0, u1 and the output signals y0, y1 are such that u0(t) ∈ U0,
u1(t) ∈ U1, y0(t) ∈ U0, y1(t) ∈ U1. To formulate these equations in the form (1.1)
and (4.10), which describe a well-posed linear system for sufficiently smooth u and
compatible z(0), we need to introduce various spaces and operators, and to make
some assumptions. For every μ > 0, we define Hμ = D(Aμ

0 ), with the norm ‖ϕ‖μ =
‖Aμ

0ϕ‖H , and we define H−μ = H∗
μ (duality with respect to the pivot space H). We

denote H0 = H and ‖ϕ‖0 = ‖ϕ‖H . We assume that

C0 ∈ L(H 1
2
, U0), C1 ∈ L(H1, U1).

We identify U0 and U1 with their duals so that C∗
0 ∈ L(U0, H− 1

2
), C∗

1 ∈ L(U1, H−1).

We assume that C0 and C1 have extensions C0 and C1 such that the operators

D0 = C0A
−1
0 C∗

1 ∈ L(U1, U0), D1 = C1A
−1
0 C∗

0 ∈ L(U0, U1)

exist. We introduce the input (and output) space U and the state space X:

(6.2) U = U0 × U1, X = H 1
2
×H.

Now the equations of the system Σ from (6.1) can be rewritten in the form

(6.3)

{
ż = Az + Bu,
y = Cz + Du,

where

(6.4) z =

[
q
w

]
∈ X, u =

[
u0

u1

]
∈ U, y =

[
y0

y1

]
∈ U,

(6.5) A : D(A)→X, A =

[
0 I

−A0 0

]
,

X1 = D(A) = H1 ×H 1
2
, X−1 = H ×H− 1

2
, A∗ = −A,

(6.6) B =

[
0 A−1

0 C∗
1

C∗
0 0

]
∈ L(U,X−1), C = B∗ =

[
0 C0

C1 0

]
∈ L(X1, U),

(6.7) C =

[
0 C0

C1 0

]
, D =

[
0 D0

0 0

]
.

We shall now prove that for sufficiently smooth u, (6.1) is equivalent to (6.3). We
also show how the condition of “compatible initial conditions,” Az(0) + Bu(0) ∈ X,
can be expressed in terms of the functions and operators appearing in (6.1). The
significance of this condition was explained in section 4 (around (4.10)).
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Proposition 6.1. For u ∈ H1
loc(0,∞;U), the equations (6.1) (for a specific

t ≥ 0) are equivalent to (6.3) (for the same t) with z, u, y as in (6.4) and with

w(t) = q̇(t) −A−1
0 C∗

1u1(t).

The first part of (6.1) is regarded as an equation in H− 1
2
, and the first part of (6.3)

is regarded as an equation in X−1. Moreover, for any t ≥ 0, the conditions

(6.8) A0q(t) − C∗
0u0(t) ∈ H, q̇(t) ∈ H 1

2

are equivalent to Az(t) + Bu(t) ∈ X.
Proof. We rewrite the first part of (6.3):

d

dt

[
q(t)
w(t)

]
=

[
0 I

−A0 0

] [
q(t)
w(t)

]
+

[
0 A−1

0 C∗
1

C∗
0 0

] [
u0(t)
u1(t)

]
,

or, equivalently,

q̇(t) = w(t) + A−1
0 C∗

1u1(t), ẇ(t) = −A0q(t) + C∗
0u0(t).

By differentiating the first formula, we obtain the first equation in (6.1). To derive
the last two equations in (6.1), we compute, starting from (6.3),[

y0(t)
y1(t)

]
=

[
0 C0

C1 0

] [
q(t)
w(t)

]
+

[
0 C0A

−1
0 C∗

1

0 0

] [
u0(t)
u1(t)

]

=

[
C0(q̇(t) −A−1

0 C∗
1u1(t)) + C0A

−1
0 C∗

1u1(t)
C1q(t)

]
=

[
C0q̇(t)
C1q(t)

]
.

To obtain (6.3) from (6.1), we just reverse the order of the computations. It is easy
to verify that the conditions (6.8) are equivalent to Az(t) + Bu(t) ∈ X.

Clearly, Σ satisfies ESAD and COL, but it need not be well posed. The optimal
control of systems of this type, but with C1 = 0, has been studied in [49] without
assuming well posedness. Here, we do assume that our system Σ is well posed (but
not necessarily regular). Then, the equations (6.3) correspond to the representation
of well-posed systems via (1.1) and (4.10).

As explained in section 4 (before (4.10)), the transfer function of Σ is given by
G(s) = C(sI −A)−1B +D, which is easy to compute in terms of A0, C0 and C1: for
−s2 ∈ ρ(A0),

(6.9) G(s) =

[
C0s
C1

]
(s2I + A0)

−1
[
C∗

0 A−1
0 C∗

1s
]
.

Note the curious fact that G does not depend on the extended operator C0. This
extended operator appears in the representation (6.3) of Σ, but (6.9) shows that the
system Σ is in fact independent of the choice of the extension C0.

In particular, we see from (6.9) that

G(0) =

[
0 0
D1 0

]
.

According to Theorem 5.2, we have E = − 1
2 [G(0)∗ + G(0)] + B∗(A∗)−1QA−1B so

that (since Q = 0)

(6.10) E = −1

2

[
0 D∗

1

D1 0

]
.

Such systems, but with C1 = 0, have been considered in [2, 14, 49].
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Proposition 6.2. Suppose that the well-posed system Σ from (6.3) is exactly
controllable (or equivalently, exactly observable). Let E ∈ L(U) be the operator from
(6.10), let E+ be the positive part of E, and put c = ‖E+‖, κ0 = 1

c . Then for every
κ ∈ (0, κ0), K = −κI is an admissible feedback operator for Σ and the resulting
closed-loop system Σκ is exponentially stable.

Proof. The equivalence of exact controllability and exact observability follows by
duality, since A∗ = −A (see the comments after Definition 3.1). It is clear that ex-
act controllability implies optimizability, and (by duality) exact observability implies
estimatability. Thus, we can apply Theorem 5.8 to obtain this proposition.

Example 6.3. We describe a well-posed system which fits into the above frame-
work, so that proportional output feedback can exponentially stabilize it. Since the
computations are rather long, they are the subject of a separate paper [50].

The physical system that we are modeling consists of a hinged elastic beam with
two sensors: one measures the angular velocity of the beam at a point ξ and the other
measures the bending (curvature) of the beam at the same point. These two measure-
ments are advantageous because they make the open-loop system exactly observable.
Our aim is to design the actuators and the feedback law in order to exponentially
stabilize this system. Using Proposition 6.2, we shall design the actuators such that
they are colocated, meaning that B = C∗, and then the open-loop system is described
by equations of the form (6.1). Here, C0 will be the operator corresponding to the
measurement of the angular velocity at ξ, and C1 will be the operator corresponding
to the measurement of the bending at ξ. It turns out that the actuators cause a
discontinuity of the bending exactly at ξ. As in the preceding theory, we are forced
to use an extension of the operator C1, which means that we have to decide if the
corresponding sensor measures the left or the right limit of the bending at ξ, or a
combination of the lateral limits.

We model the open-loop system as a homogenous Rayleigh beam situated along
the interval [0, π], with the two sensors located at ξ ∈ (0, π). This is an extension of
an example discussed in [1] and [52], and these papers contain further references to
Rayleigh beam models. The equations describing the open-loop system are

(6.11) q̈(x, t) − α
∂2q̈

∂x2
(x, t) +

∂4q

∂x4
(x, t) = U(x, t),

(6.12) q(0, t) = q(π, t) = 0,
∂2q

∂x2
(0, t) =

∂2q

∂x2
(π, t) = 0, t ≥ 0,

(6.13) y0(t) =
∂q̇

∂x
(ξ, t), y1(t) =

∂2q

∂x2
(ξ, t).

Here q(x, t) represents the transverse displacement of the beam (x ∈ [0, π] and t ≥ 0),
and α > 0 is a constant, proportional to the moment of inertia of the cross section of
the beam. In (6.11), U denotes the control terms which are to be designed.

In order to fit this system into the framework of (6.1), (6.2), we denote H =
H1

0(0, π), V = H2(0, π) ∩H1
0(0, π). On H we define the inner product such that

〈ϕ,ψ〉H =

〈(
I − α

d2

dx2

)
ϕ,ψ

〉
L2

∀ ϕ,ψ ∈ V.

We introduce the operator R : L2(0, π)→V defined by

R =

(
I − α

d2

dx2

)−1

.
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It is easy to see that R > 0 when regarded as an operator from L2(0, π) to L2(0, π).
We also define the linear operator A0 : D(A0)→H by

D(A0) =

{
ϕ ∈ H3(0, π)

∣∣∣∣ ϕ(0) = ϕ(π) = 0,
d2ϕ

dx2
(0) =

d2ϕ

dx2
(π) = 0

}
,

A0ϕ =
d4

dx4
(Rϕ) ∀ ϕ ∈ D(A0).

The set {ϕk | k ∈ N} with

ϕk(x) =
1√

1 + αk2
·
√

2

π
sin kx ∀ x ∈ [0, π]

is an orthonormal basis in H, and we have

A0ϕk =
k4

1 + αk2
ϕk, Rϕk =

1

1 + αk2
ϕk

so that, in particular, A0 is self-adjoint, strictly positive and it commutes with R.
Defining Hμ and ‖ϕ‖μ for μ ∈ R by fractional powers of A0 and duality, as explained
after (6.1), we have H0 = H = H1

0(0, π) and

H1 = D(A0), H 1
2

= V, H− 1
2

= L2(0, π), H−1 = H−1(0, π), H−1.5 = V ′,

the norm ‖ · ‖− 1
2

being equivalent to the L2-norm. Here, V ′ denotes the dual of V

with respect to the pivot space L2(0, π). For every μ ∈ R, A0 and R have extensions
(or restrictions) to Hμ and we have A0 ∈ L(Hμ, Hμ−1), R ∈ L(Hμ, Hμ+1).

The spaces U0 and U1 from (6.2) are U0 = U1 = C, so that U = C
2. Corresponding

to the two measurements in (6.13), we define the operators C0 ∈ L(H 1
2
,C) and C1 ∈

L(H1,C) by

C0ϕ =
dϕ

dx
(ξ), C1ϕ =

d2ϕ

dx2
(ξ).

Then C∗
0 ∈ H− 1

2
and C∗

1 ∈ H−1 (the adjoints of C0 and C1 with respect to the pivot

space H) are

C∗
0 = −R d

dx
δξ, C∗

1 = R d2

dx2
δξ,

where δξ is the Dirac mass at the point ξ.
We remark that according to (6.2), the state space of our system is X = H2(0, π)∩

H1
0(0, π) ×H1

0(0, π) with the norm

∥∥∥∥
[

q
w

]∥∥∥∥
2

=

∫ π

0

∣∣∣∣d2q(x)

dx2

∣∣∣∣
2

dx +

∫ π

0

|w(x)|2dx + α

∫ π

0

∣∣∣∣dw(x)

dx

∣∣∣∣
2

dx.

Assuming that the terms of (6.11) are in H−1.5 = V ′ and applying R to these
terms, we obtain

(6.14) q̈ + A0q = RU in H− 1
2

= L2(0, π).
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Now the first equation in (6.1) shows that the control terms, represented above by
RU , should be

(6.15) RU = C∗
0u0 + A−1

0 C∗
1 u̇1 = −u0R

d

dx
δξ − u̇1b,

where b = −A−1
0 C∗

1 ∈ H is given by

b(x) =

{ ax
ξ for x ≤ ξ,

aπ−ax
π−ξ for x > ξ,

where
1

a
=

1

ξ
+

1

π − ξ
.

The graph of b consists of two straight lines, with a peak at x = ξ. If we apply R−1

to the terms of (6.14), with RU as in (6.15), we obtain that in H−1.5,

(6.16) q̈ − α
∂2q̈

∂x2
+

∂4q

∂x4
= −u0

d

dx
δξ − u̇1[αδξ + b].

This equation must also hold in the sense of distributions on (0, π). Together with
(6.12) and (6.13), it defines our open-loop system with the “designed” actuators.

However, since in general ∂2q
∂x2 will have a discontinuity at ξ, the second part of (6.13)

has to be replaced by y1(t) = C1q, where C1 is an extension of C1 given by

C1χ = γχ′′(ξ−) + (1 − γ)χ′′(ξ+).

Proposition 6.4. For u ∈ H1
loc(0,∞; C2), the equations (6.16) (in H−1.5) and

(6.13) (with C1 extended as above) are equivalent to

ż = Az + Bu ( in X−1), y = Cz + Du,

with z, u, y as in (6.4) and with w = q̇ − A−1
0 C∗

1u1 = q̇ + bu1. Here, A is as in (6.5),
B is as in (6.6), and C, D are as in (6.7). These equations determine a well-posed
linear system Σ with input and output space U = C

2 and state space X = H 1
2
×H.

This system is exactly controllable and exactly observable.
For the proof of this proposition we refer to our paper [50].
Proposition 6.5. Let Σ be the system from Proposition 6.4. Denote

D1 = C1A
−1
0 C∗

0 , κ0 =
2

|D1|
.

Then for every κ ∈ (0, κ0), K = −κI is an admissible feedback operator for Σ and the
resulting closed-loop system Σκ is exponentially stable.

Proof. We know from Proposition 6.4 that the system Σ is well posed, exactly
controllable, and exactly observable. Let E ∈ L(C2) be the 2× 2 matrix from (6.10).
Its eigenvalues are ± 1

2 |D1| so that E+ (the positive part of E) is a matrix of rank
one with the eigenvalues 1

2 |D1| and 0. Hence, c = ‖E+‖ = 1
2 |D1|, κ0 = 1

c = 2
|D1| .

According to Proposition 6.2, for every κ ∈ (0, κ0), K = −κI is an admissible feedback
operator for Σ and Σκ is exponentially stable.

In [50] we derive a simple formula for the number D1 appearing in the last propo-
sition: D1 = ξ

π − γ. Note that choosing γ = ξ
π leads to κ0 = ∞.
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TWO-TIME-SCALE HYBRID FILTERS: NEAR OPTIMALITY∗

J. W. WANG† , Q. ZHANG‡ , AND G. YIN§

Abstract. This work develops a filtering scheme for hybrid systems. The process dictating
the configuration or regimes is a continuous-time Markov chain with a finite state space. Exploiting
hierarchical structure of the underlying system, the states of the Markov chain are divided into a
number of groups so that it jumps rapidly within each group and slowly among different groups.
Focusing on reduction of computational complexity, the filtering scheme includes the following steps:
(1) partition the state space of the Markov chain into subspaces, (2) derive a limit system in which
the states are averaged out with respect to the invariant distributions of the Markov chain, (3) use the
limit system to design quadratic variation test statistics, and (4) use the test statistics to identify
which ergodic class the aggregated process belongs to and to construct near-optimal filter. For
demonstration, a numerical example is presented.

Key words. hybrid filter, near optimality, Kalman filter, Markov chain, weak convergence,
quadratic variation test
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1. Introduction. This paper is concerned with filtering problems of hybrid
dynamic systems, in which continuous dynamics and discrete events coexist. Let
(Ω,F , P ) be the underlying probability space and (x(t), α(t)) with t ≥ 0 be a pair
of signal processes that is not observable. Here x(t) represents the continuous dy-
namics part and α(t) describes the discrete events. More specifically, the unknown
or hidden process α(t) is a continuous-time Markov chain with a finite state space
M. Denote the observation process by y(t) depending on (x(s), α(s), s ≤ t) together
with a Gaussian noise. Throughout the paper, we assume both x(·) and y(·) to be
R

p-valued stochastic processes satisfying the system of equations

(1.1)

{
dx(t) = A(α(t))x(t)dt + σ(α(t))dw(t), x(0) = x0,

dy(t) = H(α(t))x(t)dt + δdv(t), y(0) = 0,

for 0 ≤ t ≤ T , where T is a finite number, x0 is a given random variable, w(·) and
v(·) are independent standard Brownian motions, for α ∈ M, A(α), H(α), and σ(α)
are matrices of appropriate dimensions, and δ > 0 is a small parameter representing
the intensity of the observation noise.

In the literature, when α(t) = α0 is an unobservable constant, the optimal filter-
ing problem was solved by Hijab [12] and Caines and Chen [3], assuming an a priori
distribution of α0. However, in many practical situations, a priori knowledge of α0

is not available. To deal with such scenarios, Haussmann and Zhang [11] used two
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statistical hypothesis tests, namely, the quadratic variation test (QVT) and the like-
lihood ratio test (LRT), to estimate the value of α0 and to choose among competing
filters on successive time intervals. The QVT and LRT were introduced by Fleming
and Pardoux [6] to identify the sign of the state variable x(t) in a partially observed
system; see also Fleming and Zhang [8, 9] and Fleming et al. [5] for the corresponding
discrete-time models and related numerical results along this line. These results are
generalized to the case when α(·) is an unknown Markov chain in Zhang [20]. The
basic idea of these tests is to examine which state α(t) is more likely to belong to
statistically. Then run a number of Kalman filters simultaneously and choose the one
that associates with the current estimate of α(t). Therefore, a necessary condition for
validating the tests is that α(t) must stay at the current state for some time before
jumping to another state. If α(t) jumps too frequently, it is virtually impossible to
obtain a meaningful estimate of x(t).

In recent years, hybrid systems of the form (1.1), involving both continuous dy-
namics and discrete events, have attracted much attention due to their wide range
of applicability in financial engineering, wireless communication, and network mod-
eling and optimization. In these applications, the hidden Markov chain represents
the random influence due to structural or regime changes in environmental, social,
economical, or other factors. Denote the cardinality of the state space of the hidden
Markov chain by |M|. For the aforementioned applications, considerations of various
factors frequently make |M| very large resulting in a difficult computational task.
The main focus of this paper is to reduce the computational complexity. Within a
large-scale system, not all state variables vary at the same speed. We may naturally
subdivide the entire system into smaller pieces so that within each subsystem the
participating state variables vary rapidly and among different subgroups the jumps
take place at a slower pace. Noting the different transition rates of the Markov chain
α(t) leads to a two-time-scale formulation involving states having weak and strong
interactions. To highlight the contrast of the fast and slow motions, we introduce a
small parameter ε > 0 and aim to design near-optimal filters. Our filtering procedure
proceeds as follows. First, using weak convergence methods, we obtain certain limit
filtering problem as ε → 0. With the stipulation that the Markov chain varies slowly
among different recurrent groups, we then develop quadratic variation test and use it
in the process of filtering.

Concerning nonlinear filtering of a hybrid system, much effort has been devoted to
finite dimensional approximations. In Blom and Bar-Shalom [2], a discrete-time ver-
sion of the corresponding filtering problem was considered. They proposed a numerical
algorithm to compute the conditional expectation of (α(t), x(t)) given observation up
to time t. The algorithm seems to perform well numerically. However, there is no
theoretical justification for optimality (or near optimality) of these filters; see Li [15]
for further discussions. There is substantial literature on related models and prob-
lems. For hybrid filter with non-Gaussian noise, see Zhang [22] for a continuous-time
model, Zhang [21] for a discrete-time version, and Liu and Zhang [17] for numerical
experiments. For a survey of results on nonlinear filtering, we refer to the books by
Kallianpur [13] and Liptser and Shiryayev [16]. For recent developments and review of
the literature on partially observed systems, see the books by Bensoussan [1], Elliott,
Aggoun, and Moore [4], and Kushner [14] and references therein.

The rest of the paper is organized as follows. In the next section, we set up the
problem by using a two-time-scale formulation. Preliminary results concerning two-
time-scale Markov chains and limit filtering problem are also presented. Section 3 is
devoted to an averaged filtering scheme, in which an intermediate filter is developed
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for approximation purpose. First, a weak convergence method is used to establish the
convergence of the original system to a limit system. Then we construct an averaged
filter and show that its output approximates the state process. More specifically, we
partition the state space of the Markov chain into subspaces, derive a limit system in
which the states are averaged out with respect to the invariant distributions of the
Markov chain, design quadratic variation test statistics using the limit system, design
associated test statistics for the original process to identify which ergodic class that
the aggregated process belongs to, and construct a near-optimal filter. In section 4, we
demonstrate the near optimality of the filter by a simple example. Section 5 extends
the results to the case, where some transient states are included in the Markov chain.
Final remarks are made in section 6. To proceed, a word about the notation is in
order. For simplicity, throughout the paper, we use K to denote a generic positive
constant, whose values may change for different appearances. Given a matrix A, its
transpose is denoted by A′ and its trace by tr(A).

2. Preliminary results. In this section, we present results on two-time-scale
Markov chains. In addition, a statistical test for the filtering is also given.

2.1. Two-time-scale Markov chains. To characterize the weak and strong
interaction of α(t), we introduce a small parameter ε > 0 and assume α(·) = αε(·),
generated by Qε, where Qε has the form

(2.1) Qε =
1

ε
diag(Q̃1, . . . , Q̃l) =

1

ε

⎛
⎜⎝

Q̃1

. . .

Q̃l

⎞
⎟⎠+ Q̂,

where, for each k = 1, . . . , l, Q̃k is a generator matrix with dimension mk ×mk, and
m1 + · · ·+ml = m. Suppose that for k = 1, . . . , l, Q̃k are irreducible. The state space
of αε(·) is given by

M = M1 ∪ · · · ∪Ml = {s11, . . . , s1m1
} ∪ · · · ∪ {sl1, . . . , slml

},

where for k = 1, . . . , l, Mk = {sk1, . . . , skmk
} are the subspaces corresponding to the

recurrent states. Let νk = (νk1 , . . . , ν
k
mk

) denote the stationary distribution of Q̃k, i.e.,

νk is the only solution to

νkQ̃k = 0 and νk1mk
= 1.

Let

(2.2) Q = diag(ν1, . . . , νl)Q̂ 1̃,

where

1̃ =

⎛
⎜⎝

1m1

. . .

1ml

⎞
⎟⎠ and 1mk

= (1, . . . , 1)′ ∈ R
mk×1.

Noting the dominating force in Qε, namely, diag(Q̃1, . . . , Q̃l), the generator Qε is
almost decomposable. The rationale is that we can take advantage of this structure
and use a single state to represent each of the subspaces Mk (for k = 1, . . . , l). The
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resulting process will have a much smaller state space. This leads to the following
definition of aggregated process.

Let αε(·) be defined by αε(t) = k if αε(t) ∈ Mk. Then as shown in Yin and
Zhang [18, Thm. 7.4, p. 172] that αε(·) converges weakly to α(·), a continuous-
time Markov chain with generator Q and state space M = {1, . . . , l}. Moreover,
for any deterministic test function βkj(t) with k = 1, . . . , l and j = 1, . . . ,mk, the
corresponding occupation measures satisfy

(2.3) E

(∫ T

0

(
I{αε(t)=skj} − νkj I{αε(t)=k}

)
βkj(t)dt

)2

= O(ε).

These estimates may be regarded as functional version of the law of large numbers if
one discretizes the above integrals using step size ε.

These results suggest the following two-stage approximation of αε(·) by α(·): (i)
approximate αε(·) by αε(·) under the weak topology in L2[0, T ]; (ii) approximate αε(·)
by its limit α(·) in distribution.

2.2. Limit filter. Let (xε(·), yε(·)) be the actual state and observation satisfying
(1.1) with α(·) replaced by αε(·), i.e.,

(2.4)

{
dxε(t) = A(αε(t))xε(t)dt + σ(αε(t))dw(t), xε(0) = x0,

dyε(t) = H(αε(t))xε(t)dt + δdv(t), yε(0) = 0.

We will show that

(xε(·), yε(·), αε(·)) → (x(·), y(·), α(·)) as ε → 0,

in distribution, where (x(·), y(·)) satisfies the limit system of equations

(2.5)

{
dx(t) = A(α(t))x(t)dt + σ(α(t))dw(t), x(0) = x0,

dy(t) = H(α(t))x(t)dt + δdv(t), y(0) = 0,

with

(2.6)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A(k) =

mk∑
j=1

νkj A(skj),

H(k) =

mk∑
j=1

νkj H(skj),

Σ(k) = σ(k)σ′(k) =

mk∑
j=1

νkj σ(skj)σ
′(skj)

for k = 1, . . . , l.
In what follows, we briefly summarize related filtering results obtained in Zhang

[20] for the limit system (2.5). We make the following assumptions:
(A1) H(k) is invertible for k ∈ M.

(A2) σ(k) = F (k)H
′
(k) for symmetric matrices F (k) ≥ cI > 0, for some c > 0.

(A3)
∣∣tr(H(k)F (k)H

′
(k)
)2 − tr

(
H(k1)F (k1)H

′
(k1)

)2∣∣ ≥ c > 0 for k �= k1, for
some c > 0.

(A4) The initial value x0 is a Gaussian random vector and E|x0 −Ex0|4 = O(δ2).
Moreover, x0, α

ε(·), w(·), and v(·) are independent.



302 J. W. WANG, Q. ZHANG, AND G. YIN

Remark 2.1. The form assumed for σ(k) in (A2) is not as restrictive as it appears.
In fact, in the one-dimensional case, it is equivalent to the condition σ(k) �= 0. If
F (k) = 1, then (A3) is equivalent to the condition |H(k)| �= |H(k1)|, for k �= k1. For
higher dimensional cases, we refer to the papers by Haussmann and Zhang [10, 11] for
related discussions. For notational simplicity, we use the Gaussian initial conditions
in (A4). This requirement can be relaxed as in Haussmann and Zhang [10] to non-
Gaussian initial cases. We next give an example to further illustrate these conditions
in a one-dimensional (p = 1) system.

Example 2.2. Let M = M1 ∪M2 = {s11, s12} ∪ {s21, s22} and the generator

Qε =
1

ε

⎛
⎜⎜⎝

−1 1 0 0
1 −1 0 0
0 0 −1 1
0 0 1 −1

⎞
⎟⎟⎠+

⎛
⎜⎜⎝

−1 0 1 0
0 −1 0 1
1 0 −1 0
0 1 0 −1

⎞
⎟⎟⎠ .

Then the corresponding stationary distributions ν1 = ν2 = (1/2, 1/2). Consider the
case when

σ(s11) = σ(s12) = σ(s21) = σ(s22) = 1,

H(s11) = H(s12) = 1, H(s21) = H(s22) = 2.

Then

σ(1) = σ(2) = 1, H(1) = 1, H(2) = 2, and F (1) = 1, F (2) = 1/2.

It can be seen that the conditions (A1)–(A3) are satisfied.

The parameter δ represents the observation noise level. In practice, the obser-
vation noise mainly depends on the sensor measurement characteristics. The devel-
opment of new technology (such as the use of infrared technology) makes possible
fairly small disturbances in observation. Thus it is not only reasonable but practical
to consider the models with small observation noise.

If α(t) is observable, then the corresponding limit Kalman filter has the form

(2.7)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

dx̂(t) = A(α(t))x̂(t)dt +
1

δ2
R(t)H

′
(α(t))

(
dy(t) −H(α(t))x̂(t)dt

)
,

Ṙ(t) = A(α(t))R(t) + R(t)A
′
(α(t))

+σ(α(t))σ′(α(t)) − 1

δ2
R(t)H

′
(α(t))H(α(t))R(t)

with x̂(0) = Ex0 ∈ R
p and R(0) = Cov(x0) ∈ R

p×p, where Cov(x0) is the covariance
matrix E[(x0 − Ex0)(x0 − Ex0)

′].

It is important to estimate the value of α(·) in the filtering problem under con-
sideration because if an estimate of α(·) is given, one can use such estimate to feed to
the corresponding Kalman filter. In this paper, we use the QVT to identify the value
of the unknown parameter process α(·) at a given time t.

For j = 0, 1, . . . , let

ζ(j) =
1

δ
(y(δ(j + 2)) − 2y(δ(j + 1)) + y(δj)) .
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For n0, n = 0, 1, . . . , n > n0, we define test statistics

(2.8) Λn0,n =
1

δ(n− n0)

n−1∑
j=n0

|ζ(j)|2.

Let

μn0,n
k =

(
1

δ(n− n0)

∫ δ(n+1)

δn0

ρn0,n(s)ds

)
tr(H(k)F (k)H

′
(k))2 + 2p,

where

ρn0,n(s) =

{
φ2(s)I[δn0,δn] + φ2(s− δ)I[δ(n0+1),δn] if (n− n0) even,

φ2(s)I[δn0,δ(n+1)] + φ2(s− δ)I[δ(n0+1),δ(n+1)] if (n− n0) odd,

and φ(s) is a “sawtooth” function on [0, T ] such that for any even integer j =
0, 2, 4, . . . ,

φ(s) =

⎧⎪⎪⎨
⎪⎪⎩

s− jδ

δ
if jδ ≤ s < (j + 1)δ,

(j + 2)δ − s

δ
if (j + 1)δ ≤ s < (j + 2)δ.

(See Haussmann and Zhang [11] for interpretation of these functions.)
Given α(t) = k, δn0 ≤ t < δn, it can be shown as in [11] that for large (n− n0),

Λn0,n/μn0,n
k is close to 1 by the law of large numbers. Under (A3), it follows that

μn0,n
k1

�= μn0,n
k2

for k1 �= k2. The quadratic variation test is given as follows. Let αn0,n

denote a random variable such that αn0,n = k0 if

(2.9)

∣∣∣∣∣Λ
n0,n

μn0,n
k0

− 1

∣∣∣∣∣ = min

{∣∣∣∣Λn0,n

μn0,n
k

− 1

∣∣∣∣ , k = 1, . . . , l

}
.

Let

(2.10) l0 = c0(log δ)2 + 1 for some c0 ≥ 0.

Then, for δn ≤ t < δ(n + 1), n = 0, 1, . . . , we define

(2.11) α̃(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 if t ∈ [0, δ),

α0,n if n ≤ l0,

αn−l0,n if n ≥ l0.

Given α̃(t), the corresponding filter is

(2.12)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

dx̃(t) = A(α̃(t))x̃(t)dt +
1

δ2
R̃(t)H

′
(α̃(t))

(
dy(t) −H(α̃(t))x̃(t)dt

)
,

˙̃
R(t) = A(α̃(t))R̃(t) + R̃(t)A

′
(α̃(t))

+σ(α̃(t))σ′(α̃(t)) − 1

δ2
R̃(t)H

′
(α̃(t))H(α̃(t))R̃(t)
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with x̃(0) = Ex0 ∈ R
p and R̃(0) = Cov(x0) ∈ R

p×p. For any given stochastic process
ξ(t), t ≥ 0, we define the norm of ξ(·) as follows:

|ξ(·)|T =

∫ T

0

(
E|ξ(t)|2

) 1
2 dt.

Using this norm, it can be shown as in Zhang [20] that, under (A1)–(A4), there exist
c0 > 0 and δ0 > 0 such that for 0 < δ < δ0,

|α(·) − α̃(·)|T = O(
√
δ).

3. Near-optimal filter. Note that y(·), the weak limit of yε(·), is not available.
In order to have a feasible filter, one needs to feed the filter in (2.12) with the actual
observation yε(·). Thus, we need to replace y(·) by yε(·) in (2.12) and modify the test
statistics Λ in (2.8) as follows. For j = 0, 1, . . . , let

ζε(j) =
1

δ
(yε(δ(j + 2)) − 2yε(δ(j + 1)) + yε(δj)) .

Define

(3.1) Λε,n0,n =
1

δ(n− n0)

n−1∑
j=n0

|ζε(j)|2.

Let αε,n0,n denote a random variable such that αε,n0,n = k0 if

(3.2)

∣∣∣∣∣Λ
ε,n0,n

μn0,n
k0

− 1

∣∣∣∣∣ = min

{∣∣∣∣Λε,n0,n

μn0,n
k

− 1

∣∣∣∣ , k = 1, . . . , l

}
.

Then, for δn ≤ t < δ(n + 1), n = 0, 1, . . . , we define

(3.3) α̃ε(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 if t ∈ [0, δ),

αε,0,n if n ≤ l0,

αε,n−l0,n if n ≥ l0,

where l0 is defined in (2.10).
Given α̃ε(t), the averaged filter is

(3.4) ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

dx̃ε(t) = A(α̃ε(t))x̃ε(t)dt +
1

δ2
Rε(t)H

′
(α̃ε(t))

(
dyε(t) −H(α̃ε(t))x̃ε(t)dt

)
,

Ṙε(t) = A(α̃ε(t))Rε(t) + Rε(t)A
′
(α̃ε(t))

+σ(α̃ε(t))σ′(α̃ε(t)) − 1

δ2
Rε(t)H

′
(α̃ε(t))H(α̃ε(t))Rε(t),

with x̃ε(0) = Ex0 ∈ R
p and Rε(0) = Cov(x0) ∈ R

p×p.
We will show that x̃ε(·) is an approximation to xε(·). To proceed, we first establish

a couple of lemmas. They include the boundedness of the solution of Riccati equations
and the moment bounds of the original and averaged processes.

Lemma 3.1. The solution of the system of Riccati equations Rε(t) in (3.4) is
nonnegative definite and satisfies supt≤T |Rε(t)| ≤ K for all ω ∈ Ω.
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Proof. First it is easy to see that Rε(t) is symmetric and nonnegative definite.
We use the matrix norm |A| =

√
tr(AA′). It follows that tr(AB) ≤ |A| · |B| for any

square matrices A and B of same dimension. Under this norm, for any symmetric
nonnegative definite matrix R, we have

|R| = (tr(R2))
1
2 = (λ2

1 + · · · + λ2
n)

1
2 ≤ (λ1 + · · · + λn) = tr(R),

where λ1 ≥ 0, . . . , λn ≥ 0 are the eigenvalues of R. Therefore, it suffices to show that
tr(Rε(t)) is bounded. Let φ(t) = tr(Rε(t)). Take trace on both sides of the Riccati
equation in (3.4) to obtain

φ̇(t) ≤ tr(A(αε(t))Rε(t) + Rε(t)A
′
(αε(t))) + tr(σ(αε(t))σ′(αε(t))).

Let {e1(t), . . . , ep(t)} be a base in R
p with ei(t) being eigenvector of Rε(t). Then, it

follows that

tr(A(αε(t))Rε(t) + Rε(t)A
′
(αε(t)))

=

p∑
i=1

e′i(t)(A(αε(t))Rε(t) + Rε(t)A
′
(αε(t)))ei(t)

=

p∑
i=1

λie
′
i(t)

(
A(αε(t)) + A

′
(αε(t))

2

)
ei(t)

≤ K1tr(R
ε(t))

for some constant K1. Therefore,

φ̇(t) ≤ K0 + K1φ(t).

This implies, by Gronwall’s inequality, that φ(t) ≤ K for some K < ∞.
Lemma 3.2.

sup
t≤T

(E|xε(t)|4 + E|x(t)|4 + E|x̃ε(t)|4 + E|x̃(t)|4) < ∞.

Proof. We shall verify this for each of the terms above. First, by the classical
result on stochastic integration (for example, Fleming and Rishel [7] and Liptser and
Shiryayev [16]),

sup
0≤t≤T

E|xε(t)|4 ≤ K(1 + E|x0|4) < ∞, sup
0≤t≤T

E|x(t)|4 < ∞.

Similar estimates for the observation processes yε(·) and y(·) yield that

sup
0≤t≤T

E|yε(t)|4 < ∞, sup
0≤t≤T

E|y(t)|4 < ∞.

Next, consider x̃ε(t). We obtain

x̃ε(t) = x̃ε(0) +

∫ t

0

A(α̃ε(s))x̃ε(s)ds +
1

δ2

∫ t

0

Rε(s)H
′
(α̃ε(s))H(αε(s))xε(s)ds

+
1

δ

∫ t

0

Rε(s)H
′
(α̃ε(s))dv(s) − 1

δ2

∫ t

0

Rε(s)H
′
(α̃ε(s))H(α̃ε(s))Rε(s)ds.
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Taking norms and using the boundedness of

A(i), H(i), sup
0≤t≤T

|Rε(t)|, sup
0≤t≤T

E|xε(t)|4

and

E|
∫ t

0

Rε(s)H
′
(α̃ε(s))dv(s)|4 < ∞

yield

E|x̃ε(t)|4 ≤ K + K

∫ t

0

E|x̃ε(s)|4ds.

An application of Gronwall’s inequality leads to E|x̃ε(t)|4 < ∞. Furthermore, the
bound holds uniformly for t ∈ [0, T ]. Similarly, we can establish the upper bound for
x̃(t). The lemma is concluded.

We next establish tightness of several pairs of processes. The result is stated in
the following lemma.

Lemma 3.3. Both (xε(·), αε(·)) and (yε(·), αε(·)) are tight in D([0, T ]; Rp ×M),
where D([0, T ];G) denotes the space of functions defined on [0, T ] taking values in G
that are right continuous have left limits endowed with the Skorohod topology.

Proof. Let us begin with (xε(·), αε(·)). For any Δ > 0, 0 < t with 0 ≤ s ≤ Δ, we
have

lim
Δ→0

lim sup
ε→0

E[E[|xε(t + s) − xε(t)|2|Fε
t ]]

≤ lim
Δ→0

lim sup
ε→0

E

⎡
⎢⎣E

⎡
⎢⎣
∣∣∣∣∣∣

l∑
k=1

mk∑
j=1

∫ t+s

t

A(skj)x
ε(τ)I{αε(τ)=skj}dτ

∣∣∣∣∣∣
2 ∣∣∣∣Fε

t

⎤
⎥⎦
⎤
⎥⎦

+K lim
Δ→0

lim sup
ε→0

E

⎡
⎢⎣E

⎡
⎢⎣
∣∣∣∣∣∣

l∑
k=1

mk∑
j=1

∫ t+s

t

σ(skj)I{αε(τ)=skj}dw(τ)

∣∣∣∣∣∣
2 ∣∣∣∣Fε

t

⎤
⎥⎦
⎤
⎥⎦ = 0.

In addition, in view of Yin and Zhang [18, Thm. 7.4], αε(·) is tight. Then it follows
from the tightness criterion (see Kushner [14], Yin and Zhang [18, Appendix], and the
references therein), (xε(·), αε(·)) is tight in D([0, T ]; Rp ×M). Likewise, (yε(·), αε(·))
is tight in D([0, T ]; Rp ×M).

We are now in a position to prove the weak convergence of (xε(·), αε(·)) and
(yε(·), αε(·)). The proof will be furnished by using a martingale problem formulation.

Denote the class of real-valued functions that are twice continuously differentiable
with compact support by C2

0 . For each α ∈ M and ψ(·, α) ∈ C2
0 , define the operator

Lε by

(3.5)

Lεψ(x, α) = ψ′
x(x, α)A(α)x +

1

2
tr[ψxx(x, α)σ(α)σ′(α)] + Qεψ(x, ·)(α), α ∈ M,

where ψx(·, α) and ψxx(·, α) denote the gradient and the Hessian of ψ(·, α), respec-
tively. For each k ∈ M, let f(·, k) ∈ C2

0 and define

(3.6) f(x, α) =

l∑
k=1

f(x, k)I{α∈Mk}.
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Corresponding to (3.5), we also define

(3.7) Lf(x, α) = f ′
x(x, α)A(α)x +

1

2
tr[fxx(x, α)σ(α)σ′(α)] + Qf(x, ·)(α)

for α ∈ M = {1, . . . , l}, where A(k) and σ(k) are defined in (2.6), and Q is defined in
(2.2).

Lemma 3.4. Suppose that (x(·), α(·)) is a solution of a martingale problem asso-
ciated with the operator L. Then it is unique (in the sense of distribution).

Proof. The proof is a modification of Yin and Zhang [18, Lem. 7.18].
Theorem 3.5. Assume (A1)–(A4). Then as ε → 0,

(xε(·), αε(·)) ⇒ (x(·), α(·)) and (yε(·), αε(·)) ⇒ (y(·), α(·)),

where x(·) and y(·) are solutions of (2.5) and the symbol ⇒ denotes convergence in
distribution.

Proof. Let f(·, k) ∈ C2
0 and f(·, α) as defined in (3.6) for each k ∈ M and each

α ∈ M. Since the joint pair of processes (xε(·), αε(·)) is Markov, for any t, s ≥ 0 with
t + s ≤ T ,

f(xε(t + s), αε(t + s)) − f(xε(t), αε(t)) −
∫ t

0

Lεf(xε(u), αε(u))du

is a continuous-time martingale. Thus, for any positive integer κ, any bounded and
continuous functions hi(·, α) for i ≤ κ, and any ti ≤ t,

E
κ∏

i=1

hi(x
ε(ti), α

ε(ti))

[
f(xε(t + s), αε(t + s)) − f(xε(t), αε(t))

−
∫ t+s

t

Lεf(xε(u), αε(u))du

]
= 0,

and as a result,

(3.8)

E
κ∏

i=1

hi(x
ε(ti), α

ε(ti))

[
f(xε(t + s), αε(t + s)) − f(xε(t), αε(t))

−
∫ t+s

t

Lεf(xε(u), αε(u))du

]

= E

κ∏
i=1

hi(x
ε(ti), α

ε(ti))

[
f(xε(t + s), αε(t + s)) − f(xε(t), αε(t))

−
∫ t+s

t

Lεf(xε(u), αε(u))du

]
= 0.

By virtue of Lemma 3.3, (xε(·), αε(·)) is tight. Using Prohorov’s theorem, we may
extract weakly convergent subsequences. Select such a sequence and still index it by
ε for notational simplicity. By the Skorohod representation, (xε(·), αε(·)) converges
to (x(·), α(·)) almost surely (a.s). It follows that

(3.9)

E

κ∏
i=1

hi(x
ε(ti), α

ε(ti))[f(xε(t + s), αε(t + s)) − f(xε(t), αε(t))]

→ E

κ∏
i=1

hi(x(ti), α(ti))[f(x(t + s), α(t + s)) − f(x(t), α(t))].
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Detailed calculation shows that

(3.10)

∫ t+s

t

Lεf(xε(u), αε(u))du

=
l∑

k=1

mk∑
j=1

∫ t+s

t

f
′
x(xε(u), skj)A(skj)x

ε(u)I{αε(u)=skj}du

+
l∑

k=1

mk∑
j=1

∫ t+s

t

tr[fxx(xε(u), skj)σ(skj)σ
′(skj)]I{αε(u)=skj}du

+

l∑
k=1

mk∑
j=1

∫ t+s

t

Qεf(xε(u), ·)(skj)I{αε(u)=skj}du.

Let us examine each of the above terms in (3.10). First,∫ t+s

t

f
′
x(xε(u), skj)A(skj)x

ε(u)I{αε(u)=skj}du

=

∫ t+s

t

f
′
x(xε(u), skj)A(skj)x

ε(u)νkj I{αε(u)∈Mk}du

+

∫ t+s

t

f
′
x(xε(u), skj)A(skj)x

ε(u)[I{αε(u)=skj} − νkj I{αε(u)∈M}]du.

Applying (2.3) to the last term above and recalling that f(·, α) is a C2-function with
compact support,

E

∣∣∣∣
∫ t+s

t

f
′
x(xε(u), skj)A(skj)x

ε(u)[I{αε(u)=skj} − νkj I{αε(u)∈M}]du

∣∣∣∣
2

= O(ε) → 0 as ε → 0.

By the weak convergence of (xε(·), αε(·)), the Skorohod representation, and the con-
tinuity of xε(·) and x(·), as ε → 0, I{αε(u)∈Mk} = I{αε(u)=k} → I{α(u)=k}, and

(3.11)

E

κ∏
i=1

hi(x
ε(ti), α

ε(ti))

l∑
k=1

mk∑
j=1

∫ t+s

t

f
′
x(xε(u), skj)A(skj)x

ε(u)νkj I{αε(u)∈Mk}du

→ E

κ∏
i=1

hi(x(ti), α(ti))

l∑
k=1

mk∑
j=1

∫ t+s

t

f ′
x(x(u), skj)A(skj)x(u)νkj I{α(u)=k}du

= E

κ∏
i=1

hi(x(ti), α(ti))

∫ t+s

t

f ′
x(x(u), α(u))du.

Likewise,

(3.12)

E

κ∏
i=1

hi(x
ε(ti), α

ε(ti))

l∑
k=1

mk∑
j=1

tr[fxx(xε(u), skj)σ(skj)σ
′(skj)]I{αε(u)=skj}du

→ E

κ∏
i=1

hi(x(ti), α(ti))

∫ t+s

t

tr[fxx(x(u), α(u))Σ(α(u))]du,

where Σ(k) is defined in (2.6).
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Next note that the definition of f(x, α) in (3.6) implies that Qεf(x, ·)(α) =

Q̂f(x, ·)(α). Using the same averaging argument above with the help of (2.3), we
also have

(3.13)

E

κ∏
i=1

hi(x
ε(ti), α

ε(ti))

∫ t+s

t

Qεf(xε(u), skj)I{αε(u)=skj}du

→ E

κ∏
i=1

hi(x(ti), α(ti))

∫ t+s

t

Qf(x(u), α(u))du.

Combining (3.9), (3.11), (3.12), and (3.13) leads to the convergence of (xε(·), αε(·))
to (x(·), α(·)) with the desired operator L, which is unique by virtue of Lemma 3.4.
Using exactly the same arguments, we also obtain that (yε(·), αε(·)) ⇒ (y(·), α(·)).
The theorem is thus proved.

Corollary 3.6. Under the conditions of Theorem 3.5 (with the use of the Sko-
rohod representation and without changing notation), for any t ∈ [0, T ], α̃ε(t) → α̃(t),
Rε(t) → R(t), and x̃ε(t) → x̃(t) a.s.

Proof. In view of the weak convergence yε(·) → y(·), the Skorohod representation,
and the definitions of ζε(j) and ζ(j), ζε(j) → ζ(j) a.s. as ε → 0. Recall assumption
(A3), which implies that μk1

�= μk2
for k1 �= k2. Owing to the definition of Λε,n0,n in

(3.1) and α̃ε(·) in (3.3), Λε,n0,n → Λn0,n a.s. Let

Gn =

{∣∣∣∣∣Λ
ε,n0,n

μn0,n
k0

− 1

∣∣∣∣∣ = min

{∣∣∣∣Λε,n0,n

μn0,n
k

− 1

∣∣∣∣ , k = 1, . . . , l

}}
.

It then follows that as ε → 0,

αε,n0,n =

l∑
k0=1

k0IGn →
l∑

k0=1

k0IGn = αn0,n a.s.

As a result, α̃ε(t) → α̃(t) a.s. for each t ∈ [0, T ]. The convergence, in fact, is uniform
in [0, T ].

Since A(k), σ(k), and H(k) take values in the finite set M = {1, . . . , l},

A(α̃ε(t)) → A(α̃(t)), σ(α̃ε(t)) → σ(α̃(t)), and H(α̃ε(t)) → H(α̃(t)).

Since Rε(t) is uniformly bounded by Lemma 3.1, so is Ṙε(t) on [0, T ]. We may
extract a convergent subsequence and still index it by ε for notational simplicity.
Writing Rε(t) in its integral form leads to

Rε(t) = Cov(x0) +

∫ t

0

A(α̃ε(u))Rε(u)du +

∫ t

0

Rε(u)A
′
(α̃ε(u))du

+

∫ t

0

σ(α̃ε(u))σ′(α̃ε(u))du− 1

δ2

∫ t

0

Rε(u)H
′
(α̃ε(u))Rε(u))du

→ Cov(x0) +

∫ t

0

A(α̃(u))R̃(u)du +

∫ t

0

R̃(u)A
′
(α̃(u))du

+

∫ t

0

σ(α̃(u))σ′(α̃(u))du− 1

δ2

∫ t

0

R̃(u)H
′
(α̃(u))R̃(u))du

= R̃(t).
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The convergence of Rε(t) → R̃(t) is established. Furthermore, the limit does not
depend on the chosen subsequence. Likewise, we can show that x̃ε(·) is tight as in
Lemma 3.3. By a similar approach, we obtain x̃ε(t) → x̃(t) a.s.

Theorem 3.7. For each fixed δ > 0, as ε → 0,

|xε(·) − x̃ε(·)|T → |x(·) − x̃(·)|T = O(
√
δ).

This, in particular, implies that

lim
δ→0

lim
ε→0

|xε(·) − x̃ε(·)|T = 0.

Proof. First of all, in view of Corollary 3.6 and Lemma 3.2, as ε → 0,

|x̃ε(·) − x̃(·)|T → 0.

Moreover, in view of Lemma 3.2 and the weak convergence of xε(·) to x(·), we have
that as ε → 0,

|xε(·) − x(·)|T → 0.

Therefore, it follows that∣∣∣|xε(·) − x̃ε(·)|T − |x(·) − x̃(·)|T
∣∣∣ ≤ |xε(·) − x(·)|T + |x̃ε(·) − x̃(·)|T → 0.

Next, we show the error bound of x̃(·) − x(·) in terms of
√
δ. It can be shown as

in Haussmann and Zhang [10] that

|x̂(·) − x(·)|T = O(
√
δ).

It suffices to show

|x̃(·) − x̂(·)|T = O(
√
δ).

Given θ = θ(·) ∈ D([0, T ] : M) and a, b being the multiples of δ such that
0 ≤ a < b, let

F θ
a,b =

{
α(·) = θ(·) on [a, b)

}
.

That is, F θ
a,b = {α(t) = θ(t) for all t ∈ [a, b)}. Let Eθ

a,b denote the conditional expec-

tation given F θ
a,b. We show that for given 0 < η < 1,

Eθ
a,b|x̃(t) − x(t)| = O

(
δ1−η + exp

(
−κ(t− a− l0δ)

δ

))

uniformly for t ∈ [a + l0δ, b], here l0 = c0(log δ)2 + 1.
Consider the differentials of H(k0)(x̃(t) − x̂(t)) and |H(k0)(x̃(t) − x̂(t))|2 on the

interval when α(t) = k0, we obtain

d(H(k0)(x̃(t) − x̂(t))) = H(k0)

{
(A(α̃(t))x̃(t) −A(k0)x̂(t))dt

− 1

δ2
R̃(t)H

′
(α̃(t))(H(α̃(t))x̃(t) −H(k0)x̂(t))dt

+
1

δ2

(
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)
η(t)dt

+
1

δ

(
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)
dv̂(t)

}
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and

d|H(k0)(x̃(t) − x̂(t))|2 = 2(x̃(t) − x̂(t))′H
′
(k0)d(H(k0)(x̃(t) − x̂(t)))

+
1

δ2
tr

((
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)(
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)′)

= A(t)dt + B(t)dv̂(t),

where v̂(t) is an innovation process given by dv̂(t) = dy(t) − E(H(α(t))x(t)|Yt)dt,
η(t) = E(H(α(t))x(t)|Yt) −H(α(t))x̂(t),

A(t) = 2(x̃(t) − x̂(t))′H
′
(k0)H(k0)

{
(A(α̃(t))x̃(t) −A(k0)x̂(t))

− 1

δ2
R̃(t)H

′
(α̃(t))(H(t, α̃(t))x̃(t) −H(k0)x̂(t))

+
1

δ2

(
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)
η(t)

}

+
1

δ2
tr

((
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)(
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)′)

and

B(t) =
2

δ
(x̃(t) − x̂(t))′H

′
(k0)

(
R̃(t)H

′
(α̃(t)) −R(t)H

′
(k0)

)
.

Let φ(t) = |H(k0)(x̃(t) − x̂(t))|2. Then,

φ(t) = φ(a + l0δ) +

∫ t

a+l0δ

A(s)ds +

∫ t

a+l0δ

B(s)dv̂(s).

Write

A(t) = A(t)I{α̃(·)=k0 on [a+l0δ,b]} + A(t)I{α̃(·)=k0 on [a+l0δ,b]}c .

As in Lemma 7.1 in the appendix, we can show that (Eθ
a,b|A(t)|n)1/n = O(1/δ), for

n = 1, 2, . . . In view of Lemma 7.2, it follows that

(3.14)

Eθ
a,b

∣∣A(t)I{α̃(·)=k0 on [a+l0δ,b]}c

∣∣
≤ (Eθ

a,b|A(t)|n)
1
n (Eθ

a,bI{α̃(·)=k0 on [a+l0δ,b]}c)
n−1
n

≤ K

δ
(P (α̃(t) �= k0 for some t ∈ [a + l0δ, b]|F θ

a,b))
n−1
n

≤ Kδ(2(n−1)/n)−1 ≤ Kδ1−η for n large enough.

Given {α̃(·) = k0 on [a + l0δ, b]}, we have

A(t) = 2(x̃(t) − x̂(t))′H
′
(k0)H(k0)

{
(A(k0)x̃(t) −A(k0)x̂(t))

− 1

δ2
R̃(t)H

′
(k0)(H(k0)(x̃(t) − x̂(t))

+
1

δ2

(
R̃(t) −R(t))H

′
(k0)

)
η(t)

}

+
1

δ2
tr
(
(R̃(t) −R(t))H

′
(k0)H(k0)(R̃(t) −R(t))

)
.
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Recall that H(k0) is invertible and both R̃(t)/δ and R(t)/δ are uniformly bounded.
Moreover, in view of Lemma 7.3 (appendix), we have

R̃(t) −R(t)

δ
= O

(
δ + exp

(
−κ(t− a− l0δ)

δ

))
.

Given {α̃(·) = k0 on [a + l0δ, b]}, it follows that

A(t) ≤ K0φ(t) − κ0

δ
φ(t) + K

(
δ +

|η(t)|2
δ2

+ exp

(
−κ(t− a− l0δ)

δ

))
.

Hence,

(3.15)

Eθ
a,bA(t) ≤

(
K0 −

κ

δ

)
Eθ

a,bφ(t)

+K

(
δ1−η +

Eθ
a,b|η(t)|2

δ2
+ exp

(
−κ(t− a− l0δ)

δ

))
.

Next, we claim that

Eθ
a,b

∫ t

a+l0δ

B(s)dv̂(s) = 0.

In fact, if we let Fα
a,b = σ{α(r) : a ≤ r < b} and ζ(t) =

∫ t

a+l0δ
B(s)dv̂(s), then for

0 ≤ t < b, E[ζ(t)|Fα
0,b] = 0 because v̂(·) is a Brownian motion given α(·). Note that

E[ζ(t)|Fα
a,b] = E[E[ζ(t)|Fα

0,b]|Fα
a,b]. It follows that E[ζ(t)|Fα

a,b] = 0, a.s. Thus,

Eθ
a,b

∫ t

a+l0δ

B(s)dv̂(s) = 0, a.s. with respect to P̂ (dθ) = P (α(·) ∈ dθ).

Using this claim, we have

Eθ
a,bφ(t) = Eθ

a,bφ(a + l0δ) + Eθ
a,b

∫ t

a+l0δ

A(s)ds.

Thus, in view of (3.15),

dEθ
a,bφ(t)

dt
= Eθ

a,bA(t) ≤
(
K0 −

κ

δ

)
Eθ

a,bφ(t)

+K

(
δ1−η +

Eθ
a,b|η(t)|2

δ2
+ exp

(
−κ(t− a− l0δ)

δ

))
.

Using Gronwall’s inequality, the uniform boundedness of Eθ
a,bφ(a+ l0δ), and integra-

tion by parts, we obtain

Eθ
a,bφ(t) ≤ K

(
δ2−η + exp

(
−κ(t− a− l0δ)

δ

))

for some κ > 0. Therefore,

(Eθ
a,bφ(t))

1
2 ≤ K

(
δ1−η/2 + exp

(
−κ(t− a− l0δ)

δ

))
.
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Given a fixed number 0 < η < 1, let

Θε
η =

{
θ(·) ∈ D([0, T ] : M) : the number of jumps of θ(·) ≤ [1/εη]

}
.

Let γ0 > 0 be a constant and define

Θε
η,γ0

=
{
θ = θ(·) ∈ Θε

η : the duration between any two jumps of θ(·) ≥ γ0ε
}
.

If we let 0 = t0 < t1 < · · · < tn < T denote the jump times of θ(·), then θ(·) ∈ Θε
η,γ0

implies that n ≤ [1/εη] and tj+1 − tj ≥ γ0ε.
Next, we show that

(3.16)

∫ T

0

E|x̃(t) − x̂(t)|I{α(·)∈Θε
η,γ0

}dt = O(δ1−η).

Let ξ(t) = |x̃(t) − x̂(t)|I{α(·)∈Θε
η,γ0

}. Note that

E

∫ T

0

ξ(t)dt ≤
[1/δη]∑
j=0

E

∫ T

0

ξ(t)I[τj ,τj+1).

It suffices to show

E

∫ T

0

ξ(t)I[τj ,τj+1) ≤ O(δ1−η)

because

E

∫ T

0

ξ(t)dt ≤
[1/δη]∑
j=0

Kδ1−η ≤ O(δ1−2η) = O(δ1−η)

when 2η < δ.
For j = 0,

E

∫ T

0

ξ(t)I[0,τ1)dt =

∫ ∞

0

E

[∫ s∧T

0

ξ(t)dt

∣∣∣∣τ1 = s

]
p1(s)ds,

where p1(s) is the density function of τ1.
It can be seen that

E

[∫ l0δ

0

ξ(t)dt

∣∣∣∣τ1 = s

]
= O(l0δ) = O(ε(log ε)2).

Moreover, we have

E

[∫ s∧T

l0δ

ξ(t)dt

∣∣∣∣τ1 = s

]
= O

(
δ1−η + exp

(
−κ(s− l0δ)

δ

))
.

Thus,

E

∫ T

0

ξ(t)I[0,τ1)dt = O(δ1−η).
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For j ≥ 1, we have

E

∫ T

0

ξ(t)I[τj ,τj+1)dt =

∫ ∞

0

E

[∫ T

r

ξ(t)dt

∣∣∣∣τj = r

]
pj(r)dr

=

∫ ∞

0

∫ T

r

E

[
ξ(t)dtI[r,τj+1)

∣∣∣∣τj = r

]
pj(r)dr.

Similarly as in the case for j = 0, we can show

∫ T

r

E

[
ξ(t)dtI[r,τj+1)

∣∣∣∣τj = r

]
= O(δ1−η).

It follows that

E

∫ T

0

ξ(t)I[τj ,τj+1)dt = O(δ1−η).

Taking η = 1/2 completes the proof.

4. A numerical example. In this section we present a simple example to
demonstrate the use of the near optimal filter. We consider the following one-
dimensional model:

(4.1)

{
dxε(t) = A(αε(t))xε(t)dt + σ(αε(t))dw(t), x(0) = x0,

dyε(t) = H(αε(t))xε(t)dt + δdv(t), y(0) = 0,

where αε(t) ∈ M = {1, 2}, t ≥ 0, is a Markov chain generated by

Qε =
1

ε
Q, with Q =

(
−λ λ
μ −μ

)
.

Computational experiments and numerical results are reported next.
In this example, it is readily seen that the stationary distribution is

ν = (ν1, ν2) =

(
μ

λ + μ
,

λ

λ + μ

)
,

and

A = ν1A(1) + ν2A(2),

H = ν1H(1) + ν2H(2),

Σ = σ2 = ν1σ
2(1) + ν2σ

2(2).

We use time discretization step size 0.0001. The time horizons in the continuous-time
model is T = 10. All our results are based on computations with 100 sample paths.

We consider the model with the following specifications:

A(1) = −0.01, A(2) = −0.02, H(1) = 1, H(2) = 2, σ(1) = σ(2) = 1,

λ = μ = 0.02.
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Table 4.1

Convergence of Jε to J0.

ε 0.1 0.05 0.01 0.005 0.001 0.0001

|Jε − J0| 6.517 5.295 3.769 3.235 1.745 0.305

Table 4.2

Error bound of J0.

δ 1 0.5 0.1 0.05 0.01 0.005 0.001 0.005

J0/
√
δ 8.046 8.071 8.111 8.126 8.170 8.202 8.475 8.450
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Fig. 4.1. Sample paths of xε(·), x̃ε(·) and their difference.

To demonstrate the convergence of

Jε =

∫ T

0

(E|xε(t) − x̃ε(t)|2) 1
2 to J0 =

∫ T

0

(E|x(t) − x̃(t)|2) 1
2 ,

we fix δ = 0.1 and vary ε. In this case, the values of |Jε − J0| are given in Table 4.1.
The convergence of |Jε − J0| → 0 can be seen from Table 4.1.

Then to demonstrate the error bound of J0 = O(
√
δ), we take ε = 0.05 and vary

δ. The results are summarized in Table 4.2. It follows that |J0| ≤ 8.475
√
δ at these

points. Sample paths of xε(·),−x̃ε(·), and |xε(·) − x̃ε(·)| are plotted in Figure 4.1.
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This example focuses exclusively on approximation of x̃ε(·) to xε(·) without in-
volving the QVT. There are extensive numerical experiments on QVT in the literature;
see, for example, Zhang [20] and references therein.

5. Extensions to Markov chains with transient states. Recall that a finite
state Markov chain has at least one recurrent state and either all states are recurrent
or there is a class of transient states. In this section, we consider extensions of
results obtained in the previous sections to such chains that in addition to recurrent
states, there is attached to them a number of transient states. The main idea is
still aggregation of states, but we only lump the states in each recurrent class and
leave the transient states alone. In fact, these transient states are asymptotically
unimportant. Let αε(·) be a finite-state Markov chain with its generator having the
following decomposition form:

(5.1) Qε =
1

ε

⎛
⎜⎜⎜⎝

Q̃1

. . .

Q̃l

Q̃1
∗ · · · Q̃l

∗ Q̃∗

⎞
⎟⎟⎟⎠+ Q̂,

where for each k = 1, . . . , l, Q̃k is a generator with dimension mk×mk, Q̃∗ ∈ R
m∗×m∗ ,

Q̃k
∗ ∈ R

m∗×mk , and m1 + · · · + ml + m∗ = m. The state space of αε(·) is given by

M = M1 ∪ · · · ∪Ml ∪M∗ = {s11, . . . , s1m1} ∪ · · · ∪ {sl1, . . . , slml
} ∪ {s∗1, . . . , s∗m∗},

where Mk = {sk1, . . . , skmk
}, k = 1, . . . , l, are the subspaces corresponding to the

recurrent states and M∗ = {s∗1, . . . , s∗m∗} consists of the transient states.

Suppose that, for k = 1, . . . , l, Q̃k are irreducible and Q̃∗ is Hurwitz (i.e., all its

eigenvalues have negative real parts). Let ami = −Q̃−1
∗ Q̃i

∗1mi
for i = 1, . . . , l. The

jth component ami,j is the probability of αε(t) jumping from s∗j to Mi for small ε.
Now define the aggregated process αε(·) by

αε(t) =

{
i if αε(t) ∈ Mi,

ξj if αε(t) = s∗j ,

where, for j = 1, . . . ,m∗,

ξj = I{0≤ξ≤am1,j} + 2I{am1,j<ξ≤am1,j+am2,j} + · · · + lI{am1,j+···+aml−1,j<ξ≤1},

and ξ is a random variable with uniform distribution on [0, 1]. Let

(5.2) Q = diag(ν1, . . . , νl, 0m∗×m∗)Q̂ 1̃∗ =

(
Q∗

0m∗×m∗

)
,

where

1̃∗ =

⎛
⎜⎜⎜⎝

1m1

. . .

1ml

am1 · · · aml
0m∗×m∗

⎞
⎟⎟⎟⎠ ,

and 1mk
is as defined before.
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Then it can be shown as in Yin, Zhang, and Badowski [19] that αε(·) converges
weakly to α(·) that is a continuous-time Markov chain with state space M and gen-
erator Q∗ defined in (5.2). Moreover, for any deterministic test functions βkj(t), the
corresponding occupation measures satisfy

(5.3)

E

(∫ T

0

(
I{αε(t)=skj} − νkj I{αε(t)=k}

)
βkj(t)dt

)2

= O(ε),

E

(∫ T

0

I{αε(t)=s∗j}β∗j(t)dt

)2

= O(ε2).

Recall that αε(·) is a Markov chain generated by Qε defined in (5.1) and α(·) is a
Markov chain generated by Q∗. Let (xε(·), yε(·)) be the actual state and observation
satisfying {

dxε(t) = A(αε(t))xε(t)dt + σ(αε(t))dw(t), xε(0) = x0,

dyε(t) = H(αε(t))xε(t)dt + δdv(t), yε(0) = 0.

The corresponding limit system is given by{
dx(t) = A(α(t))x(t)dt + σ(α(t))dw(t), x(0) = x0,

dy(t) = H(α(t))x(t)dt + δdv(t), y(0) = 0,

with A, σ, and H defined in (2.6). Let x̃(·) and x̃ε(·) be defined in (2.12) and (3.4),
respectively. Then we can prove the following theorem as in the proof of Theorem 3.7.

Theorem 5.1. For each fixed δ > 0, we have

|xε(·) − x̃ε(·)|T → |x(·) − x̃(·)|T = O(
√
δ)

as ε → 0, This, in particular, implies that

lim
δ→0

lim
ε→0

|xε(·) − x̃ε(·)|T = 0.

6. Conclusions. This paper develops a hybrid filter involving a hidden Markov
chain with weak and strong interactions. An averaged filter is constructed based on a
quadratic variation test. Such a filter is shown to be near optimal as the observation
noise goes to zero. The scheme is easily implementable. Its advantage is significant
savings of computational effort, which leads to computable filters for many appli-
cations arising in emerging applications of financial engineering and communication
networks.

7. Appendix. In this appendix, we present several technical lemmas. The proof
of Lemma 7.1 is similar to that of [11, Theorem 4.1]. Providing the error probability
of the QVT, Lemma 7.2 can be proved similar to that of [11, Lem. 3.1]. The order of
magnitude estimate in Lemma 7.3 may be derived as in [20].

Lemma 7.1. Let x(t), x̂(t), and x̃(t), t ≥ 0, denote the processes defined in (1.1),
(2.7), and (2.12), respectively. Then, for each n = 1, 2, . . . , there exists a constant K
such that

E (|x(t)|n + |x̂(t)|n + |x̃(t)|n) ≤ K.
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Lemma 7.2. Assume (A1)–(A5). Then for each j = 1, 2, . . . , there exist k0 >
0, K > 0, ε0 > 0, such that for 0 < ε < ε0, n− n0 ≥ l0 := [k0(log ε)2] + 1,

(7.1) P (αn0,n �= k0|α(t) = k0, t ∈ [εn0, εn]) ≤ Kε2.

It follows that

(7.2) P ({αn0,n �= k0} ∩ {α(t) = k0, t ∈ [εn0, εn]}) ≤ Kε2.

Lemma 7.3. Assume (A1)–(A4). For each θ ∈ D([0, T ] : M), let Rθ(t) denote
the solution to the Riccati equation (3.4) with α̃(t) replaced by θ(t). Then the following
hold:

(a) There exist positive constants c1 and c2, independent of 0 < η < 1, θ ∈
D([0, T ] : M), and t ∈ [0, T ] such that

c1I ≤ Rθ(t)

ε
≤ c2I.

(b) There exist γ0, K, and κ > 0 such that, for each 0 < η < 1 and θ ∈ Θε
η,γ0

,
we have

(7.3)

∣∣∣∣Rθ(t)

ε
− F (θ(t))

∣∣∣∣ ≤ K

(
exp

(
−κ(t− tj)

ε

)
+ ε

)

for t ∈ [tj , tj+1), where {tj} is the set of jump times of θ and F (k) is given in
assumption (A2).
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FINITE-TIME GLOBAL STABILIZATION BY MEANS OF
TIME-VARYING DISTRIBUTED DELAY FEEDBACK∗

IASSON KARAFYLLIS†

Abstract. The paper contains certain results concerning the finite-time global stabilization
for triangular control systems described by retarded functional differential equations by means of
time-varying distributed delay feedback. These results enable us to present solutions to feedback
stabilization problems for systems with delayed input. The results are obtained by using the back-
stepping technique.
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1. Introduction. It is known that for finite-dimensional continuous-time control
systems with locally Lipschitz dynamics (e.g., ẋ = f(x, u), where f is locally Lipschitz
with respect to (x, u) ∈ �n ×�m), finite-time global stabilization cannot be achieved
by means of a locally Lipschitz feedback law. However, it has been shown that finite-
time global stabilization is possible by means of continuous (see [2, 3, 4, 6, 8] as well
as the reported results in [1]) or discontinuous feedback laws (see [14]).

Recently, the option of using feedback with delays has been considered for the
stabilization of continuous-time systems in various problems. The closed-loop system
may be considered as a system of time-varying retarded functional differential equa-
tions (RFDEs). For example, in [20] analytic driftless control systems of the following
form are considered:

ẋ(t) = f(x(t), u(t)) :=

m∑
i=1

fi(x(t))ui(t)

x(t) ∈ �n, u(t) := (u1(t), . . . , um(t))′ ∈ �m.

The authors in [20] provide strategies for the construction of control laws of the form
u(t) = k(t, x(t), x(lT )) for t ∈ [lT, (l+1)T ), where l is a nonnegative integer and T > 0
denotes the updating time-period of the control. Notice that this type of feedback is a
time-varying feedback with delays of the form u(t) = k(t, x(t), x([t/T ]T )), where [t/T ]
denotes the integer part of t/T , which is time-varying even if k is independent of time,
i.e., k(t, x, ξ) = k(x, ξ). The same comments apply for the synchronous controller
switching strategies proposed in [22]. The possibility of switching control laws using
distributed delays was recently exploited in [17]. Observers that make use of past
values of the state estimate and guarantee convergence in finite-time were considered
in [5, 19]. The ability of output discrete delay feedback to stabilize minimum phase
linear systems was studied in [9]. Recently, there has been an increasing interest in
the feedback stabilization problems of systems with delayed input (see [15, 18]) as
well as the application of the backstepping technique for the stabilization of nonlinear
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time-delay systems (see [10, 16]). An account of the use of delays in linear feedback
design is given in [21].

In the present work it is shown that finite-time global stabilization can be achieved
by time-varying locally Lipschitz distributed delay feedback. It is known that systems
described by time-varying RFDEs admit solutions that converge to the equilibrium
point in finite time (e.g., Property 5.1 in Chapter 3 in [7]). Using the backstepping
technique (see [13, 24]), the problem of finite-time global stabilization for nonlinear
triangular systems is studied and solved. Moreover, the approach proposed in this
paper is not limited to triangular finite-dimensional continuous-time control systems
but can be directly applied to nonlinear triangular systems described by RFDEs.
The case of delayed inputs is also considered. Among other cases, we address the
finite-time global stabilization problems for the following cases:

• The case of triangular control systems with no delays,

ẋi(t) = fi(t, x1(t), . . . , xi(t)) + xi+1(t), i = 1, . . . , n− 1;

ẋn(t) = fn(t, x(t)) + u(t),

x(t) := (x1(t), . . . , xn(t)) ∈ �n, u(t) ∈ �, t ≥ 0.

(1.1)

• The case of a chain of delayed integrators with no limitation on the size of
the delays,

ẋi(t) = xi+1(t− τi), i = 1, . . . , n− 1; ẋn(t) = u(t− τn),(1.2)

where x(t) = (x1(t), . . . , xn(t)) ∈ �n, u(t) ∈ � and τi ≥ 0 i = 1, . . . , n are
the delays.

• The case of triangular control systems with delayed drift terms:

ẋi (t) = fi(t, x1(t− τi,1), . . . , xi(t− τi,i)) + xi+1(t), i = 1, . . . , n− 1,

ẋn(t) = fn(t, x1(t− τn,1), . . . , xn(t− τn,n)) + u(t),(1.3)

x (t) := (x1(t), . . . , xn(t)) ∈ �n, u(t) ∈ �, t ≥ 0,

where mini=1,...,n−1 minj=1,... ,i τi,j > 0.
The construction of the proposed distributed delay feedback control is based on a

backstepping method, which is applicable to systems with delays. Roughly speaking,
the main idea that lies behind the integrator backstepping lemma is described next
(here (Tr(t)x = {x(t + θ); θ ∈ [−r, 0]} denotes the r-history of the state):

Suppose that the feedback y(t) = k(t, Tr(t)x) leads the state of the
system ẋ(t) = f(t, x(t), y(t)) to zero in finite time (say T > 0) and

that the feedback u(t) = k̃(t, Tr(t)x, Tr(t)y) guarantees the equality
y(t) = k(t, Tr(t)x) in finite time (say T ′ > 0) for the augmented
system ẋ(t) = f(t, x(t), y(t)); ẏ(t) = u(t). Then the feedback u(t) =

k̃(t, Tr(t)x, Tr(t)y) leads the state of the augmented system to zero
in finite time.

The explanation of the conclusion is simple: the first T ′ time units are used in order to
achieve y(t) = k(t, Tr(t)x); the next T time units are used in order to achieve x(t) = 0
and finally the last r time units are used in order to achieve x(t + θ) = 0; θ ∈ [−r, 0],
which directly implies y(t) = 0. The idea above can be applied for the design of
controllers using a step-by-step procedure (backstepping method).

The structure of the paper is as follows. In section 2, the reader can find definitions
and technical results that will be used in later sections of this work. Section 2 is divided
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into two subsections. In the first subsection (section 2.1) we present differentiability
notions for functionals. In the second subsection (section 2.2) we give the notion of
finite-time stabilizability of control systems as well as some preliminary results for the
scalar case. Section 3 contains the statement and the proofs of the main results of
the paper. Examples are presented in section 4, where the main results of the paper
can be directly applied. The conclusions of the paper are given in section 5.

Notation. Throughout this paper we adopt the following notation:
• For a vector x ∈ �n we denote by |x| its Euclidean norm. For x ∈ C0([−r, 0];

�n) we define ‖x‖r := maxθ∈[−r,0] |x(θ)|.
• By Cj(A)(Cj(A; Ω)), where j ≥ 0 is a nonnegative integer, we denote the

class of functions (taking values in Ω) that have continuous derivatives of
order j on A.

• We denote by K+ the class of positive C∞ functions defined on �+. We say
that an increasing and continuous function ρ : �+ → �+ with ρ(0) = 0 is of
class K∞ if lims→+∞ ρ(s) = +∞.

• Z+ denotes the set of positive integers and �+ the set of nonnegative real
numbers. For every real number R, [R] denotes its integer part, i.e., [R] :=
max{x;x ≤ R, x integer}.

• A continuous mapping f : I × C0([−r, 0];�n) × U → �k, where �+ ⊆ I ⊆
�, U ⊆ �m, is said to be completely locally Lipschitz with respect to (x, u) ∈
C0([−r, 0];�n)×U if for every bounded set S ⊂ I×C0([−r, 0];�n)×U there
exists L ≥ 0 such that |f(t, x, u) − f(t, y, v)| ≤ L‖x − y‖r + L|u − v| for all
(t, x, u) ∈ S, (t, y, v) ∈ S. Notice that a mapping f : I×C0([−r, 0];�n)×U →
�k, where �+ ⊆ I ⊆ �, U ⊆ �m, which is completely locally Lipschitz
with respect to (x, u) ∈ C0([−r, 0];�n) × U , is also defined on I × C0([−r −
σ, 0];�n)×U , for every σ ≥ 0, and is completely locally Lipschitz with respect
to (x, u) ∈ C0([−r − σ, 0];�n) × U , for every σ ≥ 0.

• Let x : [a − r, b) → �n with b > a ≥ 0 and r ≥ 0. By Tr(t)x we denote
the “history” of x from t − r to t, i.e., Tr(t)x := {x(t + θ); θ ∈ [−r, 0]}, for
t ∈ [a, b).

2. Definitions and technical results. Consider the following control system
described by retarded functional differential equations (RFDEs):

ẋ(t) = f(t, Tr(t)x, u(t− τ(t))); x(t) ∈ �n, u(t) ∈ U, t ≥ 0,(2.1)

where 0 ∈ U ⊆ �m, f : �+ ×C0([−r, 0];�n)×U → �n is completely locally Lipschitz
with respect to (x, u) ∈ C0([−r, 0];�n) × U with f(t, 0, 0) = 0 for all t ≥ 0 and
τ : �+ → �+ is a bounded continuous function. We denote by x(t) = x(t, t0, x0, u) ∈
�n the solution of (2.1) initiated from t0 ≥ 0 with initial condition Tr(t0)x = x0 ∈
C0([−r, 0];�n) and corresponding to u ∈ C0(�;U). By virtue of Theorem 3.2 in [7],
for every (t0, x0, u) ∈ �+ ×C0([−r, 0];�n)×C0(�;U) there exists tmax(t0, x0, u) > t0
(called the maximal existence time) such that the solution x(t) = x(t, t0, x0, u) ∈ �n

of (2.1) initiated from t0 ≥ 0 with initial condition Tr(t0)x = x0 and corresponding to
u ∈ C0(�;U), is defined on [t0−r, tmax), is continuous on [t0−r, tmax) and continuously
differentiable on [t0, tmax) and cannot be further continued, i.e., if tmax < +∞, then
lim supt→t−max

|x(t)| = +∞. When r = 0 we identify the space C0([−r, 0];�n) with the
finite-dimensional space �n and we obtain the familiar finite-dimensional continuous-
time case. Consequently, all of the following definitions and results hold also for
finite-dimensional continuous-time systems.
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This section is divided into two subsections. In the first subsection (section 2.1)
we present the differentiability notions for functionals used in the present paper. In
the second subsection (section 2.2) we give the notion of finite-time stabilizability of
control systems as well as some preliminary results for the scalar case.

2.1. Differentiability notions. In order to study the properties of control sys-
tem (2.1), we must clarify the differentiability properties of functionals along the
solutions of (2.1). The following definition provides the notions of ultimate differen-
tiability and differentiability of functionals along the solutions of (2.1).

Definition 2.1. Let a functional ϕ : I × C0([−r, 0];�n) → �, where �+ ⊆ I ⊆
�, ϕ(t, x) being completely locally Lipschitz with respect to x ∈ C0([−r, 0];�n), with
ϕ(t, 0) = 0 for all t ∈ I. We say that

• ϕ is ultimately differentiable along the solutions of (2.1) with time constant
T ≥ 0, if there exists a constant T ≥ 0 and a functional Dϕ : I × C0([−r, 0];
�n)×U → � (called the derivative of ϕ along the solutions of (2.1) with Dϕ(t,
x, u) being completely locally Lipschitz with respect to (x, u) ∈ C0([−r, 0];�n)×
U and Dϕ(t, 0, 0) = 0 for all t ∈ I, such that for every (t0, x0, u) ∈ �+ ×
C0([−r, 0];�n) × C0(�;U) for which t0 + T < tmax(t0, x0, u), the mapping
t → ϕ(t, Tr(t)x) is of class C1 on [t0 + T, tmax) and it holds that

d

dt
ϕ(t, Tr(t)x) = Dϕ(t, Tr(t)x, u(t− τ(t))) ∀t ∈ [t0 + T, tmax).

• ϕ is differentiable along the solutions of (2.1), if ϕ is ultimately differentiable
along the solutions of (2.1) with time constant T = 0.

If ϕ(t, x) = q(t, x(0)), where q ∈ C1(�+ × �n;�) is a function with locally Lipschitz
derivatives and q(t, 0) = 0 for all t ≥ 0, then ϕ is differentiable along the solutions
of (2.1) with Dϕ(t, x, u) := ∂q

∂t (t, x(0)) + ∂q
∂x (t, x(0))f(t, x, u) for all (t, x, u) ∈ �+ ×

C0([−r, 0];�n) × U . This remark holds particularly for the case r = 0, where the
functional ϕ(t, x) is an ordinary function ϕ : �+ × �n → � with ϕ(t, 0) = 0 for all
t ≥ 0. However, when delays are involved, the notion of ultimate differentiability of a
functional is useful. The following example illustrates this point.

Example 2.2. Consider the following system:

ẋ1(t) = x2(t); ẋ2(t) = u(t)

(x1(t), x2(t)) ∈ �2, u(t) ∈ �.
(2.2)

Let r > 0 and consider the functional ϕ(t, x) := x1(−r) defined on �+ ×C0([−r, 0];
�2). It can be shown that ϕ is ultimately differentiable along the solutions of (2.2)
with time constant T = r > 0 but ϕ is not differentiable along the solutions of (2.2).
Moreover, we have Dϕ(t, x, u) := x2(−r), since ẋ1(t− r) = x2(t− r) for all t ≥ t0 + r.
A more demanding notion of differentiability of functionals along the solutions of (2.1)
is given next.

Definition 2.3. Let 0 ≤ μ ≤ r. A functional p defined on I × C0([−(r −
μ), 0];�n), where �+ ⊆ I ⊆ �, p(t, x) being completely locally Lipschitz with respect
to x ∈ C0([−(r − μ), 0];�n), with p(t, 0) = 0 for all t ∈ I, is called l-differentiable
along the solutions of (2.1) with delay μ, if there exist functionals Dip, i = 1, 2, . . . , l,
called the ith derivatives of p, defined on I×C0([−(r−μ), 0];�n), each Dip(t, x) being
completely locally Lipschitz with respect to x ∈ C0([−(r−μ), 0];�n) with Dip(t, 0) = 0
for all t ∈ I, such that for every (t0, x0, u) ∈ �+ × C0([−r, 0];�n) × C0(�;U), the
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mapping t → p(t, Tr−μ(t− μ)x) is of class Cl on [t0, tmax + μ) and it holds that

di

dti
p(t, Tr−μ(t− μ)x) = Dip(t, Tr−μ(t− μ)x) ∀t ∈ [t0, tmax + μ), i = 1, 2, . . . , l.

Remark 2.4. (i) If p : I × C0([−(r − μ), 0];�n) → �, where �+ ⊆ I ⊆ �,
0 ≤ μ ≤ r, is l-differentiable along the solutions of (2.1) with delay μ, then its
derivatives Dip : I × C0([−(r − μ), 0];�n) → �, i = 1, 2, . . . , l − 1, are functionals
which are (l − i)-differentiable along the solutions of (2.1) with delay μ.

(ii) If p : I × C0([−(r − μ), 0];�n) → �, where �+ ⊆ I ⊆ �, 0 ≤ μ ≤ r, is
l-differentiable along the solutions of (2.1) with delay μ, then for every τ ∈ [0, μ]
the functional k(t, x) := p(t + τ, x) is l-differentiable along the solutions of (2.1)
with delay μ− τ with derivatives Dik(t, x) = Dip(t + τ, x). Moreover, the functional
k(t, x) := p(t+τ, Tr′(τ−μ)x), where r′ ≥ r+τ−μ is differentiable along the solutions
of (2.1) with derivative Dk(t, x) = Dp(t + τ, Tr′(τ − μ)x).

The following definition clarifies the notion of a periodic functional.
Definition 2.5. Let a functional ϕ : I×C0([−r, 0];�n) → �, where �+ ⊆ I ⊆ �,

ϕ(t, x) being completely locally Lipschitz with respect to x ∈ C0([−r, 0];�n), with
ϕ(t, 0) = 0 for all t ∈ I. We say that ϕ is T -periodic if there exists T > 0 such that
ϕ(t + T, x) = ϕ(t, x) for all (t, x) ∈ I × C0([−r, 0];�n).

The following lemma provides classes of functionals, which are l-differentiable
with delay μ along the solutions of (2.1) and are going to be used extensively in the
next section.

Lemma 2.6. The following statements hold:
(i) The functional

k(t, x) :=

∫ −μ

−2μ

μ−1h

(
s

μ

)
ϕ(t + s, TR(s + μ)x)ds(2.3)

defined on � × C0([−R − μ, 0];�n), where μ > 0, R ≥ 0, h ∈ Cl(�;�+)
with h(s) = 0 for all s /∈ (−2,−1) and ϕ : � × C0([−R, 0];�n) → �, ϕ(t, x)
being completely locally Lipschitz with respect to x ∈ C0([−R, 0];�n), with
ϕ(t, 0) = 0 for all t ∈ �, is l-differentiable along the solutions of (2.1) with
delay μ, with derivatives for i = 1, 2, . . . , l:

Dik(t, x) :=
(−1)i

μi+1

∫ −μ

−2μ

dih

dti

(
s

μ

)
ϕ(t + s, TR(s + μ)x)dw(2.4)

Moreover, if ϕ is T -periodic (or linear), then k and its derivatives Dik (i =
1, . . . , l) are T -periodic (or linear).

(ii) Let a ∈ Cl(�;�) and p : �×C0([−R− μ, 0];�n) → � a (l + i)-differentiable
functional along the solutions of (2.1) with delay μ. The functional

k(t, x) := Dip(t, x) + a(t)

∫ −μ

−2μ

μ−1h

(
s

μ

)
ϕ(t + s, TR(s + μ)x)ds(2.5)

defined on �×C0([−R− μ, 0];�n), where μ > 0, R ≥ 0, h ∈ Cl(�;�+) with
h(s) = 0 for all s /∈ (−2,−1), Dip is the ith derivative of p and ϕ : � ×
C0([−R, 0];�n) → �, ϕ(t, x) being completely locally Lipschitz with respect
to x ∈ C0([−R, 0];�n), with ϕ(t, 0) = 0 for all t ∈ �, is l-differentiable along
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the solutions of (2.1) with delay μ. Moreover, if a ∈ Cl(�;�+), ϕ, p, and
its derivatives Djp (j = 1, . . . , l + i) are T -periodic, then it follows that k
and its derivatives Djk (j = 1, . . . , l) are T -periodic. Finally, if ϕ, p, and
its derivatives Djp (j = 1, . . . , l + i) are linear, then it follows that k and its
derivatives Djk (j = 1, . . . , l) are linear.

The proof of statement (i) of Lemma 2.6 is an immediate consequence of the following
equalities:

k(t, TR+μ(t− μ)x) =

∫ t−μ

t−2μ

μ−1h

(
w − t

μ

)
ϕ(w, TR(w)x)dw

di

dti
k(t, TR+μ(t− μ)x) = Dik(t, TR+μ(t− μ)x)

=
(−1)i

μi+1

∫ t−μ

t−2μ

dih

dti

(
w − t

μ

)
ϕ(w, TR(w)x)dw.

The proof of statement (ii) of Lemma 2.6 is an immediate consequence of statement
(i) of Lemma 2.6 and is omitted.

2.2. Finite-time stabilizability. Having clarified the notions of differentiabil-
ity of functionals along the solutions of a control system, we next proceed to the
notion of finite-time stabilizability of a control system.

Definition 2.7. Let b := supt≥0 τ(t). We say that system (2.1) is finite-
time stabilizable if there exists constant T ≥ 0 and a functional k : [−b,+∞) ×
C0([−R, 0];�n) → U , k(t, x) being completely locally Lipschitz with respect to x ∈
C0([−R, 0];�n) with k(t, 0) = 0 for all t ≥ −b such that

(P1) for every (t0, x0) ∈ �+ × C0([−r̃, 0];�n), where r̃ := max(r,R + b), the so-
lution x(t) = x(t, t0, x0) ∈ �n of the closed-loop system (2.1) with u(t) =
k(t, TR(t)x) initiated from t0 ≥ 0 with initial condition T

r̃
(t0)x = x0 ∈

C0([−r̃, 0];�n) exists for all t ≥ t0 and satisfies x(t) = 0 for all t ≥ t0 + T
(P2) sup{|x(t0 + h, t0, x0)|; h ∈ [−r̃, s], ‖x0‖r̃ ≤ s, t0 ∈ [0, s]} < +∞ ∀s ≥ 0.

Particularly, if system (2.1) is finite-time stabilizable, then we say that the closed-loop
system (2.1) with u(t) = k(t, TR(t)x) satisfies the dead-beat property of order T .

Remark 2.8. Using Lemma 3.3 in [12] it can be shown that if the closed-loop
system (2.1) with u(t) = k(t, TR(t)x) satisfies the dead-beat property of order T , then
the equilibrium point 0 ∈ C0([−r̃, 0];�n) is nonuniformly in time globally asymptot-
ically stable for the closed-loop system (2.1) with u(t) = k(t, TR(t)x). The notion of
nonuniform in time robust global asymptotic stability was introduced in [11] for finite-
dimensional continuous-time systems and was extended to a wide class of systems in
[12], including systems described by RFDEs.

As already remarked in the introduction, it is generally known that for finite-
dimensional continuous-time control systems with locally Lipschitz dynamics, finite-
time global stabilization cannot be achieved by means of locally Lipschitz feedback.
The following lemma studies the scalar case and shows that this is no longer true if
time-varying distributed delay feedback is used.

Lemma 2.9. Consider the one-dimensional control system:

ẋ(t) = u(t− τ) + v(t); x(t) ∈ �, u(t) ∈ �, v(t) ∈ �, t ≥ 0,(2.6)

where τ ≥ 0 is a constant. Then for every μ > τ , the solutions of the closed-loop
system (2.6) with

u(t) = −pμ(t + τ, Tμ(t + τ − μ)x),(2.7)
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where pμ : �× C0([−μ, 0];�) → � is the linear 3μ-periodic functional defined by

pμ(t, x) := μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x(s + μ)ds(2.8)

for certain a ∈ C0(�;�+) being a periodic function with period 3 with a(t) = 0 for

t ∈ [0, 2] and
∫ 3

2
a(t)dt = 1 and h ∈ C0(�;�+) with

∫ −1

−2
h(s)ds =

∫ −μ

−2μ
μ−1h( s

μ )ds =

1, initiated from arbitrary t0 ≥ 0 with arbitrary initial condition T2μ(t0)x = x0 ∈
C0([−2μ, 0];�) and corresponding to arbitrary input v ∈ C0(�+;�) satisfy

|x(t)| ≤ exp(3L)σ

(
t− t0
μ

)
‖x0‖2μ + 10μ exp(3L) sup

max(t0,t−6μ)≤s≤t

|v(s)| ∀t ≥ t0,

(2.9)

where σ(t) :=
{ 1 if t < 6

0 if t ≥ 6 and L := maxt∈[0,3] a(t).

Proof. The closed-loop system (2.6) with (2.7) is described by the differential
equation

ẋ(t) = −μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x(t + s)ds + v(t).(2.10)

As in the proof of Theorem 1.1, Chapter 6, page 168 in [7] it can be shown that
for every initial condition x0 ∈ C0([−2μ, 0];�) the solution of the closed-loop system
(2.6) with (2.7) exists for all t ≥ t0 and satisfies

|x(t)| ≤ exp(Lμ−1(t− t0))

(
‖x0‖2μ + (t− t0) sup

t0≤τ≤t
|v(τ)|

)
∀t ≥ t0.(2.11)

Define the time sequence ti = 3μ([ t03μ ]+i), i ∈ Z+. We next prove the following claim.

Claim. For the solution of the closed-loop system (2.6) with (2.7), the following
inequalities hold for all i ∈ Z+:

|x(t)| ≤ |x(ti)| + 5μ sup
ti≤τ≤t

|v(τ)| ∀t ∈ [ti, ti+1] and(2.12)

|x(ti+1)| ≤ 5μ sup
ti≤τ≤ti+1

|v(τ)|.

Proof of Claim. Let arbitrary i ∈ Z+. Indeed, since a ∈ C0(�;�+) is a periodic
function with period 3, with a(t) = 0 for t ∈ [0, 2], we have a( t

μ ) = 0 for t ∈ [ti, ti+2μ].
Consequently, it follows that

x(t) = x(ti) +

∫ t

ti

v(τ)dτ ∀t ∈ [ti, ti + 2μ].(2.13)

For t ∈ [ti + 2μ, ti+1] we have

x(t) = x(ti + 2μ) +

∫ t

ti+2μ

v(τ)dτ − μ−1

∫ t

ti+2μ

a

(
τ

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x(τ + s)ds dτ.
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The latter relation in conjunction with (2.13) implies that

x(t) = x(ti)

[
1 −

∫ −μ

−2μ

μ−1h

(
s

μ

)
ds

∫ t

ti+2μ

μ−1a

(
τ

μ

)
dτ

]
+

∫ t

ti

v(τ)dτ

− μ−1

∫ t

ti+2μ

a

(
τ

μ

)∫ −μ

−2μ

(
μ−1h

(
s

μ

)(∫ τ+s

ti

v(w)dw

))
ds dτ

∀t ∈ [ti + 2μ, ti+1].(2.14)

Since h ∈ C0(�;�+) with
∫ −1

−2
h(s)ds =

∫ −μ

−2μ
μ−1h( s

μ )ds = 1 and a ∈ C0(�;�+) is a

periodic function with period 3 with
∫ 3

2
a(t)dt = 1, it follows from (2.13), (2.14) that

inequalities (2.12) hold. Thus the claim made above holds.
An immediate consequence of the previous claim is the following estimate for the

solution of closed-loop system (2.6) with (2.7):

|x(t)| ≤ 10μ sup
ti≤τ≤t

|v(τ)| ∀t ∈ [ti+1, ti+2].(2.15)

Combining estimates (2.11) (for the interval [t0, t1]), (2.12) (for the interval [t1, t2])
and (2.15) (for the interval [t2,+∞)) we obtain the desired estimate (2.9). The proof
is complete.

Remark 2.10. (a) Although the input of system (2.6) is delayed, when the state of
the closed-loop system (2.6) with (2.7) and v(t) ≡ 0 hits zero, then the control action
is indeed zero. Notice that the control action is given by the following formulae:

u(t) = −μ−1a

(
t + τ

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x(t + τ + s)ds;

u(t− τ) = −μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x(t + s)ds.

The reader can verify that under the hypotheses of Lemma 2.9, if v(t) ≡ 0 and t0 is
a multiple of 3μ, then we have

a

(
t

μ

)
= 0, u(t− τ) = 0, x(t) = x(t0) ∀t ∈ [t0, t0 + 2μ] and

x(t) = x(t0)

(
1 − μ−1

∫ t

t0+2μ

a

(
τ

μ

)
dτ

)
,

u(t− τ) = −μ−1a

(
t

μ

)
x(t0) ∀t ∈ [t0 + 2μ, t0 + 3μ].

For t = t0 + 3μ both state and input become zero (and thus the control cannot
push the system away from zero). The same analysis repeated for the next interval
t ∈ [t0 + 3μ, t0 + 6μ] (with x(t0 + 3μ) = 0) shows that x(t) = 0, u(t− τ) = 0, for all
t ∈ [t0 + 3μ, t0 + 6μ]. Thus we have x(t) = 0, u(t− τ) = 0 for all t ≥ t0 + 3μ.

(b) The functions a ∈ C0(�;�+) and h ∈ C0(�;�+) are, in a generalized sense,

time-varying gains of the linear feedback law u(t) = −μ−1a( t+τ
μ )

∫ −μ

−2μ
μ−1h( s

μ )x(t +

τ + s)ds. Clearly, we have |u(t)| ≤ L
μ ‖T2μ(t)x‖2μ for all t≥ 0, where L := maxt∈[0,3]

a(t).
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3. Main results. In the present paper we consider triangular time-varying sys-
tems described by RFDEs:

ẋi(t) = fi(t, Tr(t)x1, . . . , Tr(t)xi) + xi+1(t− τi), i = 1, . . . , n− 1,

ẋn(t) = fn(t, Tr(t)x) + u(t− τn),

x(t) := (x1(t), . . . , xn(t)) ∈ �n, u(t) ∈ �, t ≥ 0,

(3.1)

where r ≥ τi ≥ 0, i = 1, . . . , n, the mappings fi : �+×C0([−r, 0];�i) → � i = 1, . . . , n
are completely locally Lipschitz with respect to x ∈ C0([−r, 0];�n) with fi(t, 0) = 0
for all t ≥ 0 and satisfy one of the following assumptions:

(A1) There exist mappings ϕi : �×C0([−r+τi, 0];�i) → �, i = 1, . . . , n, which are
differentiable along the solutions of (3.1)and satisfy the following identities for
all t ≥ 0 and x ∈ C0([−r, 0];�n):

ϕ1(t− τ1, Tr−τ1(−τ1)x1) := f1(t, x1)(3.2a)

ϕi+1(t− τi+1, Tr−τi+1(−τi+1)x1, . . . , Tr−τi+1(−τi+1)xi, Tr−τi+1(−τi+1)xi+1)

:= Dϕi(t, x1, . . . , xi, xi+1(−τi)) + fi+1(t, x1, . . . , xi, xi+1) i = 1, . . . , n− 1.

(3.2b)

(A2) There exist mappings ϕi : �×C0([−r+τi, 0];�i) → �, i = 1, . . . , n, which are
ultimately differentiable along the solutions of (3.1) with time constant T > 0
and satisfy identities (3.2). Moreover, there exists a constant R ∈ (0, r] and
a continuous function L : �+ ×�+ → �+ such that

n−1∑
i=1

xi(0)fi(t, x1, . . . , xi) − xn(0)Dϕn−1(t, x)(3.3)

≤ L

(
t, sup

−r≤θ≤−R
|x(θ)|

)
(|x(0)|2 + 1),

∀(t, x) ∈ �+ × C0([−r, 0];Rn).

Our first main result states that system (3.1) is finite-time stabilizable under assump-
tion (A1). Particularly, we have the following theorem.

Theorem 3.1. Consider system (3.1) and suppose that assumption (A1) holds.
Let bi,m :=

∑m
k=i τk. Then for every μ > b1,n and l ∈ Z+, there exist functions

γ ∈ K+, ρ ∈ K∞, functionals pi : � × C0([−rn + μ, 0];�i) → �, i = 1, . . . , n, where
rn := r + 2nμ, which are l-differentiable along the solutions of (3.1) with delay μ > 0
and a constant T > 0, such that

(i) the closed-loop system (3.1) with u(t) = k(t, Trn−μ(t)x) satisfies the dead-beat
property of order T, where k : � × C0([−rn + μ, 0];�n) → � is completely
locally Lipschitz with respect to x ∈ C0([−rn + μ, 0];�n) with k(·, 0) = 0 and
is defined by

k(t, x) := −ϕn(t, x) −
n∑

i=1

pi(t + bi,n, Trn−μ(bi,n − μ)x1, . . . , Trn−μ(bi,n − μ)xi),

(3.4)
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(ii) for every (t0, x0, v) ∈ �+ × C0([−rn, 0];�n) × C0(�;�) the solution of the
closed-loop system (3.1) with u(t) = k(t, Trn−μ(t)x) + v(t) satisfies the esti-
mate

|x(t)| ≤ γ(t)ρ

(
‖x0‖rn + sup

t0−τn≤s≤t
|v(s)|

)
∀t ≥ t0.(3.5)

Moreover, if the mappings ϕi : �×C0([−r+τi, 0];�i) → �, i = 1, . . . , n, are
independent of t, then the functionals pi i = 1, . . . , n and k as defined by (3.4)
can be chosen to be 3μ-periodic. Finally, if the mappings ϕi : � × C0([−r +
τi, 0];�i) → �, i = 1, . . . , n, are linear, then the functionals pi i = 1, . . . , n
and k as defined by (3.4) can be chosen to be linear.

The proof of Theorem 3.1 relies on the following technical lemma.
Lemma 3.2 (adding a delayed integrator). Consider the system

ẋ(t) = f(t, Tr(t)x, y(t− τ)),(3.6a)

ẏ(t) = g(t, Tr(t)x, Tr(t)y) + u(t− τ ′),

x(t) ∈ �n, y(t) ∈ �, u(t) ∈ �, t ≥ 0,
(3.6b)

where r ≥ τ ≥ 0, τ ′ ≥ 0 are constants and the mappings f : �+ ×C0([−r, 0];�n) ×
� → �n, g : �+×C0([−r, 0];�n)×C0([−r, 0];�) → � are completely locally Lipschitz
with respect to (x, y) ∈ C0([−r, 0];�n)×C0([−r, 0];�) with f(t, 0, 0) = 0, g(t, 0, 0) = 0
for all t ≥ 0. Suppose there exists a functional k : � × C0([−r + τ, 0];�n) → �, with
k(·, 0) = 0, which is differentiable along the solutions of (3.6a) such that

(H1) The closed-loop system (3.6a) with y(t) = k(t, Tr−τ (t)x) satisfies the dead-beat
property of order T > 0.

(H2) There exist functions γ ∈ K+ and ρ ∈ K∞ such that for every (t0, x0, z) ∈
�+ ×C0([−r, 0];�n)×C0(�;�) the solution of the closed-loop system (3.6a)
with y(t) = k(t, Tr−τ (t)x) + z(t), initiated from t0 ≥ 0 with initial condition
Tr(t0)x = x0 ∈ C0([−r, 0];�n) and corresponding to z ∈ C0(�;�) satisfies
the estimate

|x(t)| ≤ γ(t)ρ

(
‖x0‖r + sup

t0−τ≤s≤t
|z(s)|

)
∀t ≥ t0.(3.7)

(H3) There exists a functional ϕ : �×C0([−r + τ ′, 0];�n+1) → �, ϕ(t, x, y) being
completely locally Lipschitz with respect to (x, y) ∈ C0([−r + τ ′, 0];�n) ×
C0([−r− τ ′, 0];�) with ϕ(t, 0, 0) = 0 for all t ∈ � and such that the following
identity holds for all t ≥ 0 and (x, y) ∈ C0([−r, 0];�n) × C0([−r, 0];�):

ϕ(t− τ ′, Tr−τ ′(−τ ′)x, Tr−τ ′(−τ ′)y) := −g(t, x, y) + Dk(t, x, y(−τ)),(3.8)

where Dk : �×C0([−r, 0];�n)×� → � denotes the derivative of k along the
solutions of (3.6a).

Then for every μ > τ ′, there exist functions γ̃ ∈ K+, ρ̃ ∈ K∞ and a functional
k̃ : � × C0([−r − 2μ + τ ′, 0];�n+1) → �, which is completely locally Lipschitz with

respect to (x, y) ∈ C0([−r − 2μ + τ ′, 0];�n+1) with k̃(t, 0, 0) = 0 for all t ∈ � and is
defined by

k̃(t, x, y) := ϕ(t, x, y) − μ−1a

(
t + τ ′

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
(y(τ ′ + s)

− k(t + τ ′ + s, Tr−τ (τ
′ + s)x))ds,(3.9)
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where a ∈ C0(�;�+) is a periodic function with period 3, with a(t) = 0 for t ∈
[0, 2] and

∫ 3

2
a(t)dt = 1, h ∈ C0(�;�+) with

∫ −1

−2
h(s)ds =

∫ −μ

−2μ
μ−1h( s

μ )ds = 1,

such that the closed-loop system (3.6) with u(t) = k̃(t, Tr+2μ−τ ′(t)x, Tr+2μ−τ ′(t)y)
satisfies the dead-beat property of order T + r + 6μ and for every (t0, x0, y0, v) ∈
�+ × C0([−r − 2μ, 0];�n+1) × C0(�;�) the solution of the closed-loop system (3.6)

with u(t) = k̃(t, Tr+2μ−τ ′(t)x, Tr+2μ−τ ′(t)y) + v(t) satisfies the estimate

|(x(t), y(t))| ≤ γ̃(t)ρ̃

(
‖(x0, y0)‖r+2μ + sup

t0−τ ′≤s≤t
|v(s)|

)
∀t ≥ t0.(3.10)

Remark 3.3. Notice that the stabilizing feedback is given by

u(t) = ϕ(t, Tr(t)x, Tr(t)y) − μ−1a

(
t + τ ′

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
z(t + τ ′ + s)ds,

where z(t) := y(t) − k(t, Tr−τ (t)x).
Proof of Lemma 3.2. Let arbitrary (t0, x0, y0, v) ∈ �+ ×C0([−r− 2μ, 0];�n+1)×

C0(�;�) and define

z(t) := y(t) − k(t, Tr−τ (t)x).(3.11)

By virtue of definitions (3.9), (3.11), and identity (3.8), we guarantee that as long as

the solution of the closed-loop system (3.6) with u(t) = k̃(t, Tr+2μ−τ ′(t)x, Tr+2μ−τ ′(t)y)
+ v(t) and Tr+2μ(t0)x = x0, Tr+2μ(t0)y = y0 exists, it coincides with the solution of
the following system:

ẋ(t) = f(t, Tr(t)x, k(t− τ, Tr−τ (t− τ)x) + z(t− τ))

ż(t) = −μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
z(t + s)ds + v(t− τ ′)(3.12)

x(t) ∈ �n, z(t) ∈ �, v(t) ∈ �, t ≥ 0

corresponding to the same input v ∈ C0(�;�) with y(t) = z(t) + k(t, Tr−τ (t)x) and
Tr+2μ(t0)x = x0, z(t0 + θ) = y0(θ) − k(t0 + θ, Tr−τ (t0 + θ)x); θ ∈ [−τ̃ , 0], where
τ̃ := max(τ, 2μ). The solution of (3.12) exists for all t ≥ t0, since by virtue of Lemma
2.9, we obtain

|z(t)| ≤ exp(3L)σ

(
t− t0
μ

)
‖T

τ̃
(t0)z‖τ̃(3.13)

+ 10μ exp(3L) sup
max(t0,t−6μ)≤s≤t

|v(s− τ ′)|

∀t ≥ t0 − τ̃ ,

where σ(t) :=
{ 1 if t < 6

0 if t ≥ 6 and L := maxt∈[0,3] a(t) and inequality (3.13) in conjunc-

tion with estimate (3.7) implies the following estimate:

|x(t)| ≤ γ(t)ā

(
‖Tr(t0)x‖r + ‖T

τ̃
(t0)z‖τ̃ + sup

t0−τ ′≤s≤t
|v(s)|

)
∀t ≥ t0,(3.14)

where ā(s) := ρ(exp(3L)(1 + 10μ)s) ∈ K∞. We next prove the following claim.
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Claim. There exist functions γ̃ ∈ K+, ρ̃ ∈ K∞ such that for every (t0, x0, y0, v) ∈
�+ × C0([−r − 2μ, 0];�n+1) × C0(�;�) the solution of (3.12) corresponding to v ∈
C0(�;�) with y(t) = z(t)+k(t, Tr−τ (t)x), Tr+2μ(t0)x = x0, z(t0 +θ) = y0(θ)−k(t0 +
θ, Tr−τ (t0 + θ)x); θ ∈ [−τ̃ , 0] satisfies estimate (3.10).

Proof of Claim. Since k : [−2μ,+∞) × C0([−r + τ, 0];�n) → � is completely
locally Lipschitz with respect to x ∈ C0([−r + τ, 0];�n) with k(t, 0) = 0 for all
t ≥ −2μ, it follows from Lemma 3.2 in [12] that there exist functions δ ∈ K+, being
nondecreasing and q ∈ K∞ such that

|k(t, x)| ≤ q(δ(t)‖x‖r−τ ) ∀(t, x) ∈ [−2μ,+∞) × C0([−r + τ, 0];�n).(3.15)

Notice that definition (3.11) in conjunction with (3.15) implies

‖T
τ̃
(t0)z‖τ̃ ≤ ‖y0‖τ̃ + q(δ(t)‖x0‖r+2μ) ∀t ≥ t0.(3.16)

Using Corollary 10 and Remark 11 in [23] we may find a function κ ∈ K∞ such that

q(rs) + a(rs) + exp(3L)(1 + 10μ)rs ≤ κ(r)κ(s) ∀r, s ≥ 0.(3.17)

Without loss of generality we may assume that the function γ ∈ K+ involved in (3.14)
is nondecreasing. Thus, using estimate (3.14), we obtain the following estimate for
the solution of (3.12):

‖Tr(t)x‖r ≤ γ(t)a

(
‖x0‖r + ‖T

τ̃
(t0)z‖τ̃ + sup

t0−τ ′≤s≤t
|v(s)|

)
∀t ≥ t0.(3.18)

Combining (3.15), (3.16), (3.17), and (3.18) we obtain for the solution of (3.12),

|k(t, Tr−τ (t)x)| ≤ p(t)ζ

(
‖(x0, y0)‖r+2μ + sup

t0−τ ′≤s≤t
|v(s)|

)
∀t ≥ t0,(3.19)

where p(t) := κ(δ(t)γ(t)κ(1+κ(δ(t)))) and ζ(s) := κ(κ(2s+κ(s))). Estimates (3.13),
(3.14), (3.19) in conjunction with inequalities (3.16), (3.17) and the trivial inequality
|y(t)| ≤ |z(t)| + |k(t, Tr−τ (t)x)|, show that the solutions of (3.12) satisfy estimate
(3.10) for γ̃(t) := (1+ γ(t))κ(1+κ(δ(t)))+ p(t) and ã(s) := κ(2s+κ(s))+ ζ(s). Thus
the claim is proved.

Since for every (t0, x0, y0, v) ∈ �+ × C0([−r − 2μ, 0];�n+1) × C0(�;�) the so-

lution of the closed-loop system (3.6) with u(t) = k̃(t, Tr+2μ−τ ′(t)x, Tr+2μ−τ ′(t)y) +
v(t) and Tr+2μ(t0)x = x0, Tr+2μ(t0)y = y0 coincides with the solution of (3.12)
corresponding to the same input v ∈ C0(�;�) with y(t) = z(t) + k(t, Tr−τ (t)x)
and Tr+2μ(t0)x = x0, z(t0 + θ) = y0(θ) − k(t0 + θ, Tr−τ (t0 + θ)x); θ ∈ [−τ̃ , 0],
where τ̃ := max(τ, 2μ), we conclude that for every (t0, x0, y0, v) ∈ �+ × C0([−r −
2μ, 0];�n+1) × C0(�;�) the solution of the closed-loop system (3.6) with u(t) =

k̃(t, Tr+2μ−τ ′(t)x, Tr+2μ−τ ′(t)y) + v(t) and Tr+2μ(t0)x = x0, Tr+2μ(t0)y = y0 exists
for all t ≥ t0 and satisfies estimate (3.10). Finally, the fact that the closed-loop system

(3.6) with u(t) = k̃(t, Tr+2μ−τ ′(t)x, Tr+2μ−τ ′(t)y) satisfies the dead-beat property of
order T + r + 6μ follows from the observation that z(t) = 0 for all t ≥ t0 + 6μ (recall
(3.13) with v(t) ≡ 0), which implies y(t) = k(t, Tr−τ (t)x) for all t ≥ t0 + 6μ (recall
definition (3.11)). Thus for all t ≥ t0 + 6μ the solution of the closed-loop system

(3.6) with u(t) = k̃(t, Tr+2μ−τ ′(t)x, Tr+2μ−τ ′(t)y) coincides with the solution of (3.6a)
with y(t) = k(t, Tr−τ (t)x) initiated from Tr(t0 + 6μ)x. It follows that x(t) = 0 for all
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t ≥ t0 + T + 6μ, which implies y(t) = k(t, Tr−τ (t)x) = 0 for all t ≥ t0 + T + r + 6μ.
The proof is complete.

We are now in position to prove Theorem 3.1.
Proof of Theorem 3.1. The proof is made by induction.
Step 1: We show that the statement of Theorem 3.1 holds for n = 1. Let l ∈ Z+

and μ > b1,n = τ1. The statement of Theorem 3.1 for n = 1 is an immediate
consequence of Lemma 2.9, identity (3.2a), (3.4), and the definition

p1(t, x1) := −μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x1(s + μ)ds,(3.20)

where a ∈ Cl(R; R+) is a periodic function with period 3 with a(t) = 0 for t ∈
[0, 2] and

∫ 3

2
a(t)dt = 1 and h ∈ Cl(R; R+) with h(s) = 0 for all s /∈ (−2,−1),∫ −1

−2
h(s)ds =

∫ −μ

−2μ
μ−1h( s

μ )ds = 1. Notice that the fact that p1(t, x1), as defined by

(3.11), is l-differentiable with delay μ follows directly from Lemma 2.6. Moreover, if
ϕ1 : R × C0([−r + τ1, 0];R) → R is independent of t, then the functionals p1 and
k (defined by (3.4)) are 3μ-periodic. Finally, if ϕ1 : R × C0([−r + τ1, 0];R) → R is
linear, then the functionals p1 and k (defined by (3.4)) are linear.

Induction step: Suppose that the statement of Theorem 3.1 holds for n − 1.
We show that the statement of Theorem 3.1 holds for n. By assumption for every
μ > b1,n−1, l ∈ Z+, there exist functions γ ∈ K+, ρ ∈ K∞, functionals pi : R ×
C0([−rn−1 +μ, 0];Ri) → R, i = 1, . . . , n− 1, where rn−1 := r+ 2(n− 1)μ, which are
(l + 1)-differentiable along the solutions of the following system:

ẋi(t) = fi(t, Tr(t)x1, . . . , Tr(t)xi) + xi+1(t− τi), i = 1, . . . , n− 1,

ξ(t) := (x1(t), . . . , xn−1(t)) ∈ R
n−1, xn(t) ∈ R, t ≥ 0

(3.21)

with delay μ > 0 and a constant T > 0, such that
(a) the closed-loop system (3.21) with xn(t) = k(t, Trn−1−μ(t)ξ) satisfies the dead-

beat property of order T , where

k(t, ξ) := − ϕn−1(t, ξ)

−
n−1∑
i=1

pi(t + bi,n−1, Trn−1−μ(bi,n−1 − μ)x1, . . . , Trn−1−μ(bi,n−1 − μ)xi),(3.22)

(ii) for every (t0, ξ0, z) ∈ R+ × C0([−rn−1, 0];Rn) × C0(R; R) the solution of the
closed-loop system (3.21) with xn(t) = k(t, Trn−1−μ(t)ξ) + z(t) satisfies the estimate

|ξ(t)| ≤ γ(t)ρ

(
‖ξ0‖rn−1 + sup

t0−τn−1≤s≤t
|z(s)|

)
∀t ≥ t0.(3.23)

Remark 2.4(ii) and hypothesis (A1) show that k as defined by (3.22) is differentiable
along the solutions of (3.21) with derivative

Dk(t, ξ, xn(−τn−1)) := −Dϕn−1(t, ξ, xn(−τn−1))

−
n−1∑
i=1

Dpi(t + bi,n−1, Trn−1−μ(bi,n−1 − μ)x1, . . . ,

Trn−1−μ(bi,n−1 − μ)xi).
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Clearly, hypotheses (H1) and (H2) of Lemma 3.2 hold for system (3.1). Next we show
that hypothesis (H3) of Lemma 3.2 also holds for system (3.1). Notice that

−fn(t, x) + Dk(t, ξ, xn(−τn−1)),

= −fn(t, x) −Dϕn−1(t, ξ, xn(−τn−1))

−
n−1∑
i=1

Dpi(t + bi,n−1, Trn−1−μ(bi,n−1 − μ)x1, . . . , Trn−1−μ(bi,n−1 − μ)xi).

Hypothesis (A1) implies that there exists a mapping ϕn : R × C0([−r + τn, 0];
Rn) → R, which is differentiable along the solutions of (3.1) and satisfies ϕn(t− τn,
Tr−τn(−τn)x) := Dϕn−1(t, ξ, xn(−τn−1)) + fn(t, x) for all t ≥ 0 and x ∈ C0([−r, 0];
Rn). Thus we obtain

−fn(t, x) + Dk(t, ξ, xn(−τn−1)) = ϕ(t− τn, Trn−1−τn(−τn)x),(3.24)

where ϕ(t, x) := −ϕn(t, x)−
∑n−1

i=1 Dpi(t+τn+bi,n−1, Trn−1−μ(bi,n−1+τn−μ)x1, . . . ,
Trn−1−μ(bi,n−1 + τn − μ)xi). Since bi,n−1 + τn = bi,n we have

ϕ(t, x) := −ϕn(t, x) −
n−1∑
i=1

Dpi(t + bi,n, Trn−1−μ(bi,n − μ)x1, . . . , Trn−1−μ(bi,n − μ)xi).

(3.25)

Notice that the mapping ϕ : R×C0([−rn−1+τn, 0];Rn) → R defined by (3.25) is well
defined for all μ > b1,n, with ϕ(t, x) being completely locally Lipschitz with respect
to x ∈ C0([−r + τn, 0];Rn) and ϕ(t, 0) = 0 for all t ∈ R.

Lemma 3.2 shows that there exist functions γ̃ ∈ K+, ρ̃ ∈ K∞ and a functional
k̃ : �×C0([−rn−1−2μ, 0];�n) → �, which is completely locally Lipschitz with respect

to x ∈ C0([−rn−1 − 2μ, 0];�n) with k̃(t, 0) = 0 for all t ∈ � and is defined by

k̃(t, x) := ϕ(t, x) − pn(t + τn, Trn−μ(τn − μ)x),

pn(t, x) := μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
(xn(s + μ) − k(t + s, Trn−1(s + μ)ξ))ds,

(3.26)

where a ∈ Cl(�;�+) is a periodic function with period 3, with a(t) = 0 for t ∈ [0, 2]

and
∫ 3

2
a(t)dt = 1, h ∈ Cl(�;�+) with h(s) = 0 for all s /∈ (−2,−1),

∫ −1

−2
h(s)ds =∫ −μ

−2μ
μ−1h( s

μ )ds = 1, such that the closed-loop system (3.1) with u(t) = k̃(t, Trn−μ(t)x)

satisfies the dead-beat property of order T + rn−1 + 6μ and for every (t0, x0, v) ∈
�+ × C0([−rn, 0];�n) × C0(�;�) the solution of the closed-loop system (3.1) with

u(t) = k̃(t, Trn−μ(t)x) + v(t) satisfies estimate (3.5) with γ̃ ∈ K+ and ρ̃ ∈ K∞ in
place of γ ∈ K+ and ρ ∈ K∞, respectively. Lemma 2.6 implies that the functional
pn is l-differentiable along the solutions of (3.1) with delay μ > 0. Moreover, if

ϕn is independent of t and k is 3μ-periodic then the functionals pn and k̃ are 3μ-
periodic. Finally, if ϕn and k are linear functionals, then the functionals pn and k̃ are
linear.

Our second main result states that system (3.1) is finite-time stabilizable under
assumption (A2).
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Theorem 3.4. Consider system (3.1) and suppose that assumption (A2) holds.
Then for every μ ≥ R+

∑n
i=1 τi, where R > 0 is the constant involved in assumption

(A2), there exists a functional k : � × C0([−r̃, 0];�n) → �, where r̃ := 2r + 2nμ,
which is completely locally Lipschitz with respect to x ∈ C0([−r̃, 0];�n) and a constant
T ′ > T (where T ≥ 0 is the time constant involved in assumption (A2), such that the
closed-loop system (3.1) with u(t) = k(t, T

r̃
(t)x) satisfies the dead-beat property of

order T ′. Moreover, if the mappings ϕi : � × C0([−r + τi, 0];�i) → �, i = 1, . . . , n
are independent of t, then the functional k can be chosen to be 3μ-periodic. Finally,
if the mappings ϕi : � × C0([−r + τi, 0];�i) → �, i = 1, . . . , n are linear, then the
functional k can be chosen to be linear.

Proof. Consider the system

żi(t) = zi+1(t− τi), i = 1, . . . , n− 1; żn(t) = v(t− τn)

z(t) = (z1(t), . . . , zn(t)) ∈ �n, v(t) = �,
(3.27)

where τi ≥ 0 are exactly the delays appearing in (3.1). Since assumption (A1) holds for
system (3.27) with ϕi ≡ 0 for i = 1, . . . , n, by virtue of Theorem 3.1 we conclude that
for every μ ≥

∑n
i=1 τi + R there exists a linear 3μ-periodic time-varying distributed

delay feedback v(t) = k̃(t, T
r̃−r−R

(t − R)z) and a constant T ′ > 0 such that the

closed-loop system (3.27) with v(t) = k̃(t, T
r̃−r−R

(t − R)z) satisfies the dead-beat

property of order T ′.
Consider the mapping (t, x) ∈ � × C0([−r̃, 0];�n) → P (t, x) = y ∈ C0([−(r̃ −

r), 0];�n) defined by

y1(θ) := x1(θ), θ ∈ [−(r̃ − r), 0],

yi(θ) := xi(θ) + ϕi−1(t + θ, Tr(θ)x1, . . . , Tr(θ)xi−1), i = 2, . . . , n, θ ∈ [−(r̃ − r), 0].

(3.28)

Notice that since the mappings ϕi : � × C0([−r + τi, 0];�i) → �, i = 1, . . . , n,
are all completely locally Lipschitz with respect to x ∈ C0([−r, 0];�n), it follows
that for every bounded set S ⊂ � × C0([−r̃, 0];�n) there exists L ≥ 0 such that
‖P (t, x) − P (t, y)‖

r̃−r
≤ L‖x − y‖

r̃
for all (t, x) ∈ S, (t, y) ∈ S. Moreover, notice

that P (t, 0) = 0 for all t ∈ �. We next prove that the time-varying distributed
delay feedback that induces the dead-beat property for the corresponding closed-loop
system is defined by

k(t, x) := −ϕn(t, Tr(0)x) + k̃(t, P (t−R, T
r̃
(−R)x)).(3.29)

Notice that if the mappings ϕi : � × C0([−r + τi, 0];�i) → �, i = 1, . . . , n are inde-
pendent of t (linear), then the functional k as defined by (3.29) is 3μ-periodic (linear).
Let the solution x(t) of the closed-loop system (3.1) with u(t) = k(t, T

r̃+R
(t)x) with

arbitrary initial condition T
r̃+R+τn

(t0)x = x0.
We make the following claim.
Claim. The solution x(t) of the closed-loop system (3.1) with u(t) = k(t, T

r̃+R
(t)x)

exists for all t ≥ t0 and satisfies Property (P2) of Definition 2.7.
Proof of Claim. Since
• P (t, 0) = 0 for all t ∈ � and for every bounded set S ⊂ � × C0([−r̃, 0];�n)

there exists L ≥ 0 such that ‖P (t, x) − P (t, y)‖
r̃−r

≤ L‖x − y‖
r̃

for all

(t, x) ∈ S, (t, y) ∈ S.

• k̃(t, z) is a linear 3μ-periodic time-varying functional
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it follows from Lemma 3.2 in [12] that there exist functions δ ∈ K+, being nonde-
creasing and q ∈ K∞ such that

|k̃(t− τn, P (t− τn −R, T
r̃
(−τn −R)x))| ≤ q(δ(t)‖T

r̃
(−τn −R)x‖

r̃
)(3.30)

∀(t, x) ∈ �+ × C0([−R̃, 0];�n)

with R̃ := r̃ + τn + R. In order to prove the claim it suffices to show that if there
exists an integer N such that

sup
{
|x(t0 + h, t0, x0)|; h ∈ [−R̃,NR], ‖x0‖R̃ ≤ s, t0 ∈ [0, s]

}
< +∞ ∀s ≥ 0,

(3.31)

then we have

sup
{
|x(t0 + h, t0, x0)|; h ∈ [−R̃, (N + 1)R], ‖x0‖R̃ ≤ s, t0 ∈ [0, s]

}
< +∞(3.32)

∀s ≥ 0,

where x(t, t0, x0) denotes the solution of the closed-loop system (3.1) with u(t) =
k(t, T

r̃
(t)x) with initial condition T

R̃
(t0)x = x0. Indeed, since (3.31) holds for N = 0,

it will follow by induction that (3.31) holds for all nonnegative integers N .
Suppose that (3.31) holds for some nonnegative integer N . Let arbitrary s ≥ 0

and define V (t) := 1
2 |x(t)|2, where x(t) denotes the solution of the closed-loop system

(3.1) with u(t) = k(t, T
r̃
(t)x) with arbitrary initial condition T

R̃
(t0)x = x0 such

that ‖x0‖R̃ ≤ s, t0 ∈ [0, s]. Using identity (3.2b) for i = n − 1, inequality (3.3) in
conjunction with (3.30) imply that as long as the solution of the closed-loop system
(3.1) with u(t) = k(t, T

r̃
(t)x) exists, it holds that

V̇ (t) ≤ L

(
t, sup

−r≤θ≤−R
|x(t + θ)|

)
(2V (t) + 1) + V (t)(3.33)

+ q2

(
δ(t) sup

−r≤θ≤−R
|x(t + θ)|

)
.

Let a := sup
{
|x(t0 + h, t0, x0)|; h ∈ [−R̃,NR], ‖x0‖R̃ ≤ s, t0 ∈ [0, s]

}
< +∞. Clearly,

for all t ∈ [NR, (N + 1)R] for which the solution of the closed-loop system (3.1) with
u(t) = k(t, T

r̃
(t)x) exists, we have

V̇ (t) ≤
(

1 + q2(δ((N + 1)R)a) + max
0≤t≤(N+1)R

0≤s≤a

2L(t, s)

)
(V (t) + 1).

The previous differential inequality implies that the solution of the closed-loop system
(3.1) with u(t) = k(t, T

r̃
(t)x) exists for all t ∈ [NR, (N + 1)R] and satisfies

|x(t)|2 ≤ 2V (t) ≤ exp(M(N,R, a))(a2 + 2) ∀t ∈ [NR, (N + 1)R],

where M(N,R, a) := R(1+q2(δ((N +1)R)a)+max 0≤t≤(N+1)R
0≤s≤a

2L(t, a)). The previous

property shows that inequality (3.32) holds. Thus the claim is proved.
We continue the proof of Theorem 3.4 by considering the following variables

defined by

z1(t) := x1(t); zi(t) := xi(t) + ϕi−1(t, Tr(t)x1, . . . , Tr(t)xi−1), i = 2, . . . , n.
(3.34)
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Clearly, by virtue of definitions (3.28) and (3.34) we obtain T
r̃−r

(t−R)z = P (t−R,

T
r̃
(t − R)x) for all t ≥ t0. Moreover, by virtue of (3.34), identities (3.2), and the

definition of the notion of ultimate differentiability along the solutions of (3.1) with
time constant T ≥ 0 (Definition 2.1), z(t) as defined by (3.34) for the solution of the
closed-loop system (3.1) with u(t) = k(t, T

r̃+R
(t)x), coincides for all t ≥ t0 + T with

the solution of the closed-loop system (3.27) with v(t) = k̃(t, T
r̃−r−R

(t − R)z) with

initial condition T
r̃−r

(t0 + T )z = P (t0 + T, T
r̃
(t0 + T )x). Thus we obtain z(t) = 0

for all t ≥ t0 + T + T ′. It follows from definition (3.34) that x(t) = 0 for all t ≥
t0+T+T ′+(n−1)r. Thus the closed-loop system (3.1) with u(t) = k(t, T

r̃
(t)x) satisfies

the dead-beat property of order T̃ := T +T ′ +(n− 1)r. The proof is complete.

4. Examples. The following examples present systems, which satisfy assump-
tion (A1) and consequently, by virtue of Theorem 3.1, can be finite-time stabilized
by means of time-varying distributed delay feedback. Our first example is concerned
with finite-dimensional control systems.

Example 4.1. Consider the two-dimensional control system

ẋ1(t) = f1(t, x1(t)) + x2(t); ẋ2(t) = f2(t, x1(t), x2(t)) + u(t),

(x1(t), x2(t)) ∈ �2, u(t) ∈ �, t ≥ 0,
(4.1)

where f1 ∈ C2(� × �;�) and f2 ∈ C1(� × �2;�) with f1(t, 0) = f2(t, 0, 0) = 0 for
all t ∈ �. For system (4.1) finite-time global stabilization cannot be achieved by
means of a locally Lipschitz feedback law u(t) = k(t, x1(t), x2(t)). On the other hand
Theorem 3.1 guarantees that there exists a time-varying distributed delay feedback
law that achieves finite-time stabilization for the closed-loop system. Indeed, system
(4.1) satisfies hypothesis (A1) and thus Theorem 3.1 can be applied. Following the
proof of Theorem 3.1, it can be shown that for every μ > 0, l ∈ Z+ ∪ {+∞}, there
exist functions γ ∈ K+ and ρ ∈ K∞ such that the feedback law

u(t) = v(t) − f2(t, x1(t), x2(t)) −
∂f1

∂t
(t, x1(t)) −

∂f1

∂x1
(t, x1(t))f1(t, x1(t))

− ∂f1

∂x1
(t, x1(t))x2(t) − μ−2ȧ

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x1(t + s)ds

+ μ−1a

(
t

μ

)∫ −μ

−2μ

μ−2h′
(
s

μ

)
x1(t + s)ds

− μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)[
x2(t + s) + f1(t + s, x1(t + s))

+ μ−1a

(
t + s

μ

)∫ −μ

−2μ

μ−1h

(
w

μ

)
x1(t + s + w)dw

]
ds,

(4.2)

where a ∈ Cl(R; R+) is a periodic function with period 3, with a(t) = 0 for t ∈ [0, 2]

and
∫ 3

2
a(t)dt = 1, h ∈ Cl(R; R+) with h(s) = 0 for all s /∈ (−2,−1),

∫ −1

−2
h(s)ds =∫ −μ

−2μ
μ−1h( s

μ )ds = 1

(i) achieves the dead-beat property of order T = 14μ for the corresponding
closed-loop system with v(t) ≡ 0 and

(ii) for every (t0, x0, v) ∈ R+ × C0([−4μ, 0];R2) × C0(R; R) the solution of the
closed-loop system (4.1) with (4.2) satisfies estimate (3.5).

In order to estimate the functions γ ∈ K+ and ρ ∈ K∞ we consider the coordinate
transformation
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z1(t) = x1(t); z2(t) = f1(t, x1(t))(4.3)

+ μ−1a

(
t

μ

)∫ t−μ

t−2μ

μ−1h

(
w − t

μ

)
x1(w)dw + x2(t).

The closed-loop system (4.1) with (4.2) is described in z-coordinates by the following
set of retarded functional differential equations:

ż1(t) = −μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
z1(t + s)dw + z2(t);

ż2(t) = −μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
z2(t + s)dw + v(t).

Repeated application of Lemma 2.9 for the above system provides the following esti-
mate:

|z(t)| ≤ 2(1 + 5μ) exp(9L)σ

(
t− t0
μ

− 12

)
‖T2μ(t0)z‖2μ

+ 100μ(1 + 2μ) exp(9L) sup
t0≤s≤t

|v(s)| ∀t ≥ t0,(4.4)

where z := (z1, z2)
′, σ(t) :=

{ 1 if t < 0
0 if t ≥ 0 and L := maxt∈[0,3]a(t). The functions

γ ∈ K+ and ρ ∈ K∞ can be determined directly from estimate (4.4). For example,
consider the case that there exists b ∈ K∞ such that |f1(t, x1)| ≤ b(|x1|) for all (t, x1) ∈
R × R (this requirement is automatically satisfied if f1 is independent of time). In
this case transformation (4.3) implies the inequalities |x(t)| ≤ β(‖T2μ(t)z‖2μ) and
|z(t)| ≤ β(‖T2μ(t)x‖2μ), where β(s) := (2 + μ−1L)s + b(s). Using estimate (4.4)
and previous inequalities ‖T2μ(t0)z‖2μ ≤ β(‖T4μ(t0)x‖4μ) (which directly imply the
inequality ‖T2μ(t0)z‖2μ ≤ β(‖T4μ(t0)x‖4μ)), we obtain

|x(t)| ≤ β

(
2(1 + 5μ) exp(9L)σ

(
t− t0
μ

− 14

)
β(‖T4μ(t0)x‖4μ)

+ 100μ(1 + 2μ) exp(9L) sup
t0≤s≤t

|v(s)|
)

∀t ≥ t0.

We conclude that estimate (3.5) holds for the closed-loop system (4.1), (4.2) with
γ(t) ≡ 1 and ρ(s) := β(M(s + β(s))), where M := 100(1 + 5μ)(1 + μ) exp(9L).

Similarly, we can address the finite-time stabilization problem for the general tri-
angular case (1.1) with no delays, where fi ∈ Cn−i+1(R×Ri; R) with fi(t, 0, . . . , 0) =
0 for all t ∈ R, i = 1, . . . , n. Proceeding exactly as in the 2-dimensional case, it can
be shown that if (1.1) is autonomous then the proposed distributed delay feedback
guarantees that estimate (3.5) holds for the corresponding closed-loop system with
γ(t) ≡ 1.

The following example is a triangular autonomous control system with discrete
delays.

Example 4.2. Consider the control system:

ẋ1(t) = x2
1(t− τ1) + x2(t− τ1);

ẋ2(t) = −2x1(t)x
2
1(t− τ1) − 2x1(t)x2(t− τ1) + x2(t− 2τ2) + u(t− τ2),

(x1(t), x2(t)) ∈ �2, u(t) ∈ �.
(4.5)
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It can be verified that assumption (A1) holds for (4.5) with ϕ1(t, x1) := x2
1(0) and

ϕ2(t, x1, x2) := x2(−τ2). Thus Theorem 3.1 guarantees that for every μ > τ1 + τ2,
there exists a 3μ-periodic time-varying distributed delay feedback such that the corre-
sponding closed-loop system satisfies the dead-beat property. The following feedback
law:

u(t) = −x2(t− τ2) − μ−2ȧ

(
t + τ1 + τ2

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x1(t + τ1 + τ2 + s)ds

+ μ−1a

(
t + τ1 + τ2

μ

)∫ −μ

−2μ

μ−2ḣ

(
s

μ

)
x1(t + τ1 + τ2 + s)ds

− μ−1a

(
t + τ2
μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)[
x2(t + τ2 + s) + x2

1(t + τ2 + s)

+ μ−1a

(
t + τ1 + τ2 + s

μ

)∫ −μ

−2μ

μ−1h

(
w

μ

)
x1(t + τ1 + τ2 + s + w)dw

]
ds,

where a ∈ Cl(�;�+) is a periodic function with period 3, with a(t) = 0 for t ∈ [0, 2]

and
∫ 3

2
a(t)dt = 1, h ∈ Cl(�;�+) with h(s) = 0 for all s /∈ (−2,−1),

∫ −1

−2
h(s)ds =∫ −μ

−2μ
μ−1h( s

μ )ds = 1, achieves the dead-beat property of order T = 14μ for the corre-
sponding closed-loop system.

Example 4.3. The chain of delayed integrators (1.2), where τi ≥ 0, has been
considered in the literature for the particular case of τ1 = · · · = τn−1 = 0 in [15] with
the additional requirement that the stabilizing feedback must be bounded. Here we
consider the general case and demand finite-time stabilization of the corresponding
closed-loop system. Since assumption (A1) holds with ϕi ≡ 0 for i = 1, . . . , n, by
virtue of Theorem 3.1 we conclude that for every μ >

∑n
i=1 τi there exists a linear

3μ-periodic time-varying distributed delay feedback such that the closed-loop system
satisfies the dead-beat property. Notice that there is no limitation on the size of
the delays. Specifically, for the case n = 2 we obtain the following feedback, which
guarantees the dead-beat property of order T = 14μ:

u(t) = −μ−2ȧ

(
t + τ1 + τ2

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x1(t + τ1 + τ2 + s)ds

+ μ−1a

(
t + τ1 + τ2

μ

)∫ −μ

−2μ

μ−2h′
(
s

μ

)
x1(t + τ1 + τ2 + s)ds

− μ−1a

(
t + τ2
μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)[
x2(t + τ2 + s)

+ μ−1a

(
t + τ1 + τ2 + s

μ

)∫ −μ

−2μ

μ−1h

(
w

μ

)
x1(t + τ1 + τ2 + s + w)dw

]
ds,

(4.6)

where a ∈ Cl(�;�+) is a periodic function with period 3, with a(t) = 0 for t ∈ [0, 2]

and
∫ 3

2
a(t)dt = 1, h ∈ Cl(�;�+) with h(s) = 0 for all s /∈ (−2,−1),

∫ −1

−2
h(s)ds =∫ −μ

−2μ
μ−1h( s

μ )ds = 1. Figures 1–3 show the evolution of the state and the input for

the C2 selection:
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Fig. 1. Evolution of x1(t) for the case (1.2) with n = 2 and τ1 = τ2 = 0 under the feedback law
(4.6), (4.7).

Fig. 2. Evolution of x2(t) for the case (1.2) with n = 2 and τ1 = τ2 = 0 under the feedback law
(4.6), (4.7).
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Fig. 3. Evolution of u(t) for the case (1.2) with n = 2 and τ1 = τ2 = 0 under the feedback law
(4.6), (4.7).

a(t) := p

(
t− 3

[
t

3

])
and h(s) := a(s + 4), where

p(x) :=

{
30(x− 2)2(3 − x)2 if x ≥ 2

0 if x < 2

(4.7)

for the case (1.2) with n = 2 and τ1 = τ2 = 0 with initial condition x1(0) = 0.5 and
x2(0) = 0.2.

The case of triangular control systems with delayed drift terms is considered in
the following example.

Example 4.4. Consider the planar system

ẋ1(t) = f1(t, x1(t− τ1,1)) + x2(t);(4.8)

ẋ2(t) = f2(t, x1(t− τ2,1), x2(t− τ2,2)) + u(t),

(x1(t), x2(t)) ∈ �2, u(t) ∈ �, t ≥ 0,

where τ1,1 > 0, τ2,1 ≥ 0, τ2,2 ≥ 0, and f1 ∈ C2(�+ × �;�) and f2 ∈ C1(�+ × �2;�)
with f1(t, 0) = f2(t, 0, 0) = 0 for all t ≥ 0. Clearly, assumption (A2) holds for this
system with R := τ1,1, since we have

x1(0)f1(t, x1(−τ1,1)) − x2(0)

(
∂f1

∂t
(t, x1(−τ1,1))

+
∂f1

∂x1
(t, x1(−τ1,1))f1(t− τ1,1, x1(−2τ1,1)) +

∂f1

∂x1
(t, x1(−τ1,1))x2(−τ1,1)

)

≤ 1

2
x2

1(0) +
1

2
x2

2(0) + L

(
t, sup

−2τ1,1≤θ≤−τ1,1

|x(θ)|
)
,
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where L(t, s) := 1
2 max|ξ|≤s[(f1(t, ξ1))

2 + (∂f1

∂t (t, ξ1) + ∂f1

∂x1
(t, ξ1)f1(t − τ1,1, ξ2) + ∂f1

∂x1

(t, ξ1)ξ3)
2]. Following the proof of Theorem 3.4, it can be shown that for every μ > τ1,1

the feedback law

u(t) = −∂f1

∂t
(t, x1(t− τ1,1)) −

∂f1

∂x1
(t, x1(t− τ1,1))f1(t− τ1,1, x1(t− 2τ1,1))

− ∂f1

∂x1
(t, x1(t− τ1,1))x2(t− τ1,1) − f2(t, x1(t− τ2,1), x2(t− τ2,2))

− μ−2ȧ

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)
x1(t + s)ds

+ μ−1a

(
t

μ

)∫ −μ

−2μ

μ−2h′
(
s

μ

)
x1(t + s)ds

− μ−1a

(
t

μ

)∫ −μ

−2μ

μ−1h

(
s

μ

)[
x2(t + s) + f1(t + s, x1(t− τ1,1 + s))

+ μ−1a

(
t + s

μ

)∫ −μ

−2μ

μ−1h

(
w

μ

)
x1(t + s + w)dw

]
ds

guarantees the dead-beat property of order 14μ + 2τ1,1. Similarly, we can address
the finite-time stabilization problem for the general triangular case with delayed drift
terms (1.3), where mini=1,... ,n−1 minj=1,... ,i τi,j > 0, fi ∈ Cn−i+1(�+ × �i;�) with
fi(t, 0, . . . , 0) = 0 for all t ≥ 0, i = 1, . . . , n.

5. Conclusions. In this paper it is shown that finite-time stabilization by means
of time-varying distributed delay feedback is possible for specific classes of systems
described by RFDEs. Based on our main results (Theorems 3.1 and 3.4) we have
been able to construct locally Lipschitz feedback laws that guarantee the dead-beat
property for the corresponding closed-loop systems for important cases such as the
general triangular case with no delays, the case of a chain of delayed integrators with
no limitation on the size of the delays and the general triangular case with delayed
drift terms.
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VELOCITY EXTENSION FOR THE LEVEL-SET METHOD AND
MULTIPLE EIGENVALUES IN SHAPE OPTIMIZATION∗

FRÉDÉRIC DE GOURNAY†

Abstract. In the context of structural optimization by the level-set method, we propose an
extension of the velocity of the underlying Hamilton–Jacobi equation. The gradient method is
endowed with a Hilbertian structure based on the H1 Sobolev space. Numerical results for compliance
minimization and mechanism design show a strong improvement of the rate of convergence of the
level-set method. Another important application is the optimization of multiple eigenvalues.
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level-set method, regularization
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1. Introduction. Optimal design of elastic structures has been widely studied
and many different numerical methods are used to solve this problem. Most of the
existing methods can be divided into two main classes: topology optimization which
optimizes a density of material in each cell and geometric optimization which moves
the boundary of the domain.

The most recent topology method, the homogenization method and its vari-
ants (power-law method or solid isotropic microstructure with penalization (SIMP)
method), may be considered quite classical in view of the number of publications (see,
e.g., [1], [2], [6], [8], [7], [12]). The homogenization method seems the most promis-
ing because it is independent with respect to initialization and because it gives a
strong mathematical result of the existence of solution. Sadly this method bears the
difficulty of handling quite badly eigenvalue problems where apparitions of so-called
fictitious-material modes prevent stable numerical computation. Another problem is
that topology methods give optimal shapes that are composite. Penalization meth-
ods allow one to project the composite shape on a classical shape (a black-and-white
design).

The problem of fictitious modes is naturally solved with the geometric methods
where the shape is clearly identified and the void cannot generate fictitious modes.

The major drawback of geometric methods is their dependency with respect to
initialization. Even the most recent level-set method ([4], [5], [34]) is very sensitive
to initialization although the topology can change. In order to avoid this problem, a
method of topology optimization, the bubble method (or topological gradient method
[16], [17], [31], [32]), has been recently coupled with geometric optimization (see [3],
[11]). The most recent method of geometric optimization is developed in [23]. But
this method has not been numerically implemented yet.

We wish here to correct the so-called void problem that arises when using the
level-set algorithm. This problem is generated by the weak material approximation
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that gives rise to a negative velocity for advecting the shape in the void. The void
problem slows down the algorithm when the mesh is refined.

The void problem is presented in section 3, and the chosen solution is presented in
section 4. The method mainly consists of applying the Δ−1 operator to the velocity
which is costless. This method allows one to regularize and to extend and gives a
local Hilbertian structure (see the discussion in section 4.2). Numerical results are
presented in sections 4.3–4.7; they compare the new method with the previous one
and show strong improvements of the level-set algorithm.

The method also has made it possible to deal with the problem of optimizing
an eigenvalue when its multiplicity is greater than 1. Theoretical differentiation of
the eigenvalue is made in section 5. As can be expected from theory on eigenvalue
differentiation, the first eigenvalue is directionally differentiable with respect to shape
variation, even when this eigenvalue is multiple. The algorithm that optimizes the
first eigenvalue is detailed in section 5.3. It strongly relies on the local Hilbertian
structure given by velocity regularization. Indeed, because of this local Hilbertian
structure, the differential gives rize to a gradient and therefore to a steepest descent.
We show that the choice of the steepest descent is a semidefinite program in low
dimension that is easily solved. Some numerical results are presented in section 6.

The method used for optimizing multiple eigenvalues can be extended to other
criteria that are not differentiable as the robust compliance criterion in the sense of
[13]. The method of velocity regularization presented here is an adaptation of [10],
[26], [21]. It is a standard issue in numerical computation.

2. The level-set method in shape optimization.

2.1. Eigenvalue maximization. We set our model problem in linearized elas-
ticity. Let Ω ⊂ R

d (d = 2 or 3) be a bounded open set occupied by a linear isotropic
elastic material with Hooke’s law A0. Recall that, for any symmetric matrix ξ, A0 is
defined by

A0ξ = 2μξ + λ
(
Trξ

)
Id,

where μ and λ are the Lamé coefficients of the material. The boundary of Ω is made
of two disjoint parts

∂Ω = ΓN ∪ ΓD,(1)

with Dirichlet boundary conditions on ΓD and Neumann boundary conditions on ΓN .
The spectral problem is to find an eigenvalue γ and an eigenvector u �= 0 such that⎧⎨

⎩
−div (A e(u)) = γρu in Ω,

u = 0 on ΓD,(
Ae(u)

)
n = 0 on ΓN ,

(2)

where ρ is a scalar field on Ω that represents the material density (typically ρ is equal
to 1 on Ω).

It is well known that Sp(Ω) the set of eigenvalues is a countable set of positive
numbers that tends to infinity. The smallest eigenvalue γ1(Ω) = min Sp(Ω) can then
be defined.

A classical way of improving the rigidity of a structure is to maximize the first
eigenfrequency. Thus, a natural objective function to be minimized is

L(Ω) = −γ1(Ω) + η|Ω|,(3)
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where η is a given Lagrange multiplier for a volume constraint. We want to minimize
L with respect to Ω with a constraint that Ω ⊂ D, where D is a given domain of R

d.

2.2. Classical algorithm. The works [24], [29], or [5] give an extensive ex-
planation of the level-set method. Only the main ideas are to be reviewed in this
section.

As described in [4], when the dimension of the eigenspace associated to γ1 is
equal to 1, the above functional L(Ω) is differentiable with respect to variation of the
domain and the geometrical shape optimization method can be applied. It reads, as
follows:

1. Calculation of the gradient. Let Ωk be the domain at iteration k. As-
suming that γ1(Ωk) is simple, for a given θ ∈ W 1,∞(D;D) define

(Id + θ) ◦ Ωk = {x + θ(x) with x ∈ Ωk}.
Prove that L((Id+ θ) ◦Ωk) is differentiable with respect to θ at the point θ = 0. The
value of L′, the differential at the point 0 is given by

L′(θ) =

∫
∂Ωk

(θ · n)(−v + η)(4)

with

{
v = Ae(u) : e(u) − γ1ρu · u on Γk

N ,

v = −Ae(u) : e(u) on Γk
D,

(5)

where u is an eigenvector normalized by
∫
Ωk

ρu · u = 1 which is, up to a change of
sign, by assumption, unique and where n is the outer normal of Ωk.

2. Calculation of a descent direction. Choose θk such that L′(θk) < 0, and
let Ωk+1 = (Id + tθk) ◦ Ωk, where t is the step of the gradient method.

The level-set method is a geometrical shape optimization method where the do-
mains Ωk are represented through functions φk defined on D in the following way:
x ∈ Ωk ⇐⇒ φk(x) < 0. Such a φk is said to be “a level set function of Ωk.” Of course
for a given domain, the associated level-set functions are not unique.

The changes of topology are then handled in a very simple way (see [5] for ex-
tensive explanations of numerical advantages). The method relies on the following
lemma.

Lemma 2.1. If φk is a level-set function of Ωk, define φk+1 as

φk+1 − φk + t(θk · n)|∇φk| = 0.

Then there exists an O(t2) such that φk+1 + O(t2) is a level-set function for the
domains Ωk+1 = (Id + tθk) ◦ Ωk.

Thus, the following scheme for choosing φk+1 is the most commonly used:

φ(0) = φk,

∂φ

∂t
+ V ∗|∇φ| = 0,

φk+1 = φ(T ),(6)

where T > 0 is the step of the gradient method and V ∗ is the descent direction chosen
according to the calculation (4) of the differential of J . Defining V ∗ = v− η (v being
defined in (4)) is the most commonly used choice; we will call this choice the natural
extension method. The goal of this paper is to find a different way of defining V ∗.

Remark 2.2. In order to avoid multiple definitions of V ∗in the natural extension
method, it is supposed that the Dirichlet part of the boundary is fixed and that the
v used everywhere in the domain is the one defined for ΓN .
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3. The weak material approximation. The stiffness matrix that corresponds
to the linear operator of elasticity is not defined on the nodes that does not belong
to Ω, i.e., on x ∈ D such that φ(x) > 0. In other words, this matrix is not invert-
ible. In order to avoid this problem, the so-called weak material (or ersatz material)
approximation consists of fixing Hooke’s law A and the material density ρ as

A = A0 and ρ = 1 in Ω
A = εA0 and ρ = εα outside Ω

with a small parameter ε and α ≥ 1. The fictitious modes are avoided by setting
α = ∞. In the continuous case, it has been proven (see [28]) that the eigenvector ũ
calculated by using the ersatz material approximation is equal (at first order in ε) to
the desired eigenvector u introduced in (2). In D \ Ω ũ is the lifting of the Dirichlet
condition ũ = u on ∂Ω (at first order in ε).

Recalling that the Dirichlet part of the boundary of ∂Ω has been fixed (see Remark
2.2), v − η = Ae(u) : e(u) − γ1ρu · u− η is defined everywhere on D, and the natural
extension method consists of defining V ∗ = Ae(u) : e(u) − γ1ρu · u− η on every cell.

This nevertheless raises a problem: since u is everywhere of order ε0, then
Ae(u) : e(u) is of order ε outside Ω which means that the velocity extension is al-
most equal to −η outside the domain and makes it very difficult for the shape to
increase its volume. Even if the descent step T is increased in order to speed up the
method, the parts of the shape where there is a need to decrease the volume will move
faster than the parts of the shape where there is a demand on increasing the volume.

In numerical result, it can be seen that between each computation of the eigen-
value, the level-set method cannot move ∂Ω of more than one cell away from the
original boundary when it wants to improve the volume. This leads to a drastically
increasing computational time with mesh-refinement.

This remark is true, of course, for every objective function and not only for the
minimization of the first eigenvalue.

4. Velocity regularization by the Hilbertian method.

4.1. Definition of the Hilbertian method. We will suppose that the domain
Ω has enough regularity so that v(·, ·) defined in (4) belongs to H−1/2(∂Ω). Even
if the optimal domain may possibly be irregular, physical and numerical intelligence
tells that throughout optimization v(·, ·) has the required regularity but mathematical
proof of this fact is still lacking. Let us first define a scalar product.

Definition 4.1. For a ∈ R
∗+, define the following scalar product on H1(D):

(u,w)H1 =

∫
D

a∇u · ∇w + uw

with the associated norm ‖ · ‖H1 .
The velocity V ∗ in the Hamilton–Jacobi equation (6) is chosen as the unique

solution to ∫
∂Ω

V ∗(−v + η) = min
V ∈H1(D)

‖V ‖H1=1

∫
∂Ω

V (−v + η),(7)

where v is the differential defined in (4) and Ω is the actual working domain.



VELOCITY EXTENSION FOR THE LEVEL-SET METHOD 347

Omega

void

Fig. 1. Two merging parts of the boundary leads to a nonregular vector field as seen as a
distribution on D.

4.2. Advantages of the method.
Scalar versus vector. We choose to extend the normal velocity which is a

scalar field, i.e., if θ is the vector field that advects the domain, its normal velocity
is equal to θ · n on the boundary of the domain. Seen as a distribution over D, the
normal velocity is more regular than the vector velocity. A good example is when two
parts of the boundary want to merge: θ ·n is positive on the two parts and θ changes
orientation. This situation gets worse at the next step of the algorithm (see Figure
1). That is why the normal velocity is extended and not the vector velocity.

How to compute V ∗. The problem of finding V ∗ is not difficult. Let V̄ be the
unique solution to

(V̄ ,X)H1 =

∫
∂Ω

X(−v + η) ∀X ∈ H1(D),

where (·, ·)H1 is the scalar product of Definition 4.1. Then V ∗ = − V̄
‖V̄ ‖H1

and the

inversion of the matrix that corresponds to the scalar product (·, ·)H1 has to be done
only once in the optimization process.

Extension, regularization, and Hilbertian structure. Three different goals
are sought in the Hilbertian extension of the velocity.

First, the formula for the differential of L gives a velocity that makes sense only
on the boundary of the domain, and the Hamilton–Jacobi equation (6) needs a speed
defined everywhere on the domain or else the algorithm cannot move the boundary
of more than one cell during optimization. This is the extension issue.

Secondly, the velocity is regularized by being diffused with the scalar product
defined in Definition 4.1. This is the regularization issue. It is expected to increase
the accuracy of the algorithm and is a standard issue in optimization problems (see,
e.g., [26], [10], [21]).

Thirdly, the problem is endowed with a Hilbertian structure, and we work with
gradient-type methods. This issue will be developed later in section 5.

Hilbertian extension versus other extensions. The most natural way to
extend the velocity outside ∂Ω would have been to extend v − η according to the
normal of ∂Ω by a front-propagating-type method such as the fast-marching method
described in [25]. This method does not endow the space with a Hilbertian structure.
Neither does it regularize the velocity.

V ∗ is indeed an extension. Because the scalar product diffuses the source
term, the velocity is now defined everywhere on D, and the typical problem of null
velocity in the void that raises with the natural extension method is now cured.

V ∗ is indeed a regularization. V ∗, the speed used in the Hilbertian extension
method, is more regular than v − η, the speed used in the natural extension method
as can be seen in the following formal derivation.
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Fig. 2. Boundary conditions for a two-dimensional (2d) cantilever (the black zone is heavier
and not subject to optimization).

If v belongs to an Hs(D), then X �→
∫
∂Ω

X(−v+η) is a linear form on H−s+1/2(D),

and V ∗ belongs to an Hs+3/2(D) by elliptic regularity on the very smooth domain D.
Indeed V ∗ is obtained by operating an inverse Laplacian on the distribution (on D)
X �→

∫
∂Ω

X(−v + η) and so gains two derivatives.
Consistency of the extension. This algorithm could be seen as a gradient-

type algorithm if there were a vector field θ∗ ∈ W 1,∞(D;D) such that θ∗ · n = V ∗ on
∂Ω. Two hypotheses would then be needed: a certain regularity on V ∗ and a certain
regularity of the domain Ω itself.

In order to ensure regularity of V ∗, a scalar product on Hp, p ≥ 1, could have
been used instead of a scalar product on H1. In this case, formally, V ∗ would have
2p − 1/2 more derivatives in L2 than v. But numerical computation of V ∗ may be
quite difficult. Indeed, the computation of the matrix of the scalar product of Hp

needs finite elements that are chosen according to p.
The extension parameters. The coefficient a characterizes the diffusion of

v− η in the sense that setting it small compared to 1 will lead to a solution V ∗ which
is pointwise almost equal to v − η on ∂Ω and equal to 0 outside ∂Ω. It must be set
small enough so that a big value of |v − η| on one part of the boundary does not
interfere too much with the values of v− η on the other parts of the boundary. But it
must be set big enough in order to diffuse the value of v−η outside the boundary of Ω.

4.3. Numerical example: Eigenvalues of a cantilever. We study a medium-
cantilever problem. The working domain is a 2× 1 rectangle, with zero displacement
condition on the left side and a small square region at the middle of the right side (see
Figure 2) which is 500 times heavier and not subject to optimization. This heavier
mass allows one to avoid trivial shapes. Figure 3 is a display of the initialization (left)
and the optimal shape at the end of the optimization process (right). The Young
modulus of the material is set to 1, the Poisson ratio ν to 0.3, and the Lagrange
multiplier to 7 × 10−2. In the void, the ersatz material has a Young modulus set to
10−5 and a density ρ set to 0. The mesh is refined alternatively in each direction by
a factor of 2, and the number of transport iterations is adequately increased at each
mesh refinement (see the table below).

Explanation of Table 1. Table 1 lists, for different meshes, the number of
transport iterations used for each optimization step in the Hamilton–Jacobi equation,
the average computed time used per iteration step of the gradient method, and the
global computing time. The number of transport iterations is shown for the Hilbertian
method only. The number of transport iterations for the natural method is 16 times
the number of transport iterations of the Hilbertian method. This explains why the
average time per iteration of the gradient algorithm is bigger for the natural method
than for the Hilbertian. The last column is the global computing time for obtaining
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Fig. 3. Initialization and optimal shape for the first eigenvalue of a cantilever.

Table 1

Data of the numerical test.

Mesh
No of

transport

Time per iteration

Hilbertian / natural

Global time

Hilbertian / natural

81 × 41
161 × 81
321 × 161

16
32
64

1.46 / 1.62
9.35 / 11.37
72.17 / 94.91

30.68 / 50.13
233.87 / 330.01
2237.2 / 2657.63

41 × 41
81 × 81

161 × 161

14
28
56

0.74 / 0.84
4.46 / 6.19
38.50 / 46.61

13.26 / 22.6
120.62 / 136.1
1116.57 / 1771.44

10 20 305 15 25

0

0.001

0.002

-0.0005

0.0005

0.0015

0.0025

Hilbertian method

Natural method

Finest mesh of the 
Hilbertian method

Hilbertian method
Coarsest mesh of the    

Fig. 4. Mesh-refinement influence on the velocity for the natural extension (left) and the
Hilbertian extension (right).

the optimal shape. The Hilbertian method takes the same amount of time as the
natural method to obtain the optimal shape but only because it is more accurate. As
can be seen in Figure 4, the convergence curves of the Hilbertian method are indeed
better than the convergence curves of the natural method. Time is given in seconds.

Explanation of Figure 4. There is two sets of curves in Figure 4. The better
ones are obtained with the Hilbertian method. It appears that the more the mesh
is refined, the better the optimal shape is, even if, when the mesh is refined, the
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Fig. 5. Mesh-refinement influence on the natural extension (left) and the Hilbertian extension
(right).

Fig. 6. Initialization and optimal shape of the cantilever.

decreasing of the smallest eigenvalue leads to an increase of the criterion. This is
easily explained by a better accuracy on the optimal shape itself.

Remark 4.2. In order to prove mesh-consistency of the algorithm and to have
comparable curves in Figure 4, the optimal shape has to be the same when the mesh
is changed. Thus those examples are chosen so that there is no possibility for the
algorithm to create thin structures when the mesh is refined. This explains why there
are a very few holes in the initialization. It is well known that the level-set algorithm
can produce more complicated structures.

4.4. Numerical example: The compliance of the cantilever. We per-
formed our new velocity extension method on the well-known cantilever problem
which is fixed on the left wall and supports a unit vertical point load in the mid-
dle of the right wall. The compliance is here optimized. The working domain size is
2 × 1. The Young modulus is set to 1, and the Poisson ratio to 0.3. The Lagrange
multiplier is set to η = 100.

Optimization is performed for several finer meshes, and the number of transport
iterations is multiplied by 2 as each square of the mesh is cut into 4 squares. For the
finest mesh (321× 161) that corresponds to 51200 elements; the number of transport
iterations is equal to 128 for the natural extension and to 16 for the Hilbertian. As a
result, the Hilbertian extension is really quicker.

Mesh-refinement influence. The curves in Figure 5 show that the Hilber-
tian method is less sensitive to mesh-refinement than the natural method. Because
there are parts of the boundary that have to increase the volume (one of them is
circled in Figure 6) and the natural extension method has problems to improve these
parts as was said in section 3, the natural extension method is sensitive to mesh-
refinement. In Figure 4 there was no such demand on improving the volume and the
mesh-independence of the Hilbertian method was less obvious.
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Dirichlet nodes

input forcesoutput 

Fig. 7. The definition of the 2d gripping mechanism and its initialization.

4.5. Numerical example: A two-dimensional (2d) gripping-mechanism.
On a 1.2×3.2 rectangle meshed with 241×641 nodes, we give a numerical example for
minimizing the least square of a prescribed displacement. This example was given by
the Comissariat à l’Energie Atomique for the design of a grip (see [9]). The objective
function is

Jlse(Ω) =

∫
Ω

k(x)|u(x) − u0(x)|2,(8)

where u is the displacement obtained by a given set of forces, u0 is a prescribed given
displacement, and k is a scalar field that characterizes the zone of interest.

The ponderation k is equal to 10 on the left black box in Figure 7 (left), is equal
to 1 on the right black box, and is equal to 0 elsewhere. The prescribed displacement
u0 is equal to (0,±1) on the left black box, and (0, 0) on the right box. Enforcing
u to be close to 0 where the force is input allows one to ensure the stiffness and the
connectivity of the structure. These black boxes are not subject to optimization.

A force of modulus 1 N is applied in the x-direction on the middle of the left, and
a uniform pressure which represents a total force of modulus 5 × 10−2 N is applied
between the jaws of the mechanism in order to force the mechanism to hold objects.
The prescribed displacement is located on the black box on the left as shown in
Figure 7. The Young modulus is set to 1, the Poisson ratio to 0.3, and there is a small
Lagrange multiplier of a volume constraint of value 0.05. This Lagrange multiplier
helps remove parts of the boundary that are useless.

This is a typical problem where an adjoint is needed. For some reason that is
not completely understood, the ratio of the weak material (the factor ε in section 3)
cannot be set too low (typically it must be at least 1 percent of the strong material)
or the algorithm will not work. One of the explanations that may be given is the
tendency of the shape to create hinges. The algorithm then concentrates on the
hinges only, ignoring the rest of the shape, and it is believed it is then stuck in a local
minimum. If the ratio of the weak material is high, hinges are less efficient and the
previous problem is avoided.

Optimization must then be made in two steps. First the shape is optimized with
a ratio of the weak material equal to 1 percent. The optimal shape is then reopti-
mized with a smaller ratio (10−5 in this numerical case). In the second optimization
procedure, the displacement and the adjoint state are calculated with a more accurate
precision which leads to a better precision of the shape-derivative.

In Figure 8 (left), it may seem that the Hilbertian method is less efficient than the
natural method. This is explained by the lack of precision in the computation of the
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Fig. 8. Evolution of the objective function for the first step (left) with a ratio for the weak
material equal to 0.01 and the second step with a ratio of 10−5 (right).

Fig. 9. Optimal shape for the Hilbertian method (left) and the natural method (right) at the
end of the first step of optimization.

Fig. 10. Optimal shape for the Hilbertian method (left) and the natural method (right) at the
end of the second step of optimization.

shape-derivative in the first step of the algorithm. But it is also explained by the lack
of precision of the computation of the criterion during the first step of the algorithm.
Indeed when the two shapes of Figure 9 (obtained with ε = 10−2) are computed using
ε = 10−5, the Hilbertian shape is the better one. Figure 10 displays the optimal shape
for the two different methods and Figure 11 show how the grip works.

Remark 4.3. The optimal shape for the natural extension method has less volume
than the one for the Hilbertian extension (see Figure 10) it is a numerical validation
of the problem raised in section 3.

4.6. Numerical example: More 2d mechanisms. We briefly present here
some more 2d mechanisms: namely, a negative Poisson modulus cell (Figures 12 to
14) and a force inverter (Figures 15 to 17). These examples are standards of shape
optimization problems, and their description can be found in [8]. In order to ensure
stiffness of the structures, a small pressure load is applied where the displacement
is optimized (on the right black box of Figure 15 for the force inverter and at the



VELOCITY EXTENSION FOR THE LEVEL-SET METHOD 353

Fig. 11. Optimal shape displacement.
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Fig. 12. The Negative Poisson modulus problem and its deformed solution.
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Fig. 13. Negative Poisson modulus’s evolution of the objective function at the first step (left)
with a ratio for the weak material equal to 0.01 and the second step with a ratio of 10−5 (right).

top and bottom of Figure 12 for the negative Poisson modulus mechanism). At the
location of the input forces (left black box for the force inverter or the left and right
walls for the negative Poisson modulus mechanism), the displacement is enforced to
be close to zero in order to ensure connectivity of the shapes. Optimization is made in
two steps like the 2d grip of section 4.5, and the behavior of the Hilbertian extension
with respect to the natural extension is comparable.

4.7. Numerical example: A three-dimensional (3d) gripping mecha-
nism. The objective function is defined by (8) in section 4.5. The working domain is
a 3× 2× 6 rectangle. A uniform pressure load is applied on the plane x = 3, and the
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Fig. 14. Negative Poisson modulus’s optimal shape for the Hilbertian method (left) and the
natural method (right) at the end of optimization.
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Fig. 15. The force inverter problem and its deformed solution.
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Fig. 16. Force inverter’s evolution of the objective function for the first step (left) with a ratio
for the weak material equal to 0.01 and the second step with a ratio of 10−5 (right).

prescribed displacement is localized on a box at the opposite side (see Figure 18 where
a cross-section at y = 0 is shown). A uniform pressure load (of order 60 percent of the
one on the plane x = 3) is also imposed between the jaws of the mechanism so that
this mechanism is designed to hold and grip. The Poisson ratio is 0.3, and the Young
modulus is 1. The Lagrange multiplier is set to 3, and the mesh used is 31× 21× 61.
The ratio of the weak material is set to 10−5. There is no need here to perform the
2-step optimization of section 4.5. The reason why things seems to be simpler in 3d
is that the changes of topology and the hinges are not of the same nature as in 2d;
consequently, it is believed that throughout the process of optimization, the objective
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Fig. 17. Force inverter’s optimal shape for the Hilbertian method (left) and the natural method
(right) at the end of optimization.
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Fig. 18. The problem of the 3d gripping mechanism.

Fig. 19. Optimal shape for the Hilbertian method (left) and the natural method (right) (isovalue
0 of the level-set is shown).

function is more regular in 3d. Figure 19 displays the resulting optimal shape for the
two different methods, as Figure 20 shows the convergence history for both method
(left) and how the grip actually works (right).
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Fig. 20. Objective function (left) and displacement of the Hilbertian shape (right) (density of
material ≥ 0.3 is shown).

5. Optimizing multiple eigenvalues. The development above for optimizing
the first eigenvalue stands only when this eigenvalue is of multiplicity equal to 1. When
this is not the case, there is no more differentiability of the first eigenvalue with respect
to θ, and the above method cannot be applied. Nevertheless it has been proven that
L is directionally differentiable. The velocity extension which endows the space with
a Hilbertian structure allows one to find a direction of descent. The algorithm used
is now a subgradient-type algorithm. The goal of this section is two-fold:

1. Calculate L′(θ) : W 1,∞(D;D) → R the nonlinear collection of directional
derivative of L. Show that according to Hadamard’s structure theorem L′(θ) depends
only on the value of θ · n on ∂Ω. Let us denote j(θ · n) = L′(θ).

2. Compute V ∗ such that j(V ∗) = min‖V ‖=1 j(V ), and advance the domain
according to V ∗. It is in the computation of V ∗ that the Hilbertian structure is
compulsorily needed.

5.1. A general theorem about eigenvalue differentiation. Differentiating
eigenvalues when they are multiple is nowadays quite standard. Two different ap-
proaches exist: the one of [19] for the foundations or [27] and [20], or the one of [15]
or [18] using the subgradient theory of Clarke [14]. We shall only state their result
here.

Definition 5.1. Define Ω0 as the actual working domain.
� Let α > 0, β1 > 0 be constants and L be the space of linear unbounded auto-

adjoint operators from L2(Ω0) → L2(Ω0) such that

∀L ∈ L, ∀u ∈ H1
D(Ω0) β1‖u‖2

H1
D(Ω0)

≥ (Lu, u)L2 ≥ α‖u‖2
H1

D(Ω0)
,

i.e., L is made of operators “uniformly” coercive with constant α and uniformly con-
tinuous with constant β1

� Let β2 > 0 be a constant and M be the space of continuous linear auto-adjoint
operators from L2(Ω0) → L2(Ω0) uniformly continuous with constant β2, i.e.,

∀M ∈ M, ∀u ∈ L2(Ω0) β2‖u‖2
L2(Ω0)

≥ (Mu, u)L2 .
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� Define the norm in those two spaces as follows: If N ∈ L or N ∈ M, then

‖N‖ = max
u∈H1

D

(Nu, u)L2

‖u‖2
H1

D

,

i.e., we endow M with the natural norm of L.
� Let

U ⊂ W 1,∞(D;D) → L × M

θ �→ (L(θ),M(θ))

be a Fréchet differentiable mapping with respect to the norm just defined. Define
L′(θ0) (resp. M ′(θ0)) the differential of L(θ) (resp. M(θ)) with respect to θ at the
point θ = 0 applied to θ0.

Theorem 5.2. Define γ1(θ) the smallest eigenvalue of the generalized eigenprob-
lem L(θ)u = γM(θ)u and Eθ its eigenspace, Eθ = Ker(L(θ) − γ1M(θ)). Then, for
all θ0 ∈ W 1,∞(D;D), γ1(θ) is directionally differentiable at the point θ = 0 in the
direction θ0 and the value of the directional derivative is

γ′
1(θ0) = min

u∈E0
(M(0)u,u)=1

(
L′(θ0)u, u

)
− γ1(0)

(
M ′(θ0)u, u

)
.

5.2. Calculus of the directional derivative of L. We want to apply the
general Theorem 5.2 in the shape sensitivity setting. We want to derivate L̃(θ) defined
as below.

Definition 5.3.

� Let T = Id + θ and Ωθ = T ◦ Ω0.
� Let M̃(θ) and L̃(θ) be defined as for all u, v in H1

D(Ωθ),

(M̃(θ)u, v) =

∫
Ωθ

ρu · v

(L̃(θ)u, v) =

∫
Ωθ

Ae(u) : e(v).

� Let γ̃1(θ) be the smallest eigenvalue associated to the problem

L̃(θ)u = γ̃1(θ)M̃(θ)u.

� Let L̃(θ) = −γ̃1(θ) + η|Ωθ|.
The L̃(θ) (resp. γ̃1(θ)) just defined corresponds to what has been denoted L(Ωθ)

(resp. γ1(Ωθ)) in section 2.1.
Theorem 5.2 cannot be applied to γ̃1(θ) because the spaces where the operators

L̃(θ) and M̃(θ) are defined changes with θ. That is why we consider the following
definition.

Definition 5.4.

� Let M(θ) ∈ M and L(θ) ∈ L be defined as

(M(θ)u, v) = (M̃(θ)u ◦ T−1, v ◦ T−1)

(L(θ)u, v) = (L̃(θ)u ◦ T−1, v ◦ T−1).

� Let γ̄(θ) be the smallest eigenvalue associated to the problem

L(θ)u = γ̄(θ)M(θ)u.
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We shall work with those operators instead of the classical one. They are defined on
a domain independent of θ so that the first eigenvalue can be derivated in the sense
of Theorem 5.2. First it must be proven that the introduced eigenvalue γ̄ is the same
as γ1 the first eigenvalue of the elasticity problem.

Lemma 5.5.

� L(θ) and M(θ) indeed belongs to L and M.
� γ̄(θ) and γ̃1(θ) coincide, where γ̃1 is defined in Definition 5.3.
Proof of Lemma 5.5.
� Let us first prove that γ̃1(θ) = γ̄(θ). Using u ∈ H1(Ωθ) ⇐⇒ v = u ◦ T−1 ∈

H1(Ω0), we have

γ̃1(θ)
−1 = max

u∈H1(Ωθ)

(
M̃(θ)u, u

)
(
L̃(θ)u, u

) = max
u∈H1(Ωθ)

(
M(θ)u ◦ T, u ◦ T

)(
L(θ)u ◦ T, u ◦ T

)
= max

v∈H1(Ω0)

(
M(θ)v, v

)(
L(θ)v, v

) = γ̄(θ)−1.

� Let us now prove that L(θ) belongs to L. The fact that L(θ) is coercive and
bounded with respect to the H1

D(Ω0) norm comes from the fact that L̃(θ) is coercive
and bounded in the H1

D(Ωθ) norm. We have to show that these constants of coer-
civity and boundedness are uniform in θ. Let’s introduce the tensor A which has the
symmetries of the elasticity:

Aijkl = Ajikl = Aijlk = Aklij

such that Aijkl(∂ju
i)(∂lv

k) = Ae(u) : e(v). We use the standard tool of shape sensi-
tivity, namely a change of variable:

(L(θ)u, v) =

∫
Ωθ

Aijkl∂j(u ◦ T−1)i∂l(v ◦ T−1)k

=

∫
Ω0

|det∇T |Aijkl(∂su
i)
(
∂j(T

−1)s
)
(∂mvk)

(
∂l(T

−1)m
)

(9)

=

∫
Ω0

l(θ)iskm(∂su
i)(∂mvk)

with

l(θ)iskm = Aiskm + (∂lθ
l)Aiskm −Aijkm(∂jθ

s) −Aiskl(∂lθ
m) + o(‖θ‖W 1,∞).

Given α and β the coercivity and continuity constant of L(0), there exist η > 0 such
that (s.t.) for every θ with ‖θ‖W 1,∞ < η, we have

∀u ∈ H1
D(Ω0) 2β0‖u‖2

H1
D(Ω0)

≥ (L(θ)u, u)L2 ≥ α0

2
‖u‖2

H1
D(Ω0)

.

We then verify the hypothesis of Definition 5.1 with α1 = α/2, β1 = 2β, and U =
{θ s.t. ‖θ‖W 1,∞ < η}. An analog development stands for M .

We can now apply Theorem 5.2 to γ̄(θ) = γ̃1(θ) and end with the following result.
Theorem 5.6. Recalling Definition 5.3, L̃(θ) = −γ̃1(θ) + η|Ωθ| is directionally

differentiable with respect to θ, and its directionally derivative at θ = 0 in the direction
θ0 is given by

L′(θ0) = max
u∈E0∫

Ω0
ρu·u=1

∫
∂Ω0

(θ0 · n) (−v(u, u) + η) ,
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where v(·, ·) is a bilinear functional defined by

v(u,w) = Ae(u) : e(w) − γ1ρ(Ω0)u · w on ΓN ,

v(u,w) = −Ae(u) : e(w) on ΓD,

and where E0 is the first eigenspace associated to γ1(Ω0) = γ̃(0) the smallest eigen-
value for θ = 0.

One can of course verify that the formula when the dimension of the eigenspace
is greater than 1 is the same as the formula when the dimension is equal to 1.

Proof of Theorem 5.6. We apply Theorem 5.2 to γ̃1(θ) = γ̄(θ) in order to calculate
L′(θ0). The calculus above for L (and the same for M) shows that

(L′(θ)u, v)=

∫
Ω0

(
(∂lθ

l)Aiskm −Aijkm(∂jθ
s) −Aiskl(∂lθ

m)
)
(∂su

i)(∂mvk)

=

∫
Ω0

Aiskm(∂lθ
l)(∂su

i)(∂mvk) −Aiskm(∂sθ
l)(∂lu

i)(∂mvk)

−Aiskm(∂mθl)(∂su
i)(∂lv

k),

(M ′(θ)u, v) =

∫
Ω0

(∂lθ
l)ρuivi.

Applying Theorem 5.2 gives

L′= max
u∈E0∫

Ω0
ρu·u=1

−
∫

Ω0

Aiskm(∂lθ
l)(∂su

i)(∂mvk) + Aiskm(∂sθ
l)(∂lu

i)(∂mvk)

+

∫
Ω0

Aiskm(∂mθl)(∂su
i)(∂lv

k) + (∂lθ
l)ρuivi + η(∂lθ

l).(10)

We perform an integration by part on θ; the term in
∫
Ω0

is equal to

θlAiskm
[
∂l(∂su

i∂muk) − ∂s(∂lu
i∂muk) − ∂m(∂su

i∂lu
k)
]
− θlγ1ρ∂l(u

iui).(11)

Some algebra used in coordination with γ1ρu = −divAe(u) allows us to conclude that
this term is equal to 0. The remaining term is then equal to

L′(θ) = max

∫
∂Ω0

(θ · n)[−Aiskm(∂su
i)(∂muk) + γ1ρu · u + η]

+

∫
∂Ω0

Aiskmθlnm(∂su
i)(∂lu

k) + Aiskmθlns(∂lu
i)(∂muk).(12)

On the Neumann part of the boundary we use Ae(u) · n = 0 and the definition of C
to conclude that

Aiskm(∂su
i)nm = 0 = Aiskm(∂muk)ns.

On the Dirichlet part of the boundary we use u = 0 so that ∇u = ∂u
∂n ⊗n to conclude

that

(θ · n)(∂muk) = θlnm(∂lu
k) and (θ · n)(∂su

i) = θlns(∂lu
i)

so that

L′(θ) = max

∫
∂Ω0

(θ · n)[−Ae(u) : e(u) + γ1u · u + η] + 2

∫
ΓD

(θ · n)Ae(u) : e(u).
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Remark 5.7 (Assumed regularity of Ω0). We need regularity on the domain Ω0

in two occurrences. The first one is when we perform a change of variable ((9) in the
demonstration of Lemma 5.5), and the second one is when we perform an integration
by part ((11) in the demonstration of Theorem 5.6).

The change of variable is compulsory in order to prove the derivability. It is
sufficient to suppose Ω0 Lipschitz in order to be able to perform it.

The integration by part is used only in order to express the directional derivative
(10) as an integral over ∂Ω0 (see (12)). Performing this integration by part is asking
a lot of regularity on Ω0 because the eigenvector u must be regular enough, i.e.,
u ∈ H1(∂Ω0). But this integration by part is not needed if the only goal is to prove
the directional derivability.

5.3. Calculating V ∗. The goal of this subsection is to calculate V ∗ the mini-
mizer to

min
‖V ‖=1

max
u∈E0∫

Ω0
u·u=1

∫
∂Ω0

V (−v(u, u) + η) ,(13)

where v(·, ·) is defined in Theorem 5.6. We will prove in this section that this is a
semidefinite programming (SDP) problem in low dimension that is easily solved. The
use of SDP for eigenvalue optimization is classical; the goal of this section is to show
that solving this SDP problem is a very easy task thanks to the Hilbertian structure
endowed by the velocity regularization. A good introduction to SDP is [33] and the
references therein. Only some basic facts about SDP problems have been recalled
here.

Definition 5.8.

� Let Y be an unknown vector. Give Y0 a vector and E(Y ) a matrix whose
coefficients depend linearly on Y . Let ≥ 0 stand for “symmetric positive.” An SDP
problem is of the form

min
E(Y )≥0

Y TY0.

� SDP problems are efficiently solvable by duality methods. In order to ensure that
there is no gap of duality, a sufficient condition is to find Y1 a strictly primal feasible
point, i.e., such that E(Y1) > 0 (definite positive).

We now need to introduce the semidefinite programming problem we will work
on.

Definition 5.9. Recall Definition 4.1 of the scalar product (·, ·)H1 .
� Define (ei)i=1,...,d an orthonormal basis of E0 for the scalar product

(u,w) =

∫
Ω0

ρu · v.

� Define (aij)i,j=1,...,d and c as

(aij , X)H1 =

∫
∂Ω0

−Xv(ei, ej) and (c,X)H1 =

∫
∂Ω0

Xη.

� Define hk an orthonormalized basis of Span(aij , c)i,j for the scalar product
(, )H1 . Let m be the dimension of this space, and let (akij)k=1,...,m (resp. (ck)k=1,...,m)
be the coordinates of aij (resp. c) on the basis (hk)k=1,...,m.
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� For any X = (X1, . . . , Xm) and (z, w) ∈ R
2, let Y = [X,w, z].

� Let A(X) be the d× d matrix A(X)ij = akijXk, let C(X) = ckXk, and let

D(Y ) =

[
−A(X) + zId 0

0 −C(X) − z + w

]
, E(Y ) =

⎡
⎣ D(Y ) 0 0

0 Id X
0 XT 1

⎤
⎦ .

The coefficients of E depends linearly on Y = [X,w, z].
� Let Y ∗ = [X∗, w∗, z∗] be the solution of the following SDP problem:

min
E(Y )≥0

w(14)

Theorem 5.10. V ∗, the minimizer of the problem (13), is given by

V ∗ =

m∑
k=1

Vkhk,

where the vector X∗ = [V1, . . . , Vk] is defined as a solution of the semidefinite problem
(14).

� The problem minE(Y )≥0 w is strictly feasible; SDP programming can be applied.
� V ∗ (or equivalently X∗) is attained.
Proof. We transform the problem (13) into (14) by using the fact that v(·, ·) is

bilinear (see Theorem 5.6 for the definition of v)

min
‖V ‖H1=1

max
u∈E0∫
Ω0

ρu·u=1

∫
∂Ω0

V [−v(u, u) + η]

= min
‖V ‖H1=1

max∑d
i=1 λ2

i=1

∫
∂Ω0

V [−λiλjv(ei, ej) + η]

= min
‖V ‖H1=1

max∑d
i=1 λ2

i=1
λiλj(V, aij)H1 + (V, c)H1

= min
‖V ‖H1=1

max∑d
i=1 λ2

i=1
(V, hk)H1(λiλja

k
ij + ck)

so that V ∗ is a minimizer of (13) if and only if X∗
k = (V ∗, hk)H1 are minimizers of

the following problem:

min∑
X2

k≤1
max∑d

i=1 λ2
i=1

λiλja
k
ijXk + ckXk.(15)

� Showing that (15) is equivalent to (14) is a standard issue of SDP: The condition
E([X,w, z]) ≥ 0 is equivalent to (X,X) ≤ 1 and D([X,w, z]) ≥ 0. The condition
D([X,w, z]) ≥ 0 is equivalent to zId ≥ A(X) and w ≥ z + C(X). So

E([X,w, z]) ≥ 0 ⇐⇒
∑
k

X2
k ≤ 1 and w ≥ z + Xkc

k and z ≥ max∑d
i=1 λ2

i=1
λiλja

k
ijXk

so that minimizing w with the above condition is equivalent to finding X in the
problem (15).

� Choosing X = 0, z > 0, and w > z gives a [X,w, z] for which F ([X,w, z]) > 0.
The problem is then strictly feasible, an extended Slater’s condition holds, and the
dual problem (in terms of semidefinite duality) has the same extremal value.
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Fig. 21. Initialization for the narrow domain (left) and for the big domain (right).

� The condition
∑

k X
2
k ≤ 1 ensures that X is bounded and that every minimizing

sequence converges up to a subsequence. The maximum is indeed attained.

Remark 5.11. The SDP problem is not difficult to solve. Recall that d is the
dimension of the first eigenspace, then [X,w, z] is of dimension lower or equal to
d(d+1)

2 + 3 and the matrix E is a d(d+3)
2 + 3 square matrix.

6. Numerical results.

6.1. The 3d eigenvalue of a beam. We naturally set our problem in 3d with
symmetries, where we are sure to obtain a multiplicity of the first eigenvalue greater
than 1. The first example which will be called the “big domain” problem is a 3×3×1
rectangle discretized with a 21×21×23 mesh. A zero displacement boundary condition
is imposed on the plane z = 0, and four cells on the middle of the plane z = 1 are not
subject to optimization and are 50 times heavier (see Figure 21). Since the domain is
symmetric, the shapes are expected to keep a first eigenvalue of dimension at least 2
along the iterations. The Young’s modulus is set to 1 and the Poisson ratio to 0.3. In
the void, the density ρ is set to 0 and the parameter ε is equal to 10−5. The second
problem is the same as the first except that the rectangle is of dimension 0.6× 0.6× 1
(discretized by a 15 × 15 × 43 mesh) with a mass tip that is 200 times heavier. The
second problem will be called in this section the “narrow domain” problem.

Discussion about the big domain problem. The Lagrange multiplier being
set to 5.3×10−8, Figure 22 is a display of the optimal shape and Figure 23 displays the
three smallest eigenvalues. There is one eigenvalue that is always (except on iterations
22 to 28) of multiplicity two and one which is of multiplicity one. The eigenvalue of
multiplicity one corresponds to an eigenvector which is localized on the heavy cells
and that interferes in the optimization process. The panel on the left-hand side of
Figure 23 shows the evolution of the eigenvalues. On each iteration, the value of d the
dimension of the subspace of the first eigenvalue is shown. The expected behavior of
the algorithm can be verified.

Discussion about the narrow domain problem. Figure 24 shows the optimal
shape and Figure 25 shows the convergence history of the narrow domain problem.
As can be seen in Figure 25 (left), the global evolution of the algorithm is as follows:



VELOCITY EXTENSION FOR THE LEVEL-SET METHOD 363

Fig. 22. The optimal shape for the first eigenvalue in a big domain (left) and its boundary (right).
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Fig. 23. Evolution of the three smallest eigenvalues (left) and an interpretation (right) for the
big domain.

Fig. 24. The optimal shape for the first eigenvalue in a narrow domain (isovalue 0.2 of the
density is drawn).
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Fig. 25. Evolution of the two smallest eigenvalues (left) and the objective function (right) for
the narrow domain.

First reinforce the structure so that the first eigenvalue raises, and then optimize the
weight of the structure. The Lagrange multiplier is set to 10−8 for this example.

Discussion about the symmetries. Neither of the two problems give rise
to radially symmetrical shapes. For the narrow-domain problem it can be easily
understood by the fact that the shape is constrained into a box. For the big-domain
problem one can advance an explanation based on a mesh-effect. But it is known that
there exist symmetric problems whose solutions do not respect the symmetries. We
still do not know if the optimal shape is or is not radially symmetric for this problem.

6.2. The short cantilever. We run our algorithm on a vibrating cantilever
that is the same test case as the one of section 4.3 except that the working domain is
of size 1×2 discretized with a regular 80×160 mesh. The other parameters that have
changed are the Lagrange multiplier which is set to 0.3 and the heavier mass which
has a density 80 times heavier. This test case was introduced in [4] where the authors
pointed out the appearance of multiple eigenvalues. It is not the exact same test
because when the test of [4] has been run, the improvement of the multiple eigenvalue
method is not as obvious as in the test presented here.

The test is run with the standard single eigenvalue optimization (only one eigen-
value is taken into account during optimization) and the multiple eigenvalue opti-
mization processes. Figure 26 (left) is the initializing shape which is the same for the
two process and Figure 26 (right) is the optimal shape for the multiple eigenvalue
optimization process. Figure 27 shows the evolution of the objectives functions for
the two different processes.

At iteration n, the algorithm considers an eigenvalue to be of multiplicity d if
and only if the relative differences γd/γ1 − 1 ≤ ε0 < γd+1/γ1 − 1, where ε0 is a user-
defined criterion. If the shape computed at iteration n + 1 is not better than the
shape computed at iteration n and if the eigenvalue at iteration n is multiple, then
the parameter ε0 is decreased. The parameter ε0 is set to 10 percent at the beginning
of the optimization process. This explains the behavior of the algorithm in Figure 28
(right).

It can be seen in Figure 28 (left) that when the first eigenvalue is considered to be
always of multiplicity one, the two first eigenvalues have a tendency to merge and the
algorithm cannot improve the shape. If we follow the branches of eigenvalues according
to the modes, we would see that the smallest eigenvalue does not correspond to the
same modes during optimization, i.e., the algorithm optimizes one mode at iteration
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Fig. 26. Initialization and optimal shape for the first eigenvalue of a short cantilever.
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Fig. 27. Evolution of the objective function for the two different methods.

0 10 20 30 40 50 60
0

0.1

0.2

0.3

0.4

0.5

0 10 20 30 40 50 60
0

0.1

0.2

0.3

0.4

0.5

Gradient with 2 eigenvalues

Fig. 28. Evolution of the two smallest eigenvalues for the single eigenvalue optimization (left)
and for the multiple eigenvalue optimization (right).

n and another one at iteration n + 1. This is standard of optimization with respect
to a maximum of a function when the maximum is multiple and it is well known to
slow down the algorithm.
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7. Conclusion. The velocity-regularization method presented here improves the
speed and accuracy of the level-set method and extends it to new problems. Thanks
to the Hilbertian method, three issues can be dealt with: the extension, the regular-
ization, and the endowment of a Hilbertian structure (see the discussion in section
4.2).

The extension issue (i.e., extending everywhere a velocity which is only defined
on the boundary) is related only to the speed of the algorithm. The 2d compliant can-
tilever of section 4.4 which shows the mesh-independence of the Hilbertian method is a
good example of the improvements this new method brings to the level-set algorithm.

The regularization issue is about dealing with more regular velocities. It is indeed
an improvement as can be seen in the mechanism examples because it allows one to
improve the accuracy of the optimal shape. It allows one to also improve the speed of
the algorithm by diffusing the peaks of the velocity in the vicinity of the peak. The
only test for which velocity regularization is not as efficient in terms of accuracy as the
natural extension is the first step of the optimization procedure of the 2d mechanism
of section 4.5 (see Figure 8 (left)). This can be explained by the fact that the adjoint
is not computed with a precision that is accurate enough when the ratio of the weak
material is too high. Sadly for 2d tests which need the computation of an adjoint, it
still seems compulsory to perform the 2-steps optimization procedure. It was seen in
section 4.7 that this trick is not needed in 3d.

Because the velocity regularization endows the problem with a Hilbertian struc-
ture, it allows one to apply the level-set method of optimization for several problems
that are not differentiable but whose directional derivative exists. The computation
of the descent direction relies on an SDP problem. The transformation of the steepest
descent algorithm into an SDP problem can be made because the directional deriva-
tive of the problem is a maximum of quadratic functions over a sphere. This is the
case for the eigenvalue problem, for the robust compliance problem, and for the buck-
ling load problem which are all based on the generalized eigenvalues problem. The
investigation of the two latest problems and application of the Hilbertian method to
those issues is in progress.
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Abstract. This paper is dedicated to robust matrix eigenvalue clustering in a subregion D of
the complex plane. A norm-bounded uncertainty is considered. D is any intersection and/or union
of half planes, discs, and outsides of discs. This work aims at computing the associated complex
D-stability radius. This challenge was already tackled in a recent paper but the technique therein
may fail or lead to conservative results when the subregions overlap. The present paper proposes
to circumvent those limits thanks to an extended version of the Kalman–Yakubovich–Popov (KYP)
lemma which is deduced from the so-called generalized S-procedure.
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1. Introduction. Matrix D-stability appears to be a discerning tool to appre-
ciate the transient performances of a linear model (a matrix is said to be D-stable
when its spectrum lies in a region D of the complex plane). Many contributions pro-
pose necessary and sufficient conditions for matrix D-stability such as paper [12], its
generalized Lyapunov equations and its Ω-regions, based on the pioneer work of [14],
or [9] and its LMI regions (LMI stands for linear matrix inequality: see [8]).

In the presence of uncertainties, the necessity of the above-mentioned conditions
cannot be preserved in most cases. Thus, it is important to check robust D-stability
through sufficient conditions. The Hurwitz-stability case was tackled in [19, 29, 27, 11].
Ω-regions were considered in [28, 6]. For polytopic uncertainty, LMI conditions given
in [9, 20] prove to be very effective. The special case of norm-bounded uncertainty
[21] is of interest since the complex D-stability radius can be reached owing to the
bounded real lemma when D is either a disc or a half plane [17, 18, 10] (the complex
stability radius corresponds to the largest radius of the ball of complex uncertainties
that preserve stability). For the real stability radius, see [13, 22].

Quite few results exist concerning nonconnected regions, especially combinations
of several subregions, although it helps to handle the compromise between robustness
and satisfactory transient behavior. Since the first contribution [2], other works were
presented in [5, 4, 7]. For structured uncertainty, see the work of [25] on the original
good ride quality region particularly convenient for aircraft models. One of the most
recent contributions dealing with norm-bounded uncertainty is [3] in which the reader
can find details and discussions about the above-mentioned papers. Starting from
the notion of ∂D-regularity (nonintersection between the matrix spectrum and some
curve ∂D), the approach presented in [3] is efficient and often leads to the complex D-
stability radius, except when the various subregions of D overlap. The present paper
must be seen as an extension of [3] that circumvents the mentioned limits. It relies on
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an extended version of the Kalman–Yakubovich–Popov (KYP) lemma deduced from
the insightful paper [16] and its generalized S-procedure.

The present paper is organized as follows: section 2 emphasizes the limits of [3]
and states the problem under a new and more precise formulation. In section 3, once
some background is recalled, an extended version of the KYP lemma is proposed.
Section 4 is devoted to numerical examples. Section 5 concludes the paper.

Notation. M ′ denotes the transpose conjugate of matrix M . Hence, s′ ∈ C is
the conjugate of s. MH equals matrix M +M ′. The 2-norm of M (maximal singular
value) is denoted by ||M ||2. I and 0 are the identity matrix and the null matrix of ap-
propriate dimensions, respectively. In matrix inequalities, > 0 and < 0 mean positive
definite and negative definite, respectively; ≥ 0 and ≤ 0 mean positive semidefinite
and negative semidefinite, respectively. Symbol i denotes the imaginary unit. λ(M)
and tr(M) are the spectrum and the trace of square matrix M , respectively. Sym-
bol ⊗ stands for the matrix Kronecker product. Finally, given a couple of complex
matrices (X,Y ) and a matrix

T = T ′ =

[
t00 t10
t′10 t11

]
∈ C

2×2,

the expressions FT (X,Y ) and GT (X,Y ) are defined by{
FT (X,Y ) = t00XX ′ + (t10Y X ′)H + t11Y Y ′

GT (X,Y ) = t00X
′X + (t10X

′Y )H + t11Y
′Y.

2. Motivation. In this section, some results proposed in [3] are first recalled.
However, the limits inherent to those techniques are highlighted. That is why the
problem initially stated in [3] is presented under a new and more complete formulation.

Consider an uncertain matrix that reads:

(1) Ac = A + BΔC ∈ C
n×n.

Matrix Δ is constant, unknown, and assumed to belong to the ball B(ρ) of all matrices
Δ ∈ C

q×r satisfying ||Δ||2 ≤ ρ. Matrices A ∈ C
n×n, B ∈ C

n×q, and C ∈ C
r×n are

given. Such a description is referred to as norm-bounded uncertainty [21].
Now consider the next Hermitian matrices:

(2) Rk = R′
k =

[
rk00 rk10

r′k10
rk11

]
∈ C

2×2 ∀k ∈ {1, . . . ,m},

from which the following geometric curves are defined:

(3) ∂Dk = {s ∈ C|fk(s) = FRk
(1, s) = GRk

(1, s) = 0} ∀k ∈ {1, . . . ,m}.

Relevant curves are lines or circles which can be nonsymmetric with respect to the
real axis. Each curve ∂Dk enables one to define an associated region:

(4) Dk = {s ∈ C | fk(s) < 0} ∀k ∈ {1, . . . ,m}.

Clearly, Dk denotes either one side or the other side of the boundary ∂Dk. Then it
can be a half plane, a disc, or the outside of a disc. It is an open region (i.e., not
including ∂Dk) in order to encompass the concept of asymptotic stability for linear
time-invariant (LTI) systems.
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D = D1 ∪ D2

∂D1
∂D2

∂D3

∂U ∩ D �= ∅ ∂U ∩ D = ∅

nominal roots

∂D2
∂D1

D

∂D5 ∂D4

Fig. 1. �∂U = rD.

Also define the region D as a combination, i.e., any union and/or intersection of
the various subregions Dk. Such a formulation of D clearly enables a very large choice
of regions.

This contribution aims at computing the complex D-stability radius rD, i.e., the
largest value of ρ—the radius of B(ρ)—so that, A being D-stable, Ac defined in (1)
remains also D-stable for any Δ ∈ B(ρ). In [3] a technique to derive a lower bound
ρ� was proposed. This bound may equal the D-stability radius, but it is sometimes
conservative. The main result of [3] is now recalled.

Theorem 1 (see [3]). Let Ac, D, ∂D be an uncertain matrix as defined in (1), a
clustering region as defined above and its boundary, respectively. Then Ac is robustly
∂D-regular against B(ρ) if there exist m Hermitian matrices Pk, k = 1, . . . ,m, such
that

(5)

Qk(Pk, γ) =

[
GRk (P

1/2
k , P

1/2
k A) + C′C rk10PkB + rk11A

′PkB
r′k10

B′Pk + rk11B
′PkA rk11B

′PkB − γI

]
< 0 ∀k ∈ {1, . . . ,m},

where γ = ρ−2.
In this event, Ac keeps the same number of eigenvalues inside D for any Δ ∈ B(ρ).
Moreover, if ∂D can be identified with ∂U =

⋃m
k=1 ∂Dk, then condition (5) is also

necessary.
To roughly sum up the above theorem and paper [3] in general, one can write that

the uncertain matrix Ac defined in (1) is robustly D-stable if the nominal matrix A
is D-stable and if Ac is robustly ∂D-regular. The ∂D-regularity of a matrix is simply
the nonintersection between its spectrum and the set ∂D. In [3], there are also consid-
erations on the relation between the inertias of matrices Pk and the dispatching of the
eigenvalues of A or Ac with respect to the various Dk. But these notions do not need
to be developed here. Note that Theorem 1 is deduced from the KYP lemma [26, 23].

The value ρ� of ρ, obtained by minimizing γ while satisfying (5), equals �∂U
(the so-called complex ∂U-regularity radius) which is itself a lower bound of �∂D
(the complex ∂D-regularity radius). It is shown in [3] that if A is D-stable and if
∂U ∩ D = ∅, then �∂U actually equals rD, the complex D-stability radius. The D-
stability of A is obviously necessary to check the D-stability of Ac but assumption
∂U ∩D = ∅ is not always satisfied; hence the possible conservativeness of Theorem 1.
To highlight it, Figure 1 shows both cases: the left side corresponds to ∂U ∩ D �= ∅
so �∂U ≤ rD, whereas the right side corresponds to ∂U ∩ D = ∅ so �∂U = rD.

The drawback of Theorem 1 is that no rigorous description of the actual set ∂D
is provided when ∂U ∩ D = ∅. For example, on the left side of Figure 1, the parts
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of the circles ∂D1 and ∂D2 that belong to D should not be taken into account. This
selection of points in ∂Dk is not made. To remedy this, a new description of ∂D is
now proposed.

Let m curves ∂Dk be described as in (3). Let the matrices Φk,l be defined by

(6) Φk,l =

[
φk,l00 φk,l10

φ′
k,l10

φk,l11

]
= Φ′

k,l ∈ C
2×2, k = 1, . . . ,m, l = 1, . . . , pk.

Define m subregions Ēk by

(7) Ēk =
{
s ∈ C|FΦk,l

(1, s) = GΦk,l
(1, s) ≥ 0 ∀l ∈ {1, . . . , pk}

}
∀k ∈ {1, . . . ,m}.

Each region Ēk is actually the intersection of various closed subregions Ēk,l character-
ized by inequalities GΦk,l

(1, s) ≥ 0. Subregions Ēk,l are half planes, discs, or outsides
of discs, not necessarily symmetric. Consider the sets ∂Γk defined by

(8) ∂Γk = ∂Dk ∩ Ēk =
{
s ∈ C|GRk

(1, s) = 0,FΦk,l
(1, s) ≥ 0∀l ∈ {1, . . . , pk}

}
for all k ∈ {1, . . . ,m}. Each set ∂Γk is the intersection of a line or a circle with pk
closed half planes, discs, or outsides of discs. In other words, it is a line or a circle from
which only some points are selected through the choice of various Φk,l. Furthermore,
define the set ∂D as

(9) ∂D =

m⋃
k=1

∂Γk.

If one considers any combination (intersection and/or union) of half planes, discs, and
outsides of discs, then its boundary can read formulation (9). For D as pictured on
Figure 1 (left side), the circles ∂D1 and ∂D2 can be restricted to the subsets that
are not in D, thanks to an appropriate choice of Φ1,1 and Φ2,1 (the first example
in section 4 will highlight this assertion). With the description given in (9), the
computation of the complex D-stability radius rD becomes equivalent to that of the
complex ∂D-regularity radius �∂D.

3. Extended KYP lemma and complex D-stability radius. This section
is devoted to the computation of rD through an LMI approach. First, some techni-
cal preliminaries are needed. Then, some sort of extended KYP lemma is deduced.
Finally, it is shown that this lemma can be directly exploited to solve the stated
problem.

3.1. Background and preliminary lemmas. A key point in the present rea-
soning is that each LMI condition of Theorem 1 enables testing of the robust ∂Dk-
regularity of a matrix, whereas it should test the robust ∂Γk-regularity (∂Γk ⊂
∂Dk, ∀k). It is similar to the problem encountered while applying the finite fre-
quency KYP lemma. Such a lemma is proposed in [16] and is proven with the help of
the so-called generalized S-procedure. The present paper largely exploits the results
provided in [16]. The reader is strongly invited to refer to this paper from which
Definition 1 is extracted.

Definition 1 (see [16]). A subset S of n×n Hermitian matrices is said lossless
if

(a) S is convex;
(b) S ∈ S ⇒ τS ∈ S ∀τ > 0;
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(c) For each nonzero matrix H ∈ C
n×n of rank r such that

H = H ′ ≥ 0, tr(SH) ≤ 0 ∀S ∈ S,

there exist vectors ξi ∈ C
n, i = 1, . . . , r, such that

H =

r∑
i=1

ξiξ
′
i and ξ′iSξi ≤ 0 ∀S ∈ S.

The above definition is necessary to apply the so-called generalized S-procedure
[16, Theorem 1] implicitly used in forthcoming Theorem 2. This definition and this
procedure are not the only borrowings from [16]. Other insights of this discerning
paper are exploited in what follows.

Lemma 1. Let W and Z be complex matrices of the same size and R ∈ C
2×2 be

defined by

R = R′ =

[
r00 r10
r′10 r11

]
.

Then the following statements are equivalent.
(i)

(10) FR(W,Z) = 0.

(ii) There exists a matrix E such that Z = WE and

(11) FR(I, E) = 0.

Proof. (i)⇒(ii): First assume that r11 = 0; then from (10)

r00WW ′ + r′10WZ ′ + r10ZW ′ = W

(
1

2
r00W + r10Z

)′
+

(
1

2
r00W + r10Z

)
W ′

= WY ′ + YW ′ = 0

with Y = ( 1
2r00W + r10Z). By virtue of [23, Lemma 3, statement (iii)], this implies

the existence of U such that UU ′ = I and Y = W (I − U)(I + U)−1 = WŪ . Hence

Ū + Ū ′ = (I + U ′)−1 {(I + U ′)(I − U) + (I − U ′)(I + U)} (I + U)−1

= (I + U ′)−1 {I + U ′ − U − U ′U + I − U ′ + U − U ′U} (I + U)−1 = 0.

From Y = WŪ , it can be deduced that W and Z comply with

W

(
Ū − 1

2
r00I

)
= r10Z,

which can be written as Z = WE with

(12) E =
1

r10

(
Ū − 1

2
r00I

)

(note that r10 �= 0 otherwise W and Z equal 0). Since Ū + Ū ′ = 0,

r00I + r′10E
′ + r10E = 0 ⇔ FR(I, E) = 0.
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Now assume that r11 �= 0, then (10) becomes

r̂00WW ′ + r̂′10WZ ′ + r̂10ZW ′ + ZZ ′ = 0

with r̂i0 =
ri0
r11

for i = 0, 1. The previous equation can be rewritten as

(Z + r̂′10W ) (Z + r̂′10W )
′
= (r̂10r̂

′
10 − r̂00)WW ′

from which, by virtue of lemma [23, Lemma 3, statement (i)], one gets

Z + r̂′10W =
√

(r̂10r̂′10 − r̂00)WU

for some U such that UU ′ = I. Finally it leads to Z = WE with

(13) E =

(
−r̂′10I +

√
(r̂10r̂′10 − r̂00)U

)
.

It is obvious that E satisfies

E + r̂′10I =
√

(r̂10r̂′10 − r̂00)U

which yields

(E + r̂′10I) (E + r̂′10I)
′
= (r̂10r̂

′
10 − r̂00) I

⇔ FR(I, E) = 0.

To prove (ii)⇒(i), just left- and right-multiply (11) by W and W ′, respectively, to
recover (10).

An extension of [16, Lemma 2] is now presented.
Lemma 2. Let two complex vectors f and g �= 0 be given. Also let ∂D be defined

by (8) with k = m = 1 (so the dependence of R, P , Φl and Ql on k is omitted). The
following statements are equivalent.

(i) ∃s ∈ ∂D = ∂Γ1 | f = sg.

(ii) Z =

[
g
f

]′(
R⊗ P −

p∑
l=1

(Φl ⊗Ql)

)[
g
f

]
≤ 0

∀P = P ′ and ∀Ql = Q′
l > 0, l = 1, . . . , p.

Proof.

(i) ⇒ Z = FR(1, s)g′Pg −
p∑

l=1

(FΦl
(1, s)g′Qlg).

Since s ∈ ∂Γ1, relations

−
p∑

l=1

(FΦl
(1, s)) ≤ 0 and FR(1, s) = 0

are satisfied. Besides, since Ql > 0∀l ∈ {1, . . . , p}, one gets Z ≤ 0 and then (ii) is
true.
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Reciprocally, (ii) ⇒

tr

([
g
f

] [
g′ f ′ ](R⊗ P −

p∑
l=1

(Φl ⊗Ql)

))
≤ 0

⇔ tr

⎛
⎜⎜⎜⎜⎝
[

g
f

] [
g′ f ′ ]

⎡
⎢⎢⎢⎢⎣

r00P −
p∑

l=1

(φl00Ql) r10P −
p∑

l=1

(φl10Ql)

r′10P −
p∑

l=1

(φ′
l10Ql) r11P −

p∑
l=1

(φl11Ql)

⎤
⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎠ ≤ 0

(14) ⇔ tr(FR(g, f)P ) − tr

(
p∑

l=1

(FΦl
(g, f)Ql)

)
≤ 0.

Clearly, since (14) is true for all P = P ′ and Ql = Q′
l > 0, it holds for any choice

Ql = wlI, wl > 0, l = 1, . . . , p, and P = αI with α > 0 possibly very large. Hence

(15)

⎧⎪⎪⎨
⎪⎪⎩

FR(g, f) = 0

p∑
l=1

(wlFΦl
(g, f)) ≥ 0 ∀wl > 0, l = 1, . . . , p.

From the equality in (15) and Lemma 1, a scalar s• ∈ ∂D1 verfies f = s•g.
Now consider the inequality in (15). Since f = s•g, it comes:

p∑
l=1

(wlFΦl
(1, s•)) ≥ 0 ∀wl > 0, l = 1, . . . , p.

The above inequality holds for any set of wl > 0 if and only if FΦl
(1, s•) ≥ 0 for all l

in {1, . . . , p}. Thus, s• belongs to ∂Γ1.
Now, still inspired from [16], the next lemma is proposed.
Lemma 3. Let some matrix R defined in (2), some matrices Φl defined in (6)

(with k = 1) and a matrix F ∈ C
2n×q be given. Also let a subset of Hermitian

matrices S be defined by

(16) S :=

{
F ′

(
R⊗ P −

p∑
l

(Φl ⊗Ql)

)
F : P = P ′, Ql = Q′

l > 0, l = 1, . . . , p

}
.

Then S is lossless.
Proof. Refering to Definition 1, properties (a) and (b) are obvious. For property

(c), consider a matrix H = H ′ ≥ 0 such that tr(HS) ≤ 0∀S ∈ S and H = GG′,
where G ∈ C

q×r is of rank r. One gets:

tr

(
GG′F ′

(
R⊗ P −

p∑
l

(Φl ⊗Ql)

)
F

)
≤ 0 ∀P = P ′, Ql = Q′

l > 0

(17) ⇔ tr

(
FGG′F ′

(
R⊗ P −

p∑
l=1

(Φl ⊗Ql)

))
≤ 0 ∀P = P ′, Ql = Q′

l > 0.
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Define matrices W and Z by

(18)

[
W
Z

]
= FG.

Thus, inequality (17) can be written

tr

([
W
Z

] [
W
Z

]′(
R⊗ P −

p∑
l=1

(Φl ⊗Ql)

))

= tr

([
WW ′ WZ ′

ZW ZZ ′

]′(
R⊗ P −

p∑
l=1

(Φl ⊗Ql)

))

= tr

([
WW ′ WZ ′

ZW ′ ZZ ′

]
(R⊗ P )

)
− tr

(
p∑

l=1

([
WW ′ WZ ′

ZW ′ ZZ ′

]
(Φl ⊗Ql)

))
≤ 0

∀P = P ′, Ql = Q′
l > 0.

As in the proof of Lemma 2, it can be deduced that

(19)

⎧⎪⎪⎨
⎪⎪⎩

FR(W,Z) = 0

p∑
l=1

(wlFΦl
(W,Z)) ≥ 0 ∀wl > 0, l = 1, . . . , p.

From Lemma 1 and from the equality in (19), there exists some matrix E such that

(20) Z = WE

and

(21) FR(I, E) = 0.

Such a matrix E is given by either (12) and (13). Since U satisfies UU ′ = I, it is easy
to check that it has no eigenvalue with geometric multiplicity greater than 1. Then
it can be written

U = V ΛUV
−1,

where V is a modal matrix and ΛU is diagonal. Matrix Ū involved in (12) complies
with

Ū = V (I − ΛU )(I + ΛU )−1V −1

so it has a similar diagonal form. Expressions (12) and (13) enable one to check
that E has also a similar diagonal form with V as a modal matrix. Thus let r
vectors vi, i = 1, . . . , r, be the columns of V ; one can write the definition of the right
eingenstructure of E as follows:

Evi = λivi, λi ∈ C ∀i ∈ {1, . . . , r}.

The eigenvectors vi can be chosen as the orthonormal basis of a subspace of dimension
r so that

∑r
i=1(viv

′
i) = I. Then, inequality (21) yields

(22) v′iFR(I, E)vi = FR(1, λi)v
′
ivi = 0 ∀i ∈ {1, . . . , r}.

The above equality proves that each λi belongs to ∂D1 characterized by R.
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Besides, from the inequality given in (19), relation (20) enables one to write:

v′i

(
p∑

l=1

(wlFΦl
(W,WE))

)
vi

=

(
p∑

l=1

(wlFΦl
(1, λi))

)
(v′iWW ′vi) ≥ 0 ∀i ∈ {1, . . . , r}, ∀wl > 0, l = 1, . . . p

⇒
p∑

l=1

(wlFΦl
(1, λi)) ≥ 0 ∀i ∈ {1, . . . , r}, ∀wl > 0, l = 1, . . . p

(23) ⇒ FΦl
(1, λi) ≥ 0 ∀l = 1, . . . p.

The above inequality proves that each λi ∈ ∂D1 belongs to Ē1 and therefore to ∂Γ1.
The remaining part of the proof is analogous to the one in [16, Lemma 3]. The

sum and the Kronecker product in the expressions of FR and FΦl
are no real obstacles

and bring only slight modifications.

3.2. Extended KYP lemma. Now that the set S is proved to be lossless, an
appropriate application of the generalized S-procedure [16, Theorem 1] enables us to
state the next theorem which might be considered as the main result of the paper.

Theorem 2. Let ∂D = ∂Γ1 be defined by (8) (k = m = 1 so the dependence of
R, P , Φl and Ql on k is still omitted). Also let matrices A ∈ C

n×n, B ∈ C
n×q and

Θ = Θ′ ∈ C
(n+m)×(n+m) be given. Assume that A is ∂D-regular. Then the following

statements are equivalent.
(i)

(24)

[
(sI −A)−1B

I

]′
Θ

[
(sI −A)−1B

I

]
< 0 ∀s ∈ ∂D.

(ii) There exist n × n complex Hermitian matrices P and Ql = Ql > 0, l =
1, . . . , p, such that

(25)

[
I 0
A B

]′(
R⊗ P +

p∑
l=1

(Φl ⊗Ql)

)[
I 0
A B

]
+ Θ < 0.

Proof. The proof is similar to the one of the finite frequency KYP lemma proposed
in [16]. However, an outline is proposed for clarity.

Statement (i) is equivalent to ζ ′Θζ < 0 ∀ζ ∈ G, where

G =

{
ζ =

[
x
y

]
∈ C

n+m | y �= 0, sx = Ax + By for some s ∈ ∂D
}
.

Note that with F =
[

I 0
A B

]
and by virtue of Lemma 2, the set G complies with

G =
{
ζ ∈ C

n+m | ζ �= 0, ζ ′Sζ ≤ 0 ∀S ∈ S
}
,

where S is defined in (16). Since it is lossless from Lemma 3, the generalized S-
procedure [16] can be applied to prove that there exists S ∈ S such that Θ < S which
is equivalent to (ii).

Remark 1. The assumption of ∂D-regularity of A is necessary to ensure that
(sI−A)−1 exists. However, by virtue of the results of [3] related to the inertia of P , this
assumption can be omitted when applying the theorem for the implication (ii) ⇒ (i).
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For special applications of this theorem, the following cases can be considered:

(a) p = 1, R =

[
0 1
1 0

]
, Φ1 = 0;

(b) p = 1, R =

[
−1 0
0 1

]
, Φ1 = 0;

(c) p = 1, R =

[
0 1
1 0

]
, Φ1 =

[
−1 0
0 ω2

0

]
.

Cases (a) and (b) correspond to the continuous-time and discrete-time versions of
the well-known KYP lemma [26, 23]. Case (c) corresponds to the so-called finite fre-
quency KYP lemma proposed in [16]. It is not surprising since, as already mentioned,
a part of this paper is based on ideas borrowed from [16]. Note that a recent paper [15]
generalizes the results in [16]. The reader is strongly advised to refer to this article.
In comparison with [16, 15], the present contribution is mostly the involvement of the
sum in (25), i.e., the possibility to consider several sets Ēk,l (i.e., p > 1).

3.3. Application to the computation of rD. Theorem 2 is now exploited to
solve the stated problem.

Theorem 3. Let Ac, D, ∂D be an uncertain matrix as defined in (1), a clustering
region and its boundary that reads definition (9), respectively. Assume that A is ∂D-
regular. Then Ac is robustly ∂D-regular against B(ρ) if there exist m Hermitian
matrices Pk and positive definite Hermitian matrices Qk,l, k = 1, . . . ,m and l =
1, . . . , pk, such that

(26)[
I 0
A B

]′(
Rk ⊗ Pk +

pk∑
l=1

(Φk,l ⊗Qk,l)

)[
I 0
A B

]
+

[
C′C 0

0 −γI

]
< 0 ∀k ∈ {1, . . . ,m},

where γ = ρ−2.
Moreover, if A is assumed to be D-stable then Ac remains D-stable over B(ρ).
Proof. Inequality (26) corresponds to statement (ii) in Theorem 2 with some spe-

cial choice of Θ and with respect to all sub-boundaries ∂Γk, k = 1, . . . ,m. Equivalent
statement (i) holds, i.e.,

⇔ ||C(sI −A)−1B||2 <
√
γ = ρ−1 ∀s ∈ ∂Γk.

At this stage, arguments similar to those in [22, 3] conclude the proof.
Any LMI solver can reach ρ�, the maximum value of ρ = (

√
γ)−1 under LMI

constraint (26), and then

(27) ρ� = �∂D = min
k=1,...,m

�∂Γk
.

Furthermore, if A is D-stable, then one gets ρ� = rD.

4. Examples.

4.1. First example. This simple example highlights the improvement in com-
parison with [3]. Consider (1) with

A =

[
−1.1388 1.8993
−2.5882 −2.8612

]
, B = C = I.

The nominal spectrum is λ(A) = {−2.5;−1.5}. Region D is the union of two in-
tersecting open discs D1 and D2 centered around the eigenvalues of A and both of
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Fig. 2. Root-locus perturbed with acceptable uncertainties.

radius 1. Thus, A is D-stable but is both ∂D1-singular and ∂D2-singular. That is
why LMI condition (5) is found infeasible. The reason is that the parts of ∂D1 and
∂D2 that belong to D cannot be excluded before the ∂D-regularity test is achieved.
In the present work, one can consider, firstly, ∂D1 intersecting the outside of D2 and,
secondly, ∂D2 intersecting the outside of D1. Then one can apply Theorem 3. It leads
to the actual value of the complex D-stability radius:

ρ� = �∂D = rD = 0.39212.

Five hundred instances of uncertainties Δ checking ||Δ||2 ≤ rD are generated using
standard Matlab function rand. The associated uncertain root-locus is plotted in
Figure 2.

4.2. Second example. Before this example is detailed, it is important to no-
tice that Theorem 2 can be used for various purposes different from pole placement
analysis. For instance, assume that A is Hurwitz-stable and that matrix Θ involved
in Theorem 2 is

Θ =

[
C ′C D′C
D′C D′D − γI

]
.

Then, Theorem 2 becomes an extension of the well-known LMI version of the bounded
real lemma [1] dedicated to the computation of the H∞-norm of a linear model.
Indeed, this H∞-norm is nothing else than

√
γ. In this case, since A is Hurwitz-

stable, P is positive definite.
To illustrate the possibilities offered by Theorem 2, a simple SISO model is con-

sidered:

A =

⎡
⎢⎣

−1.5000 −1.0100×104 −1.50050×104 −1.0000×106

1.0000 0.0000 0.0000 0.0000
0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 1.0000 0.0000

⎤
⎥⎦ ; B =

⎡
⎢⎣

1
0
0
0

⎤
⎥⎦ ;

C =
[

0 0 0 106
]
.

This realization actually corresponds to the transfer function

G(s) =
1

(1 + 0.01s + 0.01s2)(1 + 5 × 10−5s + 10−4s2)
,

which shows that there are two peaks of magnitude in the frequency response, one at
ω1 = 10rad/s and the other one at ω2 = 100rad/s. Theorem 2 will be used to analyze
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the magnitude of G(s) in low frequencies, and around the peaks. The principle consists
of considering the imaginary axis as the only curve ∂D1. To select frequencies, one
can make a discerning choice of subregions Ēk. Several tests are achieved.

(a) The static gain is obtained by considering only one region Ē1 which is the
disc centered around the origin with a radius 0.0001. Then, Theorem 2 cor-
responds to the finite frequency KYP lemma [16] and here yields

γ � 1.0000 ⇒ T = 20 log(
√
γ) = 3.4375 × 10−6dB.

(b) The magnitude of the first peak is found by considering Ē1 as the disc centered
around 10i with a radius 1. The result is

γ = 1.0228 × 102 ⇒ T = 20 log(
√
γ) = 20.098dB.

The same value is reached when no region Ēk is considered since in that case
Theorem 2 is reduced to the classical bounded real lemma and the H∞-norm
is

√
γ = 10.11.

(c) The magnitude of the second peak is analyzed with the disc Ē1 centered
around 100i with a radius 10. It leads to

γ = 4.0881 ⇒ T = 20 log(
√
γ) = 6.1077dB.

(d) Both peaks can be analyzed together. One can consider Ē1 as the intersection
of two subregions Ē1,1 and Ē1,2. Here, Ē1,1 is chosen as the disc centered
around 55i with a radius 47 while Ē1,2 is chosen as the outside of the disc
centered around 55i with a radius 43. Of course the highest magnitude due
to the first peak is recovered, i.e., 20.098dB.

To check the above results, the Bode diagram is given in Figure 3.

5. Conclusions. In this paper, a technique is proposed to compute the complex
D-stability radius when D is a combination (intersection and/or union) of open half
planes, discs, and outsides of discs. This point was already addressed in [3] but
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an overlap of various subregions could lead to a conservative value. In the present
contribution, the inconvenient is circumvented. This is made possible by the use
of some extension of the KYP lemma. Such a lemma was deduced by considering
insightful results of [16], particularly its generalized S-procedure. This procedure
appears to be a catalyst for many future works. The reading of [16] and the more
recent paper [15] is highly recommended.

As possible further investigations, the case where A, B and C are affected by poly-
topic uncertainty could be tackled using the matrix elimination lemma [24, Theorem
2.3.12]. Both the application of this approach in a design context and its possible
exploitation for model reduction are a challenge.
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1. Introduction and preliminaries. In [BP1] we studied the generalized
second-order directional derivatives to obtain sufficient and necessary optimality con-
ditions, which we compare with the previous results.

Let X be a real Banach space with the norm ‖ · ‖, let X∗ be the topological dual
space of X, and let 〈x∗, x〉 be a canonical pair, where x∗ ∈ X∗, x ∈ X. SX denotes
the set {x ∈ X : ‖x‖ = 1}.

For a function f : X → R, we denote the first-order directional derivative of f at
x ∈ X in the direction v ∈ X by

f ′(x; v) = lim
t↓0

f(x + tv) − f(x)

t

and the lower and upper Clarke directional derivatives of f at x ∈ X in the direction
v ∈ X, respectively, by

f◦(x; v) = lim inf
y→x,t↓0

f(y + tv) − f(y)

t
,

f◦(x; v) = lim sup
y→x,t↓0

f(y + tv) − f(y)

t
.

The Cominetti–Correa [CC] lower and upper generalized second-order directional
derivatives of f at x in the direction (u, v) ∈ X ×X are defined, respectively, by

f∞(x;u, v) = lim inf
y→x, s,t↓0

f(y + tu + sv) − f(y + tu) − f(y + sv) + f(y)

st
,

f∞(x;u, v) = lim sup
y→x, s,t↓0

f(y + tu + sv) − f(y + tu) − f(y + sv) + f(y)

st
.
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We note that for a set-valued mapping F : R � R, it is a natural to denote

lim inf
t↓0

F (t) = lim inf
t↓0

inf{a : a ∈ F (t)},

etc. Then, we define

f ′L(x;u, v) = lim inf
t↓0

〈∂cf(x + tu) − ∂cf(x), v〉
t

,

f ′U (x;u, v) = lim sup
t↓0

〈∂cf(x + tu) − ∂cf(x), v〉
t

,

where f is Lipschitz near x ∈ X, (u, v) ∈ X × X and ∂cf(x) stands for the Clarke
subdifferential [Cl] at x defined by

∂cf(x) = {x∗ ∈ X∗ : 〈x∗, v〉 ≤ f◦(x; v) ∀v ∈ X}.

Finally, for a function which is directonally differentiable, we denote

f ′l(x;u, v) = lim inf
t↓0

f ′(x + tu; v) − f ′(x; v)

t
,

f ′u(x;u, v) = lim sup
t↓0

f ′(x + tu; v) − f ′(x; v)

t
.

Let us recall that a locally Lipschitz function f : X 	→ R is said to be regular at x ∈ X
provided that f ′(x; v) = f◦(x; v) for every v ∈ X. If we say that f is regularly locally
Lipschitz function on a subset A ⊂ X, we mean that f is locally Lipschitz on A and
regular at every point x ∈ A. Further f is said to be regularly locally Lipschitz near
x ∈ X if f is regularly locally Lipschitz function on some neighborhood of x. If f is
assumed to be regularly locally Lipschitz on the whole space X, we simply say that
f is regularly locally Lipschitz function.

Proposition 1.1 (see [BP1, Proposition 4.4]). Let f : X 	→ R be a regularly
locally Lipschitz function, x, h ∈ X. Then

f ′L(x;h, h) = f ′l(x;h, h).

Because it holds [CC] for f to be directionally differentiable,

f∞(x;u, v) = lim inf
y→x,t↓0

f ′(y + tu; v) − f ′(y; v)

t
,

and

f∞(x;u, v) = lim sup
y→x,t↓0

f ′(y + tu; v) − f ′(y; v)

t
,

Proposition 1.1 implies the following corollary.
Corollary 1.2 (see [BP1, Corollary 4.5]). Let f : X 	→ R be a regularly locally

Lipschitz function, x, h ∈ X. Then

f∞(x;h, h) ≤ f ′L(x;h, h).

Since f can be a regularly locally Lipschitz function, but (−f) cannot, we cannot
derive (as we unfortunately did in [BP1, Corollary 4.6]) from Proposition 1.1 by using
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lim inf and lim sup calculus that f ′U (x;h, h) = f ′u(x;h, h) and that f∞(x;h, h) ≥
f ′U (x;h, h). By this way, we can state only the next corollary.

Corollary 1.3. Let f : X 	→ R be such function that (−f) is regularly locally
Lipschitz, and let x, h ∈ X. Then

f ′U (x;h, h) = f ′u(x;h, h),

f∞(x;h, h) ≥ f ′U (x;h, h).(1.1)

It follows from definitions that for regularly locally Lipschitz functions we have
f ′u(x;h, h) ≤ f ′U (x;h, h), but the equality is not true—for example, considering a
function f : R 	→ R : f(x) = |x|; then f ′u(0; 1, 1) = 0 < +∞ = f ′U (0; 1, 1).

Our mistake in [BP1] mentioned above and [BP1, Theorem 6.4] lead to the con-
clusion that the condition f ′u(x;h, h) ≥ 0 for every h ∈ SX is necessary for x to
be a local minimum of a regularly locally Lipschitz function f . As we show by the
following example, this conclusion is false.

Example 1.4. Let f : R 	→ R be a function defined as follows:

f(x) =

{
lnx for x ≥ 1,
0 for x < 1.

Then f attains a local minimum at 1, and f is regularly locally Lipschitz. On the
other hand, because f ′(x; 1) = 1

x for every x ≥ 1, it holds

f ′u(1; 1, 1) = lim sup
t↓0

1
1+t − 1

t
= −1.

2. Main result. The main aim of this paper is to show that inequality (1.1)
from Corollary 1.3 is really true also for regularly locally Lipschitz functions.

For the proof we use some properties of minimal cusco mappings. A set-valued
mapping F from a topological space A into nonempty subsets of a Hausdorff locally
convex space Y is called cusco if F (t) is compact and convex for each t ∈ A and F is
upper-semicontinuous (i.e., {t ∈ A : F (t) ⊂ U} is an open subset for each open subset
U of Y ).

Furthermore, F is said to be minimal cusco on A if its graph does not contain
the graph of any other cusco on A. The Clarke subdifferential of a regularly locally
Lipchitz function [Mo] or maximal monotone operator (see, e.g., [Ph]) are the well-
known examples of minimal cusco mappings.

The following lemma is a particular case of a more general result given in [J,
Corollary 4.1].

Lemma 2.1. Let D ⊂ R be an open set, and let F : D � R be minimal cusco.
Then the set {x ∈ D : F is single-valued at x} is dense in D.

Lemma 2.2 (see [BM, Theorem 3.7]). For a cusco mapping Φ, from a topological
space A into subsets of a separated locally convex topological space X, the following
conditions are equivalent:

(i) Φ is a minimal cusco on A.
(ii) For any densely defined selection σ of Φ, CSC(σ) = Φ,

CSC(σ)(x) =
⋂

{co σ(V ) : V is open neighborhood of x}.

By the analogous way as in the lemma near 2.3.7 in [Cl], we can obtain the
following.
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Lemma 2.3. Let f : X 	→ R be a regularly locally Lipschitz function on an open
subset containing the line segment [x, y]. Then the function g : [0, 1] 	→ R defined by
g(t) = f(x + t(y − x)) is regularly locally Lipschitz on (0, 1), and we have

∂cg(t) = 〈∂cf(x + t(y − x)), y − x〉.

Theorem 2.4. Let f : X 	→ R be a regularly locally Lipschitz function near
x ∈ X and let h ∈ SX . Then

f ′U (x;h, h) ≤ f∞(x;h, h).

Proof. Since

f◦(x; v) = max{〈x∗, v〉;x∗ ∈ ∂cf(x)}, f◦(x; v) = min{〈x∗, v〉, x∗ ∈ ∂cf(x)},

it holds

f ′U (x;h, h) = lim sup
t↓0

f◦(x + th;h) − f◦(x;h)

t
.

Let λ ∈ R be such that

λ < f ′U (x;h, h).

Then there exists a sequence {tn}+∞
n=1, tn > 0, limn→+∞ tn = 0, with the property

λ <
f◦(x + tnh;h) − f◦(x;h)

tn
∀n ∈ N.(2.1)

Due to Lemma 2.3, the graph of multivalued mapping F : {x + th; t ∈ R} � R : z �

〈∂cf(z), h〉 is the same as the graph of multivalued mapping ∂cg, where g : R 	→ R :
g(t) = f(x + th) is regularly locally Lipschitz function.

Since multivalued mapping ∂cg is minimal cusco, Lemma 2.1 implies that multi-
valued mapping F is single-valued on the dense subset of {x + th; t ∈ R}. Thus we
can take a densely defined selection σ of F with the property

σ(z) = f◦(z;h) = f◦(z;h), z ∈ D(σ),(2.2)

where D(σ) denotes the domain of σ. Now, for every n ∈ N, there exists a sequence
{tkn}+∞

k=1 such that F (x + tknh) = σ(x + tknh), limk→+∞ tkn = tn and limk→+∞ f◦(x +
tknh) = f◦(x + tnh), because considering a densely defined selection σn of F , where

σn(z) =

{
σ(z) for every z ∈ D(σ),
f◦(x + tnh) for z = x + tnh,

it suffices to use Lemma 2.2.
Following inequality (2.1), we can find k(n) ∈ N for every n ∈ N such that

λ <
f◦(x + t

k(n)
n h;h) − f◦(x;h)

t
k(n)
n

.(2.3)

Using (2.2), it holds

f◦(x + tk(n)
n h;h) = lim

y→x,s↓0

f(y + t
k(n)
n h + sh) − f(y + t

k(n)
n h)

s
.(2.4)



386 DUŠAN BEDNAŘÍK AND KAREL PASTOR

There exist sequences {yl}+∞
l=1 and {sl}+∞

l=1 , liml→+∞ yl = x, sl > 0, liml→+∞ sl = 0,
with the property

f◦(x;h) = lim inf
y→x,s↓0

f(y + sh) − f(y)

s
= lim

l→+∞

f(yl + slh) − f(yl)

sl
.(2.5)

From formulas (2.3), (2.4), and (2.5), we obtain for every n ∈ N

λ <
liml→+∞

f(yl+tk(n)
n h+slh)−f(yl+tk(n)

n h)
sl

− liml→+∞
f(yl+slh)−f(yl)

sl

t
k(n)
n

.

Hence,

λ <
liml→+∞

f(yl+tk(n)
n h+slh)−f(yl+tk(n)

n h)−f(yl+slh)+f(yl)
sl

t
k(n)
n

∀n ∈ N.

Thus, for every n ∈ N, we can find yl(n) ∈ X and sl(n) > 0 such that it holds

λ <
f(yl(n) + t

k(n)
n h + sl(n)h) − f(yl(n) + t

k(n)
n h) − f(yl(n) + sl(n)h) + f(yl(n)

sl(n)t
k(n)
n

.

Setting tn = t
k(n)
n , yn = yl(n), and sn = sl(n), for every n ∈ N, we have

λ <
f(yn + tnh + snh) − f(yn + tnh) − f(yn + snh) + f(yn)

sntn
.

Limiting n → +∞, we obtain

λ ≤ lim sup
n→+∞

f(yn + tnh + snh) − f(yn + tnh) − f(yn + snh) + f(yn)

sntn
≤ f∞(x;h, h).

Because λ was arbitrary with the property λ < f ′U (x;h, h), it holds

f ′U (x;h, h) ≤ f∞(x;h, h).

3. Final remarks and open question. In this section, we mention the progress
in this topic since the paper [BP1] and set an open question.

Motivated by [GGR], in [BP2] we have generalized the second-order sufficient
unconstrained optimality conditions [BZ, Theorem 3.2], [GGR, Theorem 2], [BP1,
Theorem 3.2], and [CC, Proposition 5.2] by the following way.

Theorem 3.1 (see [BP2, Theorem 7]). Let f : R
N 	→ R be continuous near

x ∈ R
N and let be �-stable at x. If f �(x;h) = 0 for every h ∈ SRN , and

f ′l
P

(x;h) > 0 ∀h ∈ SRN ,

then x is an isolated minimizer of order 2 for f .
In the previous theorem,

f l(x;h) = lim inf
t↓0

f(x + th) − f(x)

t
,

f ′l
P

(x;h) = lim inf
t↓0

f(x + th) − f(x) − tf �(x;h)

t2/2
.
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By �-stability of f at x we mean that for some neighborhood U of x and K > 0 it
holds

|f �(y;h) − f �(x;h)| ≤ K‖y − x‖ ∀y ∈ U,∀h ∈ SX .(3.1)

Finally, recall that x ∈ X is an isolated minimizer of order k (k ∈ N) for a function f :
X 	→ R if there are a neighborhood V of x and A > 0 satisfying f(y) ≥ f(x)+A‖y−x‖k
for every y ∈ V .

Open question. Let �-stability of f at x means that for some neighborhood U
of x and K > 0 it holds

|f �(z; z − y) − f �(y; z − y)| ≤ K‖z − y‖2 ∀y, z ∈ U.

It seems that the notions of �-stability and �-stability are quite different (really?) and
there arises the question whether we can replace the condition to be �-stable by the
condition to be �-stable in Theorem 3.1.
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Abstract. For a given system Σ(A,B) and a subspace S, the cover problem consists of finding
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can be suitably stratified. In this paper, necessary and sufficient conditions are given for the cover
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of all solutions is obtained through a coordinate atlas of the corresponding smooth manifold.
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1. Introduction. Given a time-invariant linear system

ẋ(t) = Ax(t) + Bu(t)

with A, B, n × n, and n ×m matrices, respectively, a subspace V of K
n (K is both

the field of real or complex numbers) is said to be controlled invariant with respect
to (A,B) or, simply, (A,B)-invariant, if AV ⊂ V + ImB (see, for example, [3]).

For a given subspace S of K
n, the cover problem associated to the above system

consists of finding all (A,B)-invariant subspaces V such that S ⊂ V. A number of
important problems are related to the cover problem. For instance, the disturbance
decoupling problem (DDP) calls for a state feedback transformation such that an out-
put y(t) = Cx(t) of the closed-loop system does not depend on an input disturbance
given by Qv(t). As shown in, for example, [11, Th. 4.2] this is possible if and only if
ImQ ⊂ V∗ = maxV(A,B, kerC), the maximal (A,B)-invariant subspace contained
in KerC. Very nice and efficient algorithms are known in order to compute subspace
V∗ (see, for example, [11, 3]). In this paper we are interested in computing not only
V∗ but all (A,B)-invariant subspaces containing a given subspace. In fact, important
questions concerning this kind of subspace, as, for example, robustness with regard to
matrix Q, lead us to the problem of parameterizing the set of solutions of this cover
problem. Moreover, some other important problems, like the observer and model-
matching problems, are related to the cover problem (see [1]) as well. Actually, as
said by Antoulas in that paper, “The cover problems provide a unifying framework
for the solution of a number of important feedforward as well as feedback problems
in linear system theory.”
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08028 Barcelona, Spain (puerta@ma1.upc.es, coll@ma1.upc.es). This author was partially supported
by the MCyT, Proyecto de Investigación MTM2004-06389-C02-02.
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Antoulas’ paper is one of the main contributions to the solution of the cover
problem. Antoulas links together the cover problem and the nice partial realization
problem providing, through the last one, a parameterization of the solutions. Our
approach is based on considering the dual problem. We recall that V is a conditioned
invariant subspace with regard to (C,A) or, simply, a (C,A)-invariant subspace, if
A(V ∩ KerC) ⊂ V. By dualilty, V is (A,B)-invariant if and only if V⊥ is (Bt, At)-
invariant. Therefore, the map V �→ V⊥ defines a bijection between the solutions of
the cover problem of dimension d, with respect to a pair (A,B) and a subspace S, and
the set of (Bt, At)-invariant subspaces of S⊥ of codimension d. For a give pair (C,A),
the problem of parameterizing the set of δ-dimensional (C,A)-invariant subspaces will
be called the dual cover problem. Of course, the cover problem and the dual one are
equivalent. In this note we focus on the last one due to the following interpretation
of its solutions. We denote by Grδ(S) the Grassmann manifold formed by the δ-
dimensional subspaces of S. Then, the set of solutions of the dual cover problem is just
the intersection of Grδ(S) with the set of δ-dimensional (C,A)-invariant subspaces,
which is an stratified manifold as shown in [5]. Our goal here is to gain insight
into the parameterization of the solutions of the (dual) cover problem, through the
parameterization of the strata of the set of δ-dimensional (C,A)-invariant subspaces
given in [6].

A natural requirement in many problems for which the cover problem is a general-
ization is that of stability. Different approaches can be taken to this issue. For exam-
ple, for the DDP with stability, the approaches in [11] and [3] are different. In the first
one, the solution is connected to the maximal internally stabilizable (A,B)-invariant
subspace, while in the second one the minimal (A,B)-invariant subspace self-bounded
with respect to KerC is considered. Even more general situations can be considered,
like, for example, the DDP with pole placement. It is shown in [10] that a necessary
and sufficient condition for this problem to be solvable is that (A,B) be controllable
and ImQ ⊂ R∗, where R∗ is the maximal (A,B)-controllability subspace contained
in KerC. Among other, possibly better known, characterizations, the controllability
subspaces can be defined as those (A,B)-invariant subspaces for which the restriction
of (A,B) to the subspace is completely controllable (see [6]). The set of controllability
susbspaces is also a stratified manifold [6] and for each strata a coordinate atlas that
locally parameterizes them has been obtained [8]. This parameterization eventually
could be used to study the geometry of the cover problem with pole placement, but it
must be said that the differentiable structure of the (A,B)-controllability subspaces
is more complicated than that of the (C,A)-invariant ones.

Throughout this note, Mm,n denotes the set of m× n matrices with elements in
K, Mn, the set of the n × n-square ones and M∗

m,n, the subset of the full column
rank m × n matrices. If X ∈ M∗

m,n, then [X] denotes the subspace spanned by the
columns of X. Finally, if X ∈ Mm,n, X∗ ∈ Mn,m is its conjugate transpose.

The structure of this paper is as follows. In section 2 we recall the parameteri-
zation of the set of (C,A)-invariant subspaces given in [7]. In section 3 we describe
the solutions of the (dual) cover problem in terms of the solution of a set of algebraic
linear equations on the parameters of the mentioned parameterization. From this
description we derive explicit necessary and sufficient conditions for the (dual) cover
problem to have a solution with given observability indices (Theorem 3.4). In section
4 we prove a simple necessary and sufficient condition in order to ensure that the
above conditions are satisfied generically (Theorem 4.9). In addition, for the generic
case and if the observability indices of the restriction are not required, we give an
easy-to-check necessary and sufficient condition for the (dual) cover problem to have
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a solution. In section 5 we provide an example of application of the previous results:
we propose an algorithm which implements these results to parameterize the output
matrices C for which y = Cx can be made insensitive to the input disturbance. In
section 6 we show that the set of solutions of the cover problem is a stratified smooth
manifold with an orbit space structure similar to the set of (C,A)-invariant subspaces
and we compute its dimension (Theorem 6.1). Finally we parameterize this manifold
by means of coordinate charts (Theorem 6.9) and we prove that it is connected.

2. Preliminaries. Throughout this note (C,A) is an observable pair of matrices
of Mm,n × Mn with observability indices k = (k1, . . . , kr) which, without loss of
generality, we can assume is in the dual Brunovsky canonical form (see [2, Lem. 4.4]).

In this section we recall the results on the differentiable structure and param-
eterization of the strata of the set of (C,A)-invariant subspaces that we use in the
next sections. These strata are defined by fixing specific Brunovsky form for the re-
striction of (C,A) to the (C,A)-invariant subspaces (see [5] and [7] for more details
and proofs). More precisely, we fix a set of indices h = (h1, . . . , hs) of a possible
restriction of (C,A) (we call h compatible with k), which is any finite set of integers
with the condition hi ≤ ki for i = 1, 2, . . . , s. The parameterization of the set of
(C,A)-invariant subspaces for which the restriction of (C,A) to them has indices h is
simpler if it is refered to the dual partitions. So, let the conjugate partitions of k and
h be r = (r1, . . . , rk) and s = (s1, . . . , sh), respectively, with r = r1 ≥ · · · ≥ rk > 0
and s = s1 ≥ · · · ≥ sh > 0. (Recall that if k = (k1, k2, . . .), then r = (r1, r2, . . .) is its
conjugate partition if and only if rj = #{i : ki ≥ j}, where # stands for cardinality.)
From now on we will assume that si := 0 for i > h, ri := 0 for i > k, hi := 0 for
i > s, and ki := 0 for i > r. If (k1, . . . , kr) are the observability indices of (C,A),
then (r1, . . . , rk) are called the Brunovsky indices of (C,A) (see [4]).

Notice that ki ≥ hi for i = 1, 2, . . . , r if and only if ri ≥ si for i = 1, 2, . . . , k.
In other words, h and k are compatible if and only if s and r are compatible. In
what follows we also assume that s and r are compatible partitions and we denote by
Inv (r, s) the set of (C,A)-conditioned invariant subspaces for which the restriction
of (C,A) to each one of them has Brunovsky indices s.

Definition 2.1. Let M(r, s) denote the set of matrices X ∈ Mn,d which are
partitioned into blocks X = (Xij), 1 ≤ i ≤ k, 1 ≤ j ≤ h, such that

(a) Xij ∈ Mri,sj .
(b) Xij = 0 if i < j.

(c) If i ≥ j, Xij can be partitioned into blocks Xij = (Zi−j+1
iα ), 1 ≤ α ≤ h−j+1,

where

Zi−j+1
iα =

(
Y i−j+1
iα

0

)

with Y i−j+1
iα having size rh−α+i−j+1×(sh−α+1−sh−α+2). That is to say, Xij

is a block upper triangular matrix with blocks of sizes (ri − ri+1)× (si − si+1)
(if ri = ri+1 or si = si+1, the correspondig block vanishes). We call this block
decomposition the standard block decomposition of Xij.

(d) Xi+1,j+1 is obtained from Xij by removing the last sj −sj+1 columns and the
last ri − ri+1 rows (the last column and row blocks) for 1 ≤ i ≤ k, 1 ≤ j ≤ h.

(e) rankXii = si, 1 ≤ i ≤ k.
We denote by G(s) the set M(s, s), which turns out to be a subgroup of Gl(n).
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Example 2.2. If k = 4 and h = 3, the elements of M(r, s) and G(s) are, respec-
tively, matrices having the form displayed in the following matrices:

r4
r3 − r4
r2 − r3
r1 − r2
r4
r3 − r4
r2 − r3
r4
r3 − r4
r4

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
11 X1

12 X1
13

X1
21 X1

22 X1
23

0 X1
32 X1

33 0 0
0 0 X1

43

X2
11 X2

12 X2
13 X1

11 X1
12

0 X2
22 X2

23 X1
21 X1

22 0
0 0 X2

33 0 X1
32

0 X3
12 X3

13 X2
11 X2

12 X1
11

0 0 X3
23 0 X2

22 X1
21

0 0 X4
13 0 X3

12 X2
11

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

s3

s2 − s3

s1 − s2

s3

s2 − s3

s3

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

T 1
11 T 1

12 T 1
13

0 T 1
22 T 1

23 0 0
0 0 T 1

33

0 T 2
12 T 2

13 T 1
11 T 1

12

0 0 T 2
23 0 T 1

22 0
0 0 T 3

13 0 T 2
12 T 1

11

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

Notice that rankXii = si if and only if rankX11 = s1.
The description of Inv (r, s) as a smooth manifold is given in the next theorem,

whose items are proved in [5] and [6].
Theorem 2.3. With the notation of Definition 2.1,
1. G(s) is a subgroup of Gl(Kd).
2. G(s) acts freely on M(r, s) on the right by matrix multiplication.
3. If X ∈ M(r, s), T ∈ Gl(Kd), and XT ∈ M(r, s), then T ∈ G(s).
4. The orbit space M(r, s)/G(s) has a differentiable structure such that the nat-

ural projection of M(r, s) on it is a submersion.
There is a natural bijection between Inv (r, s) and M(r, s)/G(s) given by

M(r, s)/G(s) −→ Inv (r, s),

{XP |X ∈ M(r, s), P ∈ G(s)} � [X].

(In other words, every (C,A)-conditioned invariant subspace with s as Brunovsky
indices for the restriction is spanned by the columns of a matrix in M(r, s) and vice
versa.) We consider in Inv (r; s) the differentiable structure defined through this
bijection.

Corollary 2.4. If for j = 1, . . . , h, mj = sj − sj+1, then

dim Inv (r, s) =

h∑
i=1

k∑
j=1

mi(ri+j−1 − si+j−1).

The parameterization of Inv (r, s) is based on the construction of a canonical
element of each orbit of M(r, s)/G(s). The following definition and proposition deal
with such canonical form.

Definition 2.5. A matrix Y ∈ M(r, s) is said to be in reduced form if there
exists a set of pairwise different positive integers n = {nij , 1 ≤ i ≤ h, 1 ≤ j ≤
mh−i+1} such that for i = 1, 2, . . . , h

1 ≤ ni1 < ni2 < · · · < nimh−i+1
≤ rh−i+1
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and Y can be partitioned into blocks Y = (Yij), 1 ≤ i ≤ k, 1 ≤ j ≤ h, satisfying the
following conditions:

1. Yij ∈ Mri,sj .
2. Yij = 0 if i < j.
3. For i = 1, 2, . . . , h, Yii can be partitioned into blocks Yii = (L1

iβ), 1 ≤ β ≤
h− i+ 1, in such a way that for β = 1, 2, . . . , h− i+ 1, L1

iβ ∈ Mri,mh−β+1
is

a matrix whose last ri − rh−β+1 rows are zero, the rows nij, 1 ≤ i ≤ β − 1,
1 ≤ j ≤ mh−i+1 are also zero, and the rows nβ1, nβ2, . . . , nβmh−β+1

are unit

vectors eβ1 , e
β
2 , . . . , e

β
mh−β+1

:

eβj = (0 . . . 0
(j

1 0 . . . 0) ∈ K
mh−β+1 .

4. For i > j, Yij can be partitioned into blocks Yij = (Li−j+1
iβ ), 1 ≤ β ≤ h −

j + 1, in such a way that Li−j+1
iβ ∈ Mri,mh−β+1

is a matrix whose last ri −
rh−β+i−j+1 rows are zero and for β ≥ i−j+1, the rows npq, 1 ≤ p ≤ β−i+j,
1 ≤ q ≤ mh−p+1 are also zero. (Note that the entries of Yij are prescribed by
the entries of Yi−j+1,1).

5. The number of parameters of Y coincide with the dimension of Inv (r, s).
Proposition 2.6. For every X ∈ M(r, s) there exists a matrix P ∈ G(s) such

that XP is a matrix in reduced form. Then, the set of integers n is called an admissible
set of indices for X and XP a reduced form of X.

Example 2.7. Let k = 4, h = 3, r = (5, 3, 2, 1) and s = (3, 3, 1). A matrix
X ∈ M(r, s) has the form⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1 y1 y2

x2 y3 y4

0 y5 y6 0 0
0 0 0
0 0 0
z1 t1 t2 x1 y1 y2

0 t3 t4 x2 y3 y4 0
0 0 0 0 y5 y6

0 u1 u2 z1 t1 t2 x1

0 0 0 0 t3 t4 x2

0 0 0 0 u1 u2 z1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Then, the only possible reduced forms are⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0
x 1 0
0 0 1
0 0 0
0 0 0

0 0

y 0 0
0 z t
0 0 0

1 0 0
x 1 0
0 0 1

0

0 u v
0 0 0

y 0 0
0 z t

1
x

0 0 0 0 u v y

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0
x 1 0
0 0 1
0 0 0
0 0 0

0 0

y 0 0
0 z t
0 0 0

1 0 0
x 1 0
0 0 1

0

0 u v
0 0 0

y 0 0
0 z t

1
x

0 0 0 0 u v y

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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corresponding to the indices n11 = 1, n21 = 2, n22 = 3 (if x1 	= 0) and n11 = 2,
n21 = 1, n22 = 3 (if x2 	= 0), respectively.

The admissible set of indices for X depends only on the block X11 and completely
determines the structure of the reduced form Y . However, they are not uniquely
determined by X11; that is to say, several sets may be admissible for the same matrix.
In fact, 1 ≤ n11 < n12 < · · · < n1sh ≤ rh are sh linearly independent rows of the
matrix

⎛
⎜⎜⎜⎝

X1
11

X1
21
...

X1
k−h+1,1

⎞
⎟⎟⎟⎠ ,

1 ≤ n11 < n12 < · · · < n1sh ≤ rh, 1 ≤ n21 < n22 < · · · < n2sh−1−sh ≤ rh−1 are sh−1

linearly independent rows of

⎛
⎜⎜⎜⎜⎜⎝

X1
11 X1

12

X1
21 X1

22
...

...
X1

k−h+1,1 X1
k−h+1,2

0 X1
k−h+2,2

⎞
⎟⎟⎟⎟⎟⎠ ,

and so on. Of course, there may be several different ways of choosing these linear
independent rows.

Proposition 2.8. (i) Let X ∈ M(r, s) and Q ∈ G(s). If n is an admissible set
of indices for X, it is also an admissible set of indices for XQ.

(ii) Let Y and Y be matrices of M(r, s) in reduced form with the same set of
indices n. If there is a matrix P ∈ G(s) such that Y = Y P , then Y = Y .

In other words, once an admissible set of indices (i.e., linearly independent rows
in the (1,1)-block) of X ∈ M(r, s) has been fixed, the reduced form, Y , of X is
unique and the free parameters of Y completely parameterizes the (C,A)-invariant
subspace [X]. This parameterization can be used to provide the differentiable manifold
Inv (r, s) with a coordinate atlas (for details see [7]).

The above proposition shows that all bases of the same (C,A)-invariant subspace
have the same admissible set of indices.

Definition 2.9. Given a (C,A)-invariant subspace V, a multi-index of V is any
admissible set of indices for any matrix X ∈ M(r, s) such that V = [X].

3. The set of solutions of the (dual) cover problem. Let S be a subspace
of K

n of codimension d ≤ n, which is fixed along this note. Let F ∈ M∗
d,n such that

S =KerF or, equivalently, [F ∗] = S⊥. Given δ ≤ d and X ∈ M∗
n,δ, [X] ⊂ S if and

only if FX = 0. So, the solutions of the (dual) cover problem are given by the set
of matrices X ∈ M(r, s) such that FX = 0 for each partition s compatible with r.
The rest of this section is devoted to study the compatibility of these linear algebraic
systems.

Let X ∈ M(r, s) and put Xj = (Xij)1≤i≤k, j = 1, . . . , h. For i = 1, 2, . . . , h let
Xi denote the submatrix of X whose jth column block is the ith column block of Xj .
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For example, for the matrix in Example 2.2 we would have

X1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
11

X1
21 0 0
0
0

X2
11 X1

11

0 X1
21 0

0 0
0 X2

11 X1
11

0 0 X1
21

0 0 X2
11

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, X2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
12

X1
22 0

X1
32

0
X2

12 X1
12

X2
22 X1

22

0 X1
32

X3
12 X2

12

0 X2
22

0 X3
12

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, X3 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
13

X1
23

X1
33

X1
43

X2
13

X2
23

X2
33

X3
13

X3
23

X4
13

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Also put

Ri
j =

⎛
⎜⎜⎜⎝

Xi
1j

Xi
2j
...

Xi
k−h−i+j+1,j

⎞
⎟⎟⎟⎠ , j = 1, . . . , h, i = 1, . . . , k − h + j,

and

Rj =

⎛
⎜⎜⎜⎝

R1
j

R2
j
...

Rk−h+j
j

⎞
⎟⎟⎟⎠ , j = 1, . . . , h.

Rj is of size (rh−j+1+· · ·+rk)×(sh−j+1−sh−j+2) and will be said to be the condensed
form of Xj , j = 1, . . . , h. Also the sequence of all these matrices (R1, . . . , Rh) will be
called the condensed form of X. Notice that by knowing the condensed form of X we
can easily reconstruct X ∈ M(r, s). (The information about r and s is contained in
the condensed form).

In the previous example,

R1
1 =

(
X1

11

X1
21

)
, R2

1 = X2
11, R1 =

(
R1

1

R2
1

)
=

⎛
⎝ X1

11

X1
21

X2
11

⎞
⎠ ,

R1
2 =

⎛
⎝ X1

12

X1
22

X1
32

⎞
⎠ , R2

2 =

(
X2

12

X2
22

)
, R3

2 = X3
12, R2 =

⎛
⎜⎜⎜⎜⎜⎜⎝

X1
12

X1
22

X1
32

X2
12

X2
22

X3
12

⎞
⎟⎟⎟⎟⎟⎟⎠

,

etc.
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The (1,1)-block of X, X11 will be also denoted by R:

R :=

⎛
⎜⎜⎜⎜⎜⎜⎝

R1
1

R1
2

· · ·
0 R1

h−1

0 R1
h

0

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
11 X1

12 X1
1h

X1
21 X1

22 X1
2h

...
...

...
X1

k−h+1,1 X1
k−h+1,2 · · · X1

k−h+1,h

X1
k−h+2,2 X1

k−h+2,h

0
...

0
...

X1
k,h

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(3.1)
Now we split the columns of F according to the sizes of the row blocks of X:

F =
(
F11 F12 · · · F1k F21 F22 · · · F2,k−1 · · · Fk−1,1 Fk−1,2 Fk1

)
with Fij of size d× (rk−j+1 − rk−j+2), i = 1, . . . , k, j = 1, . . . k − i + 1.

Now, FX = 0 if and only if FXj = 0 for j = 1, . . . , h. In these homogeneous
linear equations the unknown matrix Xj has some repeated entries and other ones
must be compulsory zero. However, with the help of the matrices Rj we can avoid
these inconveniences. We introduce the following notation. For α = 1, . . . , k and
β = 1, . . . k − α + 1 let

H(α, β) =
(
Fα,1 Fα,2 · · · Fα,β

)
∈ Md,rk−β+1

,

and for j = 1, . . . , h let

Hj =

⎛
⎜⎜⎜⎝

H(1, k − j + 1) H(2, k − j) · · · H(k − j + 1, 1)
H(2, k − j + 1) H(3, k − j) · · · H(k − j + 2, 1)

...
... · · ·

...
H(j, k − j + 1) H(j + 1, k − j) · · · H(k, 1)

⎞
⎟⎟⎟⎠ .

Thus Hj is of size jd × (rj + rj+1 + · · · + rk). Notice that this matrix is a kind of
truncated block Hankel matrix. In fact

H(2, k − j + 1) =
(
H(2, k − j) F2,k−j+1

)
,

H(3, k − j) =
(
H(3, k − j − 1) F3,k−j

)
,

and so on.
Matrices H1, . . . , Hh depend only on the selected basis for S⊥ and the Brunovsky

structure of (C,A). We say that (H1, . . . , Hh) is the block-Hankel structure associated
to F , or a block-Hankel structure of S, with regard to (C,A). (Notice that H1 = F ).

Now it is easily computed that FXj = 0 for j = 1, . . . , h if and only if

Hh−j+1Rj = 0, j = 1, . . . , h.

As said above, the advantage of this expression is that all elements of Rj can be seen
as arbitrary unknowns in the open set defined by the condition rankR = s1.

Following with our example we have that

F =
(
F11 F12 F13 F14 F21 F22 F23 F31 F32 F41

)
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and FX = 0 if and only if

H3R1 =

⎛
⎝ F11 F12 F21

F21 F22 F31

F31 F32 F41

⎞
⎠

⎛
⎝ X1

11

X1
21

X2
11

⎞
⎠ = 0,

H2R2 =

(
F11 F12 F13 F21 F22 F31

F21 F22 F23 F31 F32 F41

)
⎛
⎜⎜⎜⎜⎜⎜⎝

X1
12

X1
22

X1
32

X2
12

X2
22

X3
12

⎞
⎟⎟⎟⎟⎟⎟⎠

= 0,

H1R3 =
(
F11 F12 F13 F14 F21 F22 F23 F31 F32 F41

)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
13

X1
23

X1
33

X1
43

X2
13

X2
23

X2
33

X3
13

X3
23

X4
13

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= 0.

As a conclusion we have the following result, whose proof is immediate.
Proposition 3.1. With the above notation there is a matrix X ∈ M(r, s) such

that FX = 0 if and only if there are matrices R1,. . . , Rh such that Hh−j+1Rj = 0,
j = 1, . . . , h, and rankR = s1.

Thus the existence of solutions for the cover problem is reduced to the compatibil-
ity of a finite number of homogeneous linear equations with the additional restriction
rankR = s1. In what follows we aim to give a more explicit condition with the help
of the reduced form introduced in Definition 2.5.

First we pay attention to matrices Hj that form a block-Hankel structure of the
subspace S. Let tj = rankHj , j = 1, . . . , h. In particular t1 = rankH1 = rankF = d.

Definition 3.2. An increasing sequence of positive integers 1 ≤ �j1 < · · · <

�jtj ≤ rj + · · ·+ rk is said to be a multi-index for Hj if columns �j1, . . . , �
j
tj are linearly

independent.
Proposition 3.3. Let F,G ∈ M∗

d,n be matrices such that [F ∗] = [G∗] = S⊥. Let
(H1, . . . , Hh) and (G1, . . . , Gh) be two block-Hankel structures associated to F and G
(with regard to (C,A)), respectively. Then rankHj = rankGj and (�j1, . . . , �

j
tj ) is a

multi-index for Hj if and only if it is a multi-index for Gj, j = 1, . . . , h.
Proof. In fact [F ∗] = [G∗] = S⊥ if and only if there is an invertible matrix

P ∈ M∗
d such that G = PF . Thus Gj = Diag(P, . . . , P )Hj and the proposition

follows.
Then, the following definition makes sense. Let F ∈ M∗

d,n be such that [F ∗] = S⊥

and (H1, . . . , Hh) the block-Hankel structure associated to F . Let �j = (�j1, . . . , �
j
tj )

with 1 ≤ �j1 < · · · < �jtj ≤ rj + · · · + rk a multi-index for Hj . Then, we call � =

(�1, . . . , �h) a multi-index of S with respect to (C,A).
Similarly we introduce a notation for the multi-indices of a (C,A)-invariant sub-

space. If {(1 ≤ ni1 < ni2 < · · · < nimh−i+1
≤ rh−i+1)|1 ≤ i ≤ h} (recall that

mh−i+1 = sh−i+1 − sh−i+2) is a multi-index of a (C,A)-invariant subspace (Defini-
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tion 2.9), then we will write ni = (ni1, . . . , nimh−i+1
) and n = (n1, . . . , nh) denotes a

multi-index of that subspace.
In the sequel we will use the same symbol to denote �j and nj as tuples and

as sets of positive integers. Thus, for example, we will say that that multi-index
� = (�1, . . . , �h) is either the d-tuple formed by the ti-tuples �i, one behind the other,
or � = �1 ∪ �2 ∪ · · · ∪ �h is the union set of all multi-indices of S. The same applies
to n.

We will also use the following notation: if i = (i1, . . . , ir) and j = (j1, . . . .js)
are sequences of positive integers such that 1 ≤ i1 < · · · < ir ≤ m and 1 ≤ j1 <
· · · < js ≤ n, then A(i, j) will denote the r × s submatrix of A ∈ Mm,n formed with
rows i1, . . . , ir and columns j1, . . . , js; and A[i, j] is the submatrix of A obtained by
removing rows i1, . . . , ir and columns j1, . . . , js. In particular, if j = (1, . . . , n), then
A(i, ) is the submatrix formed by rows i1, . . . , ir and all the columns of A and A[i, ] is
the submatrix obtained by deleting from A rows i1, . . . , ir and no columns. Similarly
if i = (1, . . . ,m).

Now we can prove an explicit condition for the cover problem to have a solution
Theorem 3.4. Let S ∈ Grn−d(K

n), (C,A) an observable pair with r1 ≥ · · · ≥
rk > 0 as positive Brunovsky indices and let s1 ≥ · · · ≥ sh > 0 be a partition compati-
ble with (r1, . . . , rk). Then, there exists a (C,A)-invariant subspace V contained in S
such that the restriction of (C,A) to V has (s1, . . . , sh) as positive Brunovsky indices
if and only if there are multi-indices � = (�1, . . . , �h) and n = (n1, . . . , nh) for S and
V, respectively, such that �j ∩ nh−j+1 = ∅ for j = 1, . . . , h.

Proof. Assume first that there is a (C,A)-invariant subspace V ∈ Grδ(K
n) such

that S ⊃ V and let [F ∗] = S⊥. For any matrix X ∈ M(r, s) (whose columns span V)
we have that FX = 0. By Proposition 2.6 we can assume that X is in reduced form
given by Definition 2.5.

Let n = (n1, . . . , nh) be a multi-index of V and then for X. Since X is in reduced
form we have that

R1
j (n

j , ) = Imh−j+1
, j = 1, . . . , h.

Thus rankR = s1 independent of the remaining elements of R1
i , i = 1, . . . , h. We only

have to analyze under what conditions equations Hh−j+1Rj = 0, j = 1, 2, . . . , h, are
solvable.

Let us consider the equations Hh−j+1Rj = 0. As Rj(n
j , ) = R1

j (n
j , ) = Imh−j+1

,
if Hh−j+1Rj = 0, then

Hh−j+1[ , n
j ]Rj [n

j , ] = −Hh−j+1( , n
j),

i.e., the columns of Hh−j+1 in nj are linearly dependent on the remaining columns
of Hh−j+1. Since rankHh−j+1 = th−j+1, there must be a multi-index for Hh−j+1,

�h−j+1 = (�h−j+1
1 , . . . , �h−j+1

th−j+1
) such that �h−j+1 ∩ nj = ∅, as we wanted to prove.

Conversely, if �h−j+1 ∩nj = ∅ for j = 1, . . . , h, then there are matrices Z1,. . . , Zh

such that

Hh−j+1[ , n
j ]Zj = −Hh−j+1( , n

j), j = 1, . . . , h.

For j = 1, . . . , h we construct a matrix Rj as follows:

Rj [n
j , ] = Zj ,

Rj(n
j , ) = Imh−j+1

.
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Thus Hh−j+1Rj = 0 and by defining R as in (3.1) we have that rankR = s1. Now
the theorem follows from Proposition 3.1.

It is worth noticing that in the proof of the above theorem we have not used
the whole reduced form of X, just the fact that the rows in nj are canonical vectors.
Actually, there are some hidden properties of the admissible multi-indices of Hj behind
the block-Hankel structure of these matrices. The following one is relevant.

Lemma 3.5. If for some j = 1, . . . , h there is a positive integer α, 1 ≤ α ≤ rj,
such that column α of Hj is a linear combination of the remaining columns of Hj,
then for i = 1, . . . , j−1 columns α, ri +α, . . . , ri + · · ·+ rj−1 +α of Hi are also linear
combinations of the remaining columns of Hi.

Proof. The proof is straightforward, bearing in mind the block-Hankel structure
of matrices Hj .

A consequence of this lemma is the following necessary condition for the cover
problem to have a solution. In fact, this condition is also sufficient generically, as we
will show in the next section.

Theorem 3.6. Under the assumptions of Theorem 3.4 let (H1, . . . , Hh) be any
block-Hankel structure of S with regard to (C,A). If there exists a (C,A)-invariant
subspace V contained in S, such that the restriction of (C,A) to V has (s1, . . . , sh) as
positive Brunovsky indices, then

rankHj ≤
k∑

i=j

(ri − si), j = 1, . . . , h.(3.2)

Proof. We have seen in the proof of Theorem 3.4 that if n = (n1, . . . , nh) is
a multi-index for V, then the columns of Hj in nh−j+1 are a linear combination
of the remaining columns of Hj . Thus, if we define that for a positive integer a,
a+nj = {a+nj,1, a+nj,2, . . . , a+nj,mj}, then, according to Lemma 3.5, the columns
of Hj in

nh−j+1∪
nh−j ∪ (rj + nh−j)∪
nh−j−1 ∪ (rj + nh−j−1) ∪ (rj + rj+1 + nh−j−1)∪
· · ·
n1 ∪ (rj + n1) ∪ · · · (rj + · · · + rh−1 + n1)

are linear combination of the remaining columns of Hj . But all these sets of indices
are pairwise disjoint (thanks to the relations ni,mh−i+1

≤ rh−i+1) and

#(n1 ∪ n2 ∪ · · · ∪ nh−j+1) = sh + mh−1 + · · · + mj = sj ,

#(rj + n1 ∪ rj + n2 ∪ · · · ∪ rj + nh−j) = sh + mh−1 + · · · + mj+1 = sj+1,
...

#(r1 + · · · + rh−1 + n1) = sh.

As the number of columns of Hj is rj + · · · + rk we conclude that

rankHj ≤ (rj + · · · + rk) − (sj + · · · + sh), j = 1, . . . , k,

as we wanted to prove.
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Condition (3.2) is not sufficient in general because not only is the number
of linearly independent columns of Hj inportant but also their positions. For ex-
ample, assume that r = (5, 3, 2, 1) and s = (3, 3, 1) as in Example 2.7, and let
S such that S⊥ is the subspace of R

11 generated by the matrix F ∗, where F =(
1 0 0 0 0 0 0 0 0 0 0

)
. Then

H1 = F =
(

1 0 0 0 0 0 0 0 0 0 0
)
,

H2 =

(
1 0 0 0 0 0
0 0 0 0 0 0

)
,

H3 =

⎛
⎝ 1 0 0

0 0 0
0 0 0

⎞
⎠ .

On one hand, rankH1 = 1 ≤ r1 + r2 + r3 + r4 − s1 − s2 − s3 = 4, rankH2 = 1 ≤
r2 + r3 + r4 − s2 − s3 = 2, and rankH3 = 1 ≤ r3 + r4 − s3 = 2. Thus condition (3.2)
holds. However, we have seen in Example 2.7 that the only possible multi-indices
for all invariant subspaces are ((1), (2, 3)) and ((2), (1, 3)). (Notice that in this case
n3 = ∅.) But �1 = �2 = �3 = (1); and so either �3 ∩ n1 	= ∅ or �2 ∩ n2 	= ∅. That
is to say, there is not any (C,A)-invariant subspace V such that the restriction of
(C,A) to V has Brunovsky indices s = (3, 3, 1) and V ⊂ S. This does not mean
that there is no (C,A)-invariant subspaces of dimension 7 contained in S. In fact,
many other partitions s are compatible with r = (5, 3, 2, 1). For example, s = (4, 2, 1)
is compatible with r and a possible multi-index may be n = ((2), (3), (4, 5)). Since
�3−j+1 ∩ nj = ∅ for j = 1, 2, 3 we conclude that there is at least one (C,A)-invariant
subspace of dimension 7 contained in S. This subspace is generated by a matrix
Y ∈ M(r, s) in the reduced form given in Definition 2.5. In particular, the subspace
spanned by

Y (y1, . . . , y9) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
y1 y2 y3 y4 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 y5 y6 y7 y1 y2 0
0 0 0 0 0 0 1
0 0 y8 y9 0 y5 y1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

has dimension 7, it is (C,A)-invariant, and it is contained in S. Notice that there
are nine free parameters in Y. So, there are many other different choices for matrices
Y in reduced form with the same properties; i.e., each one of them spans a (C,A)-
invariant subspace of dimension 7 with Brunovsky indices for the restriction s =
(4, 2, 1) contained in S. We will see in a later section that the set of all (C,A)-
invariant subspace with fixed Brunovsky indices for the restriction contained in a
given subspace can be provided with a differentiable structure. As we will prove, the
number of free parameters in Y is just the dimension of the corresponding manifold.

4. The generic case. The aim of this section is to show that, generically, that
is to say, for S belonging to an open and dense subset S of Grn−d(K

n), condition
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(3.2) in Theorem 3.6 is a sufficient condition for the (dual) cover problem to have a
solution. We would like to emphasize that genericity is an interesting property from
a practical point of view. In fact, it means that if S 	∈ S we can obtain by a slight
modification of S a subspace S ′ ∈ S and that if S ∈ S the small perturbations of S
remain in S.

We begin by recalling the definition of genericity. Given a property (P) concerning
the elements of a topological space T , (P) is said to be a generic property with respect
to T if there exists an open and dense subset O of T such that every element of
O satisfies this property. Then, we also say that the set O satisfies property (P)
generically. For example, being invertible is a generic property with respect to the
set of square matrices. The following property will play an important role in the
achievement of our objective.

(P). We say that a matrix A satisfies property (P) if A has full rank, say r, and
all r × r submatrices of A are invertible.

It is clear that (P) is a generic property with respect to Mm,n. However, what
we will need is that this property keeps being generic with respect to a smaller set:
the set of all block-Hankel structures (H1, . . . , Hh) associated to F . The following
particular case is essential to this end.

Let Hp,q be the set of p× q Hankel matrices and ν the number of perpendiculars
to the main diagonal. From a topological point of view we identify Hp,q with K

ν . Let
H(x) be the Hankel matrix

H(x) =

⎛
⎜⎜⎜⎜⎝

x1 x2 x3 . . . xq

x2 x3 . . . . . . . . .
x3 . . . . . . . . . . . .
. . . . . . . . . . . . . . .
xp . . . . . . . . . xν

⎞
⎟⎟⎟⎟⎠ = (xi+j−2),

where x1, . . . , xν are indeterminates. We will also say that x1 . . . , xν are the param-
eters of H(x) and that H(x) is a parametric Hankel matrix. A particular Hankel
matrix H(a) is obtained by giving to the parameters the values xi = ai, i = 1, . . . , ν.
We will show that (P) is generic with respect to Hp,q. For this we need the following
result.

Lemma 4.1. Let H(x) be a parametric Hankel matrix with p ≤ q. Let I =
(i1, . . . , ip) be a given sequence of indices, 1 ≤ i1 < · · · < ip ≤ q, and let ΔI(x) be the
determinant formed with the columns in I. Then ΔI(x) is not the zero polynomial
of K[x].

Proof. The proof is by recurrence on the number of rows p. If p = 1, the lemma
is obvious. Assume now that the lemma is also true for p − 1 ≥ 2. Then, if p is the
number of rows of H(x), we compute ΔI(x) by its first column cofactor expansion:

ΔI(x) = xi1Δ1,i1(x) + · · · + xi1+p−1Δp,i1(x).

Notice that if we eliminate the first row of a Hankel matrix, the remaining ma-
trix is still a Hankel matrix. Hence, by applying the induction hypothesis we con-
clude that Δ1,i1(x) 	= 0. Then taking into account that the indeterminate xi1 does
not appear in any of the remaining summands we obtain that ΔI(x) 	= 0, as we
wanted.

Let VI denote the set of matrices H(a) ∈ Hp,q such that ΔI(a) 	= 0. The above
lemma shows that VI is a Zariski open (and hence dense) subset of Hp,q. When I
runs over all i1, . . . , ip such that 1 ≤ i1 < · · · < ip ≤ q, ∩

I
VI is still open and dense.
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Since H ∈ Hp,q satisfies (P) if and only if Ht satisfies the same property, the next
lemma follows.

Lemma 4.2. (P) is a generic property with respect to Hp,q.
We will have to deal with matrices formed by a finite number of parametric Hankel

matrices, one each other with different parameters. For convenience we introduce the
following definition.

Definition 4.3. Let Hij(xi,j) be a parametric Hankel matrices with different
parameters (that is to say, xi,j 	= xk,l if (i, j) 	= (k, l)). A matrix of the form

H(x) =

⎛
⎜⎜⎜⎝

H11(x11) H12(x12) · · · H1n(x1n)
H21(x21) H22(x22) · · · H2n(x2n)

...
... · · ·

...
Hm1(xm1) Hm2(xm2) · · · Hmn(xmn)

⎞
⎟⎟⎟⎠

will be called an H-matrix.
For example, ⎛

⎜⎜⎜⎜⎜⎜⎝

x1 x2 x3 y1 y2 v1 v2 v3 v4

x2 x3 x4 y2 y3 v2 v3 v4 v5

z1 z2 z3 u1 u2 t1 t2 t3 t4
z2 z3 z4 u2 u3 t2 t3 t4 t5
z3 z4 z5 u3 u4 t3 t4 t5 t6

⎞
⎟⎟⎟⎟⎟⎟⎠

is an H-matrix. (For simplicity we have written xi
11 = xi, x

j
12 = yj , . . . .)

Lemma 4.4. (P) is a generic property with respect to the set of H-matrices.
Proof. Let (x1

ij , . . . , x
nij

ij ) be the parameters of Hij(xij). Since xα
ij 	= xα

k� for
(i, j) 	= (k, �) we can obtain from H(x) a Hankel matrix as follows. In the first row
block (

H11(x11) H12(x12) · · · H1n(x1n)
)

we modify the parameters of the first column of each one of the blocks H12(x12),
H13(x13), . . ., so that the first row block becomes a Hankel matrix with different
parameters. We illustrate this through the example above. Replace y1 by x4 and v1

by y3: (
x1 x2 x3 x4 y2 y3 v2 v3 v4

x2 x3 x4 y2 y3 v2 v3 v4 v5

)
.

Next we modify conveniently the parameters of the second row block(
H21(x21) H22(x22) · · · H2n(x2n)

)
so that the resulting matrix formed by the two modified row blocks is a Hankel matrix
with different parameters. Again, we illustrate this procedure through the previous
example: ⎛

⎜⎜⎜⎜⎜⎜⎝

x1 x2 x3 x4 y2 y3 v2 v3 v4

x2 x3 x4 y2 y3 v2 v3 v4 v5

x3 x4 y2 y3 v2 v3 v4 v5 t4
x4 y2 y3 v2 v3 v4 v5 t4 t5
y2 y3 v2 v3 v4 v5 t4 t5 t6

⎞
⎟⎟⎟⎟⎟⎟⎠

.
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Following this way we will obtain from H(x) a Hankel matrix, H(x) ∈ Hp,q. From
the same argument as in the proof of Lemma 4.2, (P) is generic with respect to Hp,q,
and so it is with respect to the H-matrices.

Finally, let Oj be the set of all matrices F ∈ Md,n such that if (H1 . . . Hh) is
the block Hankel structure associated to F,Hj satisfies (P) and set O = ∩j Oj .

Proposition 4.5. Oj is an open and dense subset of Md,n.
Proof. Recall that matrices Hj , as defined in section 3, are almost block Hankel

matrices. Actually, we can permute the blocks in Hj in order to obtain a matrix with
the form

HjP =
(

H1
j H2

j · · · H
kj

j

)
(P a permutation matrix) such that each submatrix Hi

j is a block Hankel matrix for
i = 1, . . . , kj .

Following our example in section 3 we would have

H1
1 =

(
F11 F21 F31 F41

)
H2

1 =
(
F12 F22 F32

)
H3

1 =
(
F13 F23

)
H4

1 = F14

H1
2 =

(
F11 F21 F31

F21 F31 F41

)
H2

2 =

(
F12 F22

F22 F32

)
H3

2 =

(
F13

F23

)

H1
3 =

⎛
⎝ F11 F21

F21 F31

F31 F41

⎞
⎠ H2

3 =

⎛
⎝ F12

F22

F32

⎞
⎠ .

Now, by a suitable permutation of the rows and columns of HjP we can obtain
an H-matrix. The proposition follows from Lemma 4.4, taking into account that the
parameters of F not being in Hj are free.

Corollary 4.6. O is an open and dense subset of Md,n.
From this corollary we derive the following result, which is basic to attain our

objective.
Proposition 4.7. Let S be the set of subspaces S ∈ Grn−d(K

n) such that
S⊥ = [F ∗] with F ∈ O. Then S is an open and dense subset of Grn−d(K

n).
Proof. Let F,G ∈ Md,n be matrices such that [F ∗] = [G∗] = S⊥, and let

(H1, . . . , Hh), (K1, . . . ,Kh) be the block Hankel structures associated to F and G,
respectively. From Proposition 3.3 one has that F ∈ O if and only if G ∈ O. Then
the proposition follows from the above corollary and the fact that in the description of
Grn−d(K

n) as the orbit space M∗
n−d,n/Gl(Kn−d), the natural projection M∗

n−d,n −→
M∗

n−d,n/Gl(Kn−d) is an open map.
Lemma 4.8. If S ∈ S and H1, . . . , Hh is a block Hankel structure of S satisfying

condition (3.2) in Theorem 3.6, then

rankHj = jd.

Proof. Since S ∈ S, Hj has full rank. Therefore,

rankHj = min{jd, rj + · · · + rk}

and from condition (3.2) we have

min{jd, rj + · · · + rk} ≤
k∑

i=j

(ri − si) .

Hence, rankHj = jd.
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We are now in position to show the main result of this section.
Theorem 4.9. Under the assumptions of Theorem 3.4 and with the above no-

tation, for every S ∈ S there is a (C,A)-invariant subspace V contained in S such
that the restriction of (C,A) to V has (s1, . . . , sh) as positive Brunovsky indices if and
only if

0 ≤
k∑

j=h

rj − sh − hd.(4.1)

Proof. (if) Condition (4.1) can be written as

hd ≤
k∑

i=h

(ri − si)

and from this relation and bearing in mind that ri ≥ si, we conclude that for j =
1, . . . , h

jd ≤ hd ≤
k∑

i=h

(ri − si) ≤
k∑

i=j

(ri − si) .(4.2)

But jd = rankHj = tj , because Hj = min{jd, r1 + · · · + rk}. Hence,

tj + mj = jd + sj − sj+1 ≤ rj + · · · + rk , j = 1, . . . , h.(4.3)

Since S ∈ S, if (H1, . . . , Hh) is a block-Hankel structure of S, for j = 1, . . . , h any set
of tj columns of Hj is linearly independent. Thus any multi-index is available to be
chosen, and, in order to apply Theorem 3.4, we only have to check that tj +#nh−j+1

is less than or equal to the number of columns of Hj . And this is just what relation
(4.3) shows.

(only if). From Theorem 3.6 we know that condition (3.2) is satisfied, so that for
j = h we have

th ≤
k∑

j=h

rj − sh

and from Lemma 4.8 rankHh = hd. Hence, condition (4.1) is satisfied.
Remark 4.10. Given S ∈ Grn−d(K

n), the existence of a (C,A)-invariant subspace
V contained in S, such that the restriction of (C,A) to V has (s1, . . . , sh) as positive
Brunovsky indices can be stated geometrically as

Grδ(S) ∩ Inv (r, s) 	= ∅ .(4.4)

According to the Thom transversality theorem [12, Th. 3.2] we have that for
generic submanifolds T1, T2 of Grδ(K

n)

T1 ∩ T2 	= ∅ ⇒ dim T1 + dim T2 ≥ dim Grδ(K
n).

So, by analogy, one is tempted to check whether

dim Grδ(S) + dim Inv (r, s) ≥ dim Grδ(K
n).(4.5)
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provided that condition (4.4) holds. We are going to see that this is so in the generic
case.

In fact, if η = dim Inv (r, s), inequality (4.5) is equivalent to

δ(n− d− δ) + η ≥ δ(n− δ)

or

δd ≤ η.(4.6)

We know that δ = s1 + · · · + sh and

η =
h∑

i=1

⎡
⎣(si − si+1)

k∑
j=1

(ri+j−1 − si+j−1)

⎤
⎦

(see Corollary 2.4).
Hence relation (4.6) is equivalent to

d

(
h∑

i=1

si

)
≤

h∑
i=1

⎡
⎣(si − si+1)

k∑
j=i

(rj − sj)

⎤
⎦ .

But

h∑
i=1

si =

h∑
i=1

i(si − si+1)

so that, finally, (4.6) is equivalent to

h∑
i=1

⎡
⎣(si − si+1)

⎛
⎝id−

k∑
j=i

(rj − sj)

⎞
⎠
⎤
⎦ ≤ 0.(4.7)

Since (4.7) is implied by (4.2) and this is equivalent to (4.1), we conclude that (4.5)
follows from (4.1).

Now, by Theorem 4.9, if S ∈ S (i.e., S is generic), condition (4.1) is necessary
and sufficient for Grδ(S) ∩ Inv (r, s) 	= ∅. In conclusion, if S ∈ S we have that

Grδ(S) ∩ Inv (r, s) 	= ∅ ⇒ dim Grδ(S) + dim Inv (r, s) ≥ dim Grδ(K
n),

i.e., for S generic the submanifolds Grδ(S) and Inv (r, s) either do not intersect or
they intersect transversaly. Following with the analogy with the Thom transversality
theorem we can expect that if Grδ(S) ∩ Inv (r, s) 	= ∅, then this intersection is a
differentiable manifold whose dimension is

dim Grδ(K
n) − dim Grδ(S) − dim Inv (r, s) = η − δd.

We will prove by direct methods in section 6 that Grδ(S)∩ Inv (r, s) is a submanifold
of Grδ(K

n) whose dimension is η−δd, and we will do it not only for generic subspaces
but in general.

Theorem 4.9 can be used to provide a solution, in the generic case, to the original
(dual) cover problem, that is to say, without prescribing the Brunovsky indices of
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the restriction, s. This is stated in the corollary below, whose proof follows from the
following observation. Assume that s′ = (s′1, . . . , s

′
h′) is such that h′ < h. Then,

k∑
j=h

rj − sh − hd <

k∑
j=h′+1

rj − h′d <

k∑
j=h′

rj − s′h′ − h′d.

Corollary 4.11. With the notation of the above theorem, for every S ∈ S there
is an (C,A)-invariant subspace V contained in S if and only if

0 ≤
k∑

j=h

rj − sh − hd(4.8)

for the unique s compatible with r having minimal h.
We will give an example applying this result. First notice that the unique par-

tition s compatible with r (i.e., si ≤ ri for all i) having minimal h can be explicitly
constructed as follows (recall that s1 + · · · + sh = δ):

(i) s1 = min{r1, δ},
(ii) for j = 2, 3 . . . , s1 + · · · + sj = min{r1 + · · · + rj , δ},

and h = min{j : r1 + · · · rj ≥ δ}.
Example 4.12. Let r = (3, 3, 2) and d = 3. We are going to determine when the

cover problem has a generic solution for the possible values of δ. Since n = 8, we have
1 ≤ δ ≤ 5. We examine the inequality of formula (4.8) for the partitions s compatible
with r having minimal h, that is to say, for δ = 1, s = (1), for δ = 2, s = (2), for
δ = 3, s = (3), for δ = 4, s = (3, 1), and for δ = 5, s = (3, 2). We conclude that for
δ = 1, 2, 3 the cover problem has a generic solution and for δ = 4, 5, it does not.

5. The cover algorithm. In this section we present an application to the distur-
bance decoupling problem based on the parameterization of the solutions of the dual
cover problem given in the previous sections. More precisely, given ẋ = Ax+Bu+Qv
with Q a full rank n × d matrix, we aim to parameterize the output matrices C
for which Cx can be decoupled from v by state feedback. This is the case if and
only if there is an (A,B)-invariant subspace, V, such that ImQ ⊆ V ⊆ KerC.
Equivalently, if and only if there is an (At, Bt)-invariant subspace, S, such that
(KerC)⊥ ⊆ S ⊂ (ImQ)⊥. But if [X] is a (Bt, At)-invariant subspace contained
in ImQ⊥, then the matrices C such that [X]⊥ ⊂ KerC are those of the form PX∗,
where P is any p× δ matrix. Thus, the following algorithm provides a paramateriza-
tion of the output matrices C for which the output of the system is insensitive to the
input disturbance:
Step 1 (data capture)

• compute the controllability indices of (A,B),
• form the corresponding conjugate partition r,
• form the Young diagram of r, and
• list the partitions s compatible with r.

Step 2 (robustness with regard to Q)
• for each δ, 1 ≤ δ ≤ n− d do

• find s compatible with r such that s1 + · · ·+sh = δ with h minimal,
• check the condition 0 ≤

∑k
j=h rj − sh − hd,

• if the condition is not fulfilled, then
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• for almost all matrices in any open neighborhood of Q, there is
not any (maximal) full rank (n− δ)× n matrix C for which the
decoupling problem has solution. There is not robustness with
respect to Q. End or go to step 3 (you can try anyway).

• else
• for almost all matrices in an open neighborhood of Q, the decou-

pling problem has solution with a full rank matrix (n− δ) × n.
The problem will be almost surely solvable, and we have robust-
ness with regard to Q. Go to step 3.

• end if
• end for

Step 3 (data from the particular Q)
• compute S such that (S−1AS+S−1BF, S−1BT ) is in the dual Brunovsky

canonical form,
• compute F := (S−1Q)∗,
• form the block-Hankel sequence associated to F , H = (H1, . . . , Hh),
• compute all the possible multi-indices l of H.

Step 4 (output matrix parameterization)
• for each δ, 1 ≤ δ ≤ n− d do

• for each s compatible with r such that s1 + · · ·+sh = δ do (if we are
only interested in a dense set of solutions we can take only s having
minimal h).
• for each n corresponding to s do

• if �j ∩ nh−j+1 = ∅ for j = 1, . . . , h, then
• form the parametric matrix X ∈ M(r, s) in the stan-

dard reduced form with indices n,
• solve FX = 0,
• the output matrices C for which the decoupling prob-

lem has solution are PX∗S−1 where P is any p × δ
matrix and S the matrix in step 3.

• end if
• end for

• end for
• end for

6. The differentiable structure of the solutions. Along this section we are
given a subspace S ∈ Grn−d(K

n) for which there is at least one V ∈ Inv (r, s) such
that V ⊂ S. A necessary and sufficient condition for such a property to hold was given
in Theorem 3.4. Our aim in this section is to show that for a subspace S, the set
Inv (r, s,S) = {V ∈ Inv (r, s)|V ⊂ S} can be provided with a differentiable structure,
to compute its dimension and to find an atlas of coordinate charts. This will allow us
to parameterize the solutions of the (dual) cover problem.

To begin, let F ∈ M∗
d,n be a matrix such that S⊥ = [F ∗] and let X ∈ M(r, s) be

such that V = [X] with V ∈ Inv (r, s,S). Then FX = 0. Let

N (r, s,S) := {X ∈ M(r, s)|FX = 0},

which is an open set of a linear manifold. Notice that if F,G ∈ M∗
d,n such that

S⊥ = [F ∗] = [G∗], then {X ∈ M(r, s)|FX = 0} = {X ∈ M(r, s)|GX = 0}. For
notational simplicity we will write N := N (r, s,S) and M := M(r, s). Let G := G(s)
be the group defined in Definition 2.1. By Theorem 2.3 this group acts freely on M
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on the right by matrix multiplication as well as on N . In addition we can identify
Inv (r, s,S) with N/G by means of the bijection

N/G −→ Inv (r, s,S),
{XP |X ∈ N , P ∈ G(s)} � [X].

Through this bijection a differentiable structure on Inv (r, s,S) can be defined.
Theorem 6.1. (i) The orbit space N/G has a differentiable stucture such that

the natural projection π : N → N/G is a submersion.
(ii) dim(N/G) = dimN − dimG.
Proof. (i) According to [9, Th. 2.9.10] we have to prove
(a) Γ = {(X,X ′) ∈ N ×N|X ′ = XP,P ∈ G} is closed in N ×N , and
(b) the map γ : N ×G → Γ defined by γ(X,P ) = (X,XP ) is a homeomorphism.

In order to prove (a) notice that if Γ1 = {(X,X ′) ∈ M×M|X ′ = XP,P ∈ G}, then
Γ = Γ1 ∩ (N ×N ). As Γ1 is closed in M×M (see [5]), Γ is closed in N ×N .

On the other hand, γ is clearly bijective due to the free action of G on N , and
it continues because it is the restriction of the homeomorphism γ1 : M × G → Γ1

defined by γ1(X,P ) = (X,XP ) (again see [5]). Its inverse is also to continue for the
same reason.

(ii) The dimension formula follows from (i) as in [5].
Now we compute the dimension of N/G. On one hand (see [7]),

dimG =
k∑

i=1

h∑
j=1

(si − si+1)si+j−1.

On the other hand, X ∈ N if and only if X ∈ M and FX = 0. As shown in the
previous section this is equivalent to

Hh−j+1Rj = 0, j = 1, . . . , h,

where (R1, . . . , Rh) is the condensed form of X and (H1, . . . , Hh) is a block-Hankel
structure of S with respect to (C,A). This is equivalent, in turns, to

Hh−j+1Rj( , i) = 0, j = 1, . . . , h, i = 1, . . . , sh−j+1 − sh−j+2,

where, as in section 3, Rj( , i) is the ith column of Rj . The set of solutions of this linear
homogeneous system is a vector space of dimension (rh−j+1 + · · ·+rk)−rankHh−j+1;
i.e., the solutions depend on (rh−j+1 + · · ·+ rk)− rankHh−j+1 parameters. Thus the

solutions of Hh−j+1Rj = 0 depend on (sh−j+1−sh−j+2)
(∑k

i=h−j+1 ri−rankHh−j+1

)
parameters. Since we have h of these equations,

dimN =

h∑
j=1

(sj−sj+1)

⎛
⎝ k∑

i=j

ri − rankHj

⎞
⎠ =

h∑
j=1

(sj−sj+1)

(
k∑

i=1

ri+j−1 − rankHj

)
.

Hence we have proved the following.
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Proposition 6.2.

dimN/G =

h∑
j=1

(sj − sj+1)

(
k∑

i=1

(ri+j−1 − si+j−1) − rankHj

)
.

Recall that (see [7])

dimM/G =

h∑
j=1

k∑
i=1

(sj − sj+1)(ri+j−1 − si+j−1).

Hence

dimN/G = dimM/G −
h∑

j=1

(sj − sj+1) rankHj .

Notice that, in the generic case, by Lemma 4.8 rankHj = jd, and so
∑h

j=1(sj −
sj+1) rankHj = d

∑h
j=1 j(sj − sj+1) = d

∑h
j=1 sj = dδ. Since η = dim Inv (r, s) =

dimM/G, we recover the result in Remark 4.10.
Since N/G ⊂ M/G and the topology of N/G is the induced one by that of M/G

(N is a submanifold of M and the projection M → M/G is an open map), we have
the following.

Proposition 6.3. N/G is a regular submanifold of M/G.
We are going now to parameterize N/G by means of a coordinate atlas.
First we recall an elementary fact from linear algebra. If the homogeneous linear

system Ax = 0 has a solution, {ai1 , . . . , air} is a basis of the column span of A and
{j1, . . . , jn−r} = {1, . . . , n}\{i1, . . . , ir}, then

ajk =

r∑
t=1

αktait , k = 1, . . . , n− r,

if and only if

xit = −
n−r∑
k=1

αtkxjk , t = 1, . . . , r.

Consider now a matrix X ∈ M(r, s) in reduced form (Definition 2.5) such that
FX = 0, and for j = 1, . . . , h let (R1, . . . , Rh) be the condensed form of X. Let � =
(�1, . . . , �k) and n = (n1, . . . , nh) be compatible multi-indices of S and X, respectively;
i.e.,

�j ∩ nh−j+1 = ∅, j = 1, . . . , h.

If �j = (�j1, . . . , �
j
tj ), tj = rankHj , then �j1, . . . , �

j
tj are linearly independent columns

of Hj , (H1, . . . , Hh) being a block-Hankel structure of S with respect to (C,A).
Since X is in reduced form, the rows of Rh−j+1 in nh−j+1 are canonical vectors;

i.e., Rh−j+1(n
h−j+1, ) = Imj . And the rows of Rh−j+1 in the set of indices ph−j+1 =

n1∪· · ·∪nh−j∪(rj+n1)∪· · ·∪(rj+nh−j)∪(rj+1+rj+n1)∪· · ·∪(rj+1+rj+nh−j−1)∪
· · · ∪ (rk + · · · + rj + n1) are zero rows; i.e., Rh−j+1(p

h−j+1, ) = 0. (Compare with
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the indices in the proof of Theorem 3.6.) But FX = 0 is equivalent to HjRh−j+1 = 0,
j = 1, . . . , h. So, if sj = #ph−j+1 = 2sj+1 + sj+2 + · · · + sh, rj = rj + · · · + rk and

{gj1, . . . , g
j
rj−tj−sj} = {1, . . . , rj}\(�j ∪ ph−j+1),

then columns Hj( , g
j
i ) are linear combinations of the columns �j1, . . . , �

j
tj of Hj . We

can write

Hj( , g
j
i ) =

tj∑
q=1

αiqHj( , �
j
q), i = 1, . . . , rj − tj − sj ,(6.1)

and so

Rh−j+1(�
j
i , ) = −

rj−tj−sj∑
q=1

αqiRh−j+1(g
j
q , ), i = 1, . . . , tj .(6.2)

This proves the following.
Theorem 6.4. For any matrix X ∈ N (r, s,S) there are multi-indices � =

(�1, . . . , �h) of S and n = (n1, . . . , nh) of X such that
(i) �j ∩ nh−j+1 = ∅, j = 1, . . . , h.
(ii) Y = XP is in reduced form, as give by Definition 2.5, for some P ∈ G(s).
(iii) if (H1, . . . , Hh) is a block-Hankel structure of S, (R1, . . . , Rh) the condensed

form of Y , {gj1, . . . , g
j
rj−tj−sj} = {1, . . . , rj}\(�j ∪ ph−j+1) for j = 1, . . . , h

and Hj( , g
j
i ) is given by (6.1), then matrix Rh−j+1(�

j
i , ) is given by (6.2).

Definition 6.5. With the notation of the above theorem we will say that Y is a
reduced form of X ∈ N (r, s,S) with respect to n and �.

Let us compute now the number of free parameters in a reduced form of X ∈
N (r, s,S). We will show that this is the dimension of N/G. In fact, the number of
free parameters of any reduced form is the same as the number of free parameters in
its condensed form. And this is the number of free parameters in the condensed form
of the reduced form of X ∈ M(r, s) minus the number of elements in Rh−j+1(�

j
i , ),

j = 1, . . . , h, i = 1, . . . , tj . Bearing in mind that the number of free parameters in
any reduced form Y ∈ M(r, s) is dimM/G (see [7]), we conclude that the number of
free parameters in Y ∈ N (r, s,S) is (recall that the number of columns of Rh−j+1 is
sj − sj+1)

dimM/G −
h∑

j=1

tj(sj − sj+1) = dimN/G.

Definition 6.6. A multi-index n = (n1, . . . , nh) for X ∈ M(r, s) will be said an
admissible set of indices (or a multi-index) for X ∈ N (r, s,S) if there is a multi-index
� = (�1, . . . , �h) of S such that �j ∩ nh−j+1 = ∅, j = 1, . . . , h.

The following lemmas follow immediately from Lemmas 3 and 4 of [7] (see Propo-
sition 2.8).

Lemma 6.7. Let X ∈ N and Q ∈ G. If n is an admissible set of indices for X it
is also an admissible set of indices for XQ.

Lemma 6.8. Let Y and Ỹ be matrices of N (r, s,S) in reduced form with the same
multi-index n. If there is a matrix P ∈ G such that Ỹ = Y P , then P is the identity
matrix.
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In order to define the coordinate charts of N/G we start as in [7]. Let Λ be the
set of multi-indices n = (n1, . . . , nh) for which there is a multi-index, � = (�1, . . . , �k),
of S with respect to (C,A) such that �j ∩ nh−j+1 = ∅, j = 1, . . . , h, i.e., compatible
with n. For n ∈ Λ let Un denote the set of matrices X ∈ N (r, s,S) with n as a set
of admissible indices. Since all matrices in N (r, s,S) close enough to X have n as
a set of admissible indices (because these are just linear independent rows), we have
that {Un|n ∈ Λ} is an open covering of N (r, s,S). If π : N → N/G is the natural

projection, then π is open and {Ũn = π(Un)|n ∈ Λ} is an open covering of N/G.
We must notice that for a multi-index n ∈ Λ, there may be several multi-indices

� compatible with it. To define the coordinate charts we aim to find a differentiable
onto mapping φn : Un → K

N , N = dimN/G, for each n ∈ Λ. We proceed as

follows. If n ∈ Λ admits several compatible multi-indices � = (�1, . . . , �h) we take
the one such that for i = 1, . . . , h, �i is the smallest in the lexicographical order.
In other words, as the elements of �i are linearly independent columns of Hi, we
are taking its first ti linearly independent columns compatible with n. Then for
X ∈ Un we define φn(X) as the point of K

N defined by the free parameters of the
reduced form of X corresponding to n and �, Y , in a certain order. For example, if
(R1, . . . , Rh) is the condensed form of Y , then the free parameters of Y are in the rows
{f j

1 , . . . , f
j
rj−tj−s′j} = {1, . . . , rj}\(�j ∪ ph−j+1 ∪ nh−j+1) (s′j = sj + sj+1 + · · · + sh)

of Rh−j+1, j = 1, . . . , h. Thus we may define

φn(X) = (R1(f
1
1 , ) R1(f

1
2 , ) · · ·R1(f

1
rj−t1−s′1 , )

R2(f
2
1 , ) · · ·R2(f

2
rj−t2−s′2 , ) · · ·Rh(fh

rj−th−s′h , )).

In this way φn is well defined and onto. The differentiability follows from the fact
that Yn is obtained form X by means of rational operations. This mapping induces

the mapping θn : Ũn → K
N .

Theorem 6.9. With the above notation θn is a diffeomorphism and {Ũn; n ∈ Λ}
is a coordinate atlas of N/G.

Proof. The proof is in [7].
Example 6.10. Consider a slight modification of the example at the end of the

section 3: r = (5, 3, 2, 1), s = (3, 3, 1), and S such that S⊥ = [F ∗], where F =(
1 0 0 0 0 2 0 0 0 0 0

)
. Then

H1 = F =
(

1 0 0 0 0 2 0 0 0 0 0
)
,

H2 =

(
1 0 0 2 0 0
2 0 0 0 0 0

)
,

H3 =

⎛
⎝ 1 0 2

2 0 0
0 0 0

⎞
⎠ .

An admissible multi-index in M(r, s) is n = ((2), (3), (4, 5)). But now this multi-index
is compatible with two multi-indices �: �1 = ((1), (1, 4), (1, 3)) and �2 = ((6), (1, 4), (1, 3)).
The one to be chosen to construct the coordinate chart is �1. The reduced form cor-
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responding to n and �1 is

Y =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 −2a2 −2a3 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 a2 a3 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 a1 a4 a5 0 0 0
0 0 0 0 0 0 1
0 0 a6 a7 a4 a5 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

and so φn(Ũn) = {(a1, a2, a3, a4, a5, a6, a7) ∈ R
7} = R

7.
Our last result is about the connection of the manifold N/G.
Theorem 6.11. If K = C, the manifold N/G is connected.
Proof. It is sufficient to prove that N is connected.
Assume, on the contrary, that there are open sets U1, U2 ∈ N such that U1∪U2 =

N and U1∩U2 = ∅. Let X1 ∈ U1 and X2 ∈ U2 and let n be an admissible multi-index
for X1. For a given matrix X ∈ N , let Mn(X) denote the submatrix of X formed by
the rows in n and the first s1 columns. As n is a multi-index admissible for X1 we
have that detMn(X1) 	= 0.

For z ∈ C define p(z) = detMn(X1 + z(X2 −X1)). Since p(0) = detMn(X1) 	= 0,
p(z) is not the zero polynomial, and so p(z) has finitely many zeros. This allows us to
define a trajectory z(t) : [0, 1] → C such that z(0) = 0, z(1) = 1 and p(z(t)) 	= 0 for
all t ∈ [0, 1). In other words, if X(t) = X1 + z(t)(X2 −X1), then detMn(X(t)) 	= 0
for all t ∈ [0, 1). Notice that for t ∈ [0, 1), X(t) ∈ N = U1 ∪ U2. Furthermore, since
X1 ∈ U1, {X(t) | t ∈ [0, 1)} is connected (because it is the image of a connected set
by a continuous map) and U1 ∩ U2 = ∅ we conclude that {X(t) | t ∈ [0, 1)} ⊂ U1.

Now as X2 ∈ U2 and U2 is open there is a neighborhood of X2 contained in U2.
But X2 is the limit of a sequence of matrices in {X(t) | t ∈ [0, 1)}. This means
that in that neighborhood of X2 there are matrices of this set. Thus U1 ∩ U2 	= ∅, a
contradiction.

7. Conclusions. In this paper the solutions of the cover problem have been
studied by taking a geometric approach. The main tool is the parameterization of the
set of (C,A)-invariant subspaces according to the Brunovsky indices of the restriction,
each strata being a differentiable manifold. The structure of the matrices whose
columns form a basis of such (C,A)-invariant subspaces (with respect to the dual
Brunovsky basis of K

n and K
n+m) was used to produce a necessary and sufficient

condition for the cover problem to have a solution in each strata. This condition was
used to provide the set of solutions with a differentiable structure in such a way that
this set is a regular submanifold of the previous one. Then, an atlas of coordinate
charts for the set of solution was given, obtaining a parameterization of all solutions
of the cover problem on each strata. The generic case was also considered. In this
case a simple and very easily computable condition for the cover problem to have a
solution has been shown to hold.
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A TURNPIKE THEOREM FOR A RISK-SENSITIVE MARKOV
DECISION PROCESS WITH STOPPING∗
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Abstract. This paper concerns a Markov decision problem with an infinite planning horizon,
stationary data, an exponential utility function, and no discounting, but also with the possibility of
voluntary or involuntary termination (stopping). This paper establishes conditions under which the
expected utility of the income received by repeated use of a well-chosen stationary control equals the
limit, as n becomes large, of the optimal expected utility for the n-period problem. Tests for these
(turnpike) conditions are provided, as is a linear program whose optimal solution determines such a
control.
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theorem, overtaking optimality
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1. Introduction. Howard and Matheson [1972] were the first to analyze a Markov
decision problem with a (risk-sensitive) exponential utility function. As a performance
criterion, they focused on the “gain rate”—the improvement in certain monetary
equivalent (CME) per epoch under steady-state conditions. Their work kindled sub-
stantial interest in gain-rate maximization with an exponential utility function: for
example, see Jacobson [1972, 1977], Hernández Lerma [1989], Whittle [1990], Fleming
and Hernández-Hernández [1997, 1999], Di Masi and Stettner [2000], Cavazos-Cadena
and Montes-de-Oca [2003], Cavazos-Cadena and Hernández-Hernández [2004], and
the papers they cite. Each of these papers studies gain-rate maximization in a risk-
sensitive model with an infinite planning horizon, no discounting, and no possibility
of stopping.

Howard and Matheson [1972] rest their analysis on the hypothesis that all states
communicate under every control. They demonstrate the equivalence of maximizing
the CME and optimizing the spectral radius of the corresponding (positive) transition
matrix. This links their work to earlier papers on maximizing the spectral radii of
controlled branching systems by Bellman [1957], Mandl [1967], and Mandl and Seneta
[1969] and to later work by Sladky [1980], Zijm [1980, 1987], Rothblum and Whittle
[1982], Rothblum [1984], and Rothblum and Veinott [forthcoming].

Here, we study a somewhat different model of a Markov decision process with
exponential utility with stopping. This model was introduced in Denardo and Roth-
blum (DR) [1979a]. In it, voluntary or involuntary stopping serves to place an upper
bound on the net income that can be earned prior to termination, and the decision
maker’s goal is to maximize the expected utility of the net income that is earned before
stopping occurs. In the context of this model, the widely used gain-rate criterion is
unselective: every control whose expected net income prior to termination is finite has
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zero as its gain rate. In DR [1979a] the best of the stationary controls were found, but
no comparisons were attempted between stationary controls and more general deci-
sion procedures. Here, we establish a turnpike theorem by showing that the expected
utility of the income received by repeated use of any one of the best stationary controls
equals the limit, as n becomes large, of the optimal expected utility for the n-period
problem. Turnpike theorems like this one are a prime justification for repeated use
of a stationary control when the planning horizon is long and possibly of uncertain
length. A corollary (presented in section 4) is that each (stationary) turnpike control
overtakes (is overtaking optimal over) all randomized history-remembering decision
procedures.

The hypothesis on which this turnpike theorem rests avoids assumptions on the
chain structure. In their place are conditions guaranteeing that no control has ag-
gregate payoff that approaches plus infinity but allowing poorly chosen controls to
have aggregate payoff that approaches minus infinity. This turnpike theorem sets a
proper foundation for the analysis of the multiarmed bandit problem with exponen-
tial utility in Denardo, Park, and Rothblum [2004]. This analysis also relates to work
by Denardo, Rothblum, and Van der Heyden [2004] on index policies for a search
problem with exponential utility and to work by DR [2005] on multiplicative systems.

The model on which this paper is focused is now presented. A system is observed
sequentially at epochs labeled 1, 2, . . . , while termination has not occurred. At each
epoch prior to termination, the system is observed to be in one of N states that are
labeled 1 through N . If the system is observed to occupy state i at epoch t, the decision
maker must choose some action k in the finite set Di, with these consequences:

(i) With probability of P k
iu ≥ 0, the decision maker will earn (possibly negative)

reward wk
iu and will observe the system to be in state u at epoch t + 1.

(ii) With probability of T k
i = 1 −

∑N
u=1 P

k
iu ≥ 0, the decision maker will earn

(possibly negative) reward wk
i , and termination (stopping) will occur.

After termination occurs, the decision maker observes no state, selects no action, and
earns no further reward.

The utility u(x) that the decision maker places on x units of income has an
exponential form whose shape is determined by a parameter (constant) λ: in the
risk-averse case, λ is positive and u(x) = −e−λx, while in the risk-seeking case, λ
is negative and u(x) = e−λx. To consolidate these cases, we designate α = sign(λ)
and write u(x) = −αe−λx. The decision maker has no time-preference for money, so
the utility U(w1, . . . , wn) of receiving (possibly negative) income w1, . . . , wn in epochs
1, . . . , n, respectively, is given by

U(w1, . . . , wn) = −αe−λ(w1+···+wn) = e−λw1U(w2, . . . , wn).(1)

Equation (1) reflects the multiplicative property of the exponential utility function,
and the fact that e−λw1 is nonnegative ensures that the monotonicity property of
dynamic programming will be satisfied.

The decision maker’s goal is to maximize the expectation of the utility earned
until termination. Denote as f(n) the N × 1 vector whose ith element f(n)i equals
the supremum over all randomized history-remembering decision procedures of the
expected utility for starting at state i and continuing for n transitions or until termi-
nation occurs, whichever comes first. With Rk

i and Qk
iu defined by

Rk
i = −T k

i αe
−λwk

i , Qk
iu = P k

iue
−λwk

iu ∀ i, ∀u,(2)
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the fact that the Qk
iu are nonnegative and the multiplicative property in (1) lead to

the recursion,

f(0)i = −α ∀ i,(3)

f(n)i = max
k∈Di

{
Rk

i +
∑
u

Qk
iuf(n− 1)u

}
∀ i, ∀n ≥ 1.(4)

To relate (4) to a sequential decision problem having a linear utility function,
interpret Qk

iu as a rate (of transition) and Rk
i as a reward. Note from (2) that the

rewards (the Rk
i ) are nonpositive in the risk-averse case and are nonnegative in the

risk-seeking case. Note from (3) that the natural “terminal reward” for this model is
−α, and not 0 as would be the case for a linear utility function.

This paper is focused on the limiting behavior of f(n) as n becomes large. The
N × 1 vector φ is specified by

φi = lim sup
n→∞

f(n)i ∀ i.(5)

Interpret φi as the least upper bound, as n becomes large, on the expected utility
for starting at state i and operating the system for n periods or until termination,
whichever comes first. In the risk-averse case, φi can be as large as zero and as
small as −∞. In the risk-seeking case, φi can be as large as +∞ and as small as 0.
This paper establishes conditions under which φ is finite and is attained by repeated
use of a stationary nonrandomized decision procedure that will be called a “turnpike
control.”

Throughout, “control” is shorthand for a stationary nonrandomized decision pro-
cedure, one whose actions are functions only of the observed state. By contrast,
“strategy” is short for a possibly randomized decision procedure whose action can
depend on the current state and the prior history of the process. Formally, a control
δ is an N × 1 vector whose ith element δ(i) is in Di for i = 1, . . . , N . To use control
δ is to select decision δ(i) at each epoch at which state i is observed. The set D of

all such controls is given by D = D1 × · · · × DN =
∏N

i=1 Di, where
∏

denotes the
Cartesian product. Each control δ has an N × 1 reward vector Rδ and an N ×N rate
matrix Qδ whose entries are given by[

Rδ
]
i
= R

δ(i)
i ,

[
Qδ

]
iu

= Q
δ(i)
iu ∀ i, ∀u.(6)

We designate as vδ(n) the N×1 vector whose ith entry vδ(n)i equals the expected
utility for using (stationary) control δ for n epochs given initial state i. Conditioning
this expectation on the first transition and using the multiplicative property in (1)
leads to the recursion,

vδ(n) = Rδ + Qδvδ(n− 1)(7)

= [1 + Qδ + · · · + (Qδ)n−1]Rδ − (Qδ)neα,

where e denotes the N × 1 vector of 1’s.
A (stationary) control π is now said to be a turnpike control if

lim
n→∞

vπ(n) = φ,(8)

if each entry in φ is finite, and, in the risk-averse case, if no entry in φ equals zero.
This paper provides conditions under which a turnpike control exists. It provides tests
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for those conditions, and it shows how to find the turnpike control (or controls) from
the optimal solution to a linear program. Evidently, a (stationary) turnpike control
performs well when the actual planning horizon n is long and perhaps of uncertain
length.

Before introducing conditions that ensure the existence of a turnpike control,
we review some standard nomenclature. If B is an N × N matrix and S and T
are subsets of {1, 2, . . . , N}, then BST denotes the submatrix of B whose rows are
indexed by the entries in S and whose columns are indexed by the entries in T . Similar
notation applies to subvectors. If J is a subset of {1, 2 . . . , N}, then J ′ denotes the
set {1, 2, . . . , N} \ J . With B as a square matrix, ρ(B) denotes the spectral radius
of B, namely, the largest absolute value of B’s eigenvalues. A square matrix B is
called transient if ρ(B) < 1. A standard result is that a square matrix B is transient
if and only if Bn → 0 as n → ∞, and moreover, that if B is transient, then I − B is
invertible, with

(1 −B)−1 =

∞∑
n=0

Bn.(9)

A nonempty subset J of {1, 2, . . . , N} is said to be closed under control δ if

0 = T
δ(i)
i +

∑
u �∈J

P
δ(i)
iu ∀ i ∈ J.(10)

Evidently, if J is closed under a control, then “escape” from J cannot occur when
that control is used repeatedly. For the risk-averse case, the hypothesis that suffices
for the existence of a turnpike control includes the following.

Condition I. ρ[(Qπ)JJ ] > 1 for each control π and set J such that J is closed
under π.

Two different linear programs test for Condition I; one of them appears in section
2 and the other in section 3.

To explore Condition I, we consider a control π that has a closed set J . Equations
(10) and (2) imply [Rπ]J = 0 and [Qπ]JJ′ = 0, and it follows from (7) that

[vπ(n)]J = −[(Qπ)JJ ]neJα.(11)

The risk-averse case has α = 1, so Condition I and (11) guarantee that starting in
at least one state i in J using control π repeatedly earns expected utility of −∞, in
which sense control π is to be avoided, if possible.

In the hypotheses that appear below, RA stands for risk-averse, RS for risk-
seeking.

Hypothesis RA. At least one control δ has rate matrix Qδ that is transient, and
Condition I holds.

Hypothesis RS. Each control δ has rate matrix Qδ that is transient.
The central result in this paper is the following theorem.
Theorem 1. Suppose either that λ > 0 and Hypothesis RA is satisfied or that

λ < 0 and Hypothesis RS is satisfied. Then there exists a (stationary) turnpike
control.

In concert, this paper and DR [1979a] demonstrate the existence of a turnpike
control, provide tests for Hypotheses RA and RS, and use the optimal solution to a
linear program to construct the turnpike control (or controls). In particular, equation
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(19) constructs a set D∗ of controls from the optimal solution to a linear program,
and Theorem 1a (in section 4) shows that D∗ is the set of turnpike controls.

That f(n) converges geometrically to φ is a theme of discounted dynamic pro-
gramming. For proofs, see Shapley [1953], Blackwell [1965], Denardo [1967], Veinott
[1969, 1971] , and Schweitzer and Federgruen [1978, 1979]. The aforementioned proofs
rely, explicitly or implicitly, on monotone contractions. For the risk-averse case, we
were unable to obtain a contraction from Hypothesis RA. Our search for a proof for
the risk-averse case led us to the linear-algebraic result in Theorem 2, which is pre-
sented in section 3. By contrast, for the risk-seeking case, Hypothesis RS allows for
the construction of a monotone contraction using an idea of Alan Hoffman that was
reported by Veinott [1969] and is reviewed in section 4.

Theorem 1 is reminiscent of work by Blackwell [1967] and Strauch [1966] on
positive and negative dynamic programming, respectively. In the risk-averse case,
the rewards (the Rk

i ) are nonpositive, so the one-stage optimization operation A
satisfies A(0) < 0, as it does in negative dynamic programming. Similarly, in the
risk-seeking case, the rewards are nonnegative, and A satisfies A(0) > 0, as it does
in positive dynamic programming. There is, however, a key difference. In our model,
the terminal reward is −αe, not 0; for us, f(n) = An(−αe). We require neither
A(−αe) ≥ −αe nor A(−αe) ≤ −αe, so the methodologies in Blackwell and Strauch
do not seem to be helpful.

Section 2 reviews the material in DR [1979a] about stationary controls that will
be needed here. Section 3 develops a test for Condition I. Section 4 uses the results
in sections 2 and 3 to prove Theorem 1, along with ancillary results.

2. Stationary controls. When comparing vectors or matrices, ≥ refers to ele-
mentwise weak inequality, � refers to elementwise strict inequality, and > refers to
≥ together with 	=. The vector x is said to be semipositive if x > 0. Also, e denotes
the vector all of whose elements are 1 (always of appropriate size).

If B is a K ×K nonnegative matrix, the classic Perron–Frobenius theorem shows
that the spectral radius ρ(B) of B is an eigenvalue of B with semipositive right and left
eigenvectors; furthermore, these eigenvectors are strictly positive if B is irreducible,
that is, if (

∑K
n=0 B

n)uv > 0 for u, v = 1, 2, . . . ,K. Condition I can be sharpened to
the following equivalent form.

Condition I′. ρ[(Qπ)JJ ] > 1 for each control π and set J such that J is closed
under π and (Qπ)JJ is irreducible.

To show that Condition I′ suffices, we note that if control π has a closed set J ,
then it has a closed set J̃ ⊆ J with (Qπ)J̃J̃ irreducible and ρ[(Qπ)JJ ] ≥ ρ[(Qπ)J̃J̃ ].
Thus, if the latter exceeds 1, so must the former.

Designate as f the N × 1 vector whose ith entry fi is given by

fi = max
δ∈D

{
lim sup
n→∞

vδ(n)i

}
∀ i.(12)

From vδ(n) ≤ f(n) and equation (5), it is evident that f ≤ φ. Also, for each control
δ whose rate matrix Qδ is transient, the N × 1 vector vδ is now defined by

vδ = (1 −Qδ)−1Rδ if Qδ is transient.(13)

Letting n approach infinity in (7) and using (9) gives

lim
n→∞

vδ(n) = (1 −Qδ)−1Rδ = vδ if Qδ is transient.(14)
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The N × 1 vector v∗ is now defined by

v∗i = max {[vδ]i : Qδ is transient} ∀ i.(15)

Interpret v∗i as the largest infinite-horizon expected utility obtainable by starting in
state i and using any (stationary) control δ whose rate matrix Qδ is transient. A
central role is played by the following linear program.

Program 1. Minimize
∑

i vi, subject to the constraints

vi ≥ Rk
i +

∑
u

Qk
iuvu ∀ i, k.(16)

The use of linear programs to solve Markov decision problems has a long history.
We mention the papers that relate most directly to Program 1. D’Epenoux [1960]
showed that the correspondent of Program 1 finds the optimal control for a Markov
decision process with a linear utility function and discounting. Denardo [1967] gener-
alized this to discounted dynamic programs. Veinott [1968] extended the applicability
of Program 1 to identify optimal solutions to Leontief substitution systems. In the
context of Markov decision chains with exponential utility, Program 1 is due to DR
[1979a], where Proposition 1 is established.

Proposition 1. Suppose λ > 0 and at least one control δ has Qδ transient or
that λ < 0 and every control δ has Qδ transient. Then Program 1 is feasible and
bounded, and its unique optimal solution is v∗. Moreover, v∗ is a solution to the
equation

vi = max
k

{
Rk

i +
∑
u

Qk
iuvu

}
∀ i.(17)

Proof. This theorem is an amalgam of Theorems 1 through 3 of DR [1979a].

The sets D∗
i and D∗ are now defined in terms of v∗ by

D∗
i =

{
k ∈ Di : v∗i = Rk

i +
∑
u

Qk
iuv

∗
u

}
∀ i,(18)

D∗ =

N∏
i=1

D∗
i .(19)

Proposition 1 shows that v∗ satisfies (17), hence that D∗ is nonempty. In section 4,
Hypotheses RA and RS are shown to imply that D∗ is the set of turnpike controls.

For the risk-averse case, the hypothesis of Proposition 1 excludes Condition I,
and we pause to indicate what Proposition 1 fails to demonstrate without Condition
I. First, it does not conclude that v∗ = f because it does not compare v∗ with
the infinite-horizon utility of any control π whose rate matrix fails to be transient.
Second, while it does show that v∗ is a solution to (functional equation) (17), it does
not guarantee that v∗ is the unique solution to this functional equation. Third, while
it shows that at least one control π in D∗ has Qπ transient and vπ = v∗, it does
not conclude that every control π in D∗ has these properties. The following example
demonstrates that none of these results can be obtained without strengthening the
hypothesis of Proposition 1.
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Example 1. There are two states. State 1 has a single decision. State 2 has two
decisions, which are a and b. There are only two controls, δ and π, with δ(2) = a and
π(2) = b. Their rate matrices and reward vectors are

Qδ =

[
1/2 0
2/3 0

]
, Rδ =

[
−1
−1

]
, Qπ =

[
1/2 0
0 1

]
, Rπ =

[
−1

0

]
.(20)

The matrix Qδ is transient and (14) indicates that vδ = [−2,−7/3]T . (The superscript
T denoting transpose.) By contrast, Qπ is not transient (it has 1 as an eigenvalue),
and (7) indicates that vπ(n) → [−2, 0]T + [0,−1]T = [−2,−1]T as n becomes large.
Evidently, v∗ = [−2,−7/3]T < f = [−2,−1]T . It is easy to check that both v∗ and
f satisfy functional (17), and moreover, that D∗

2 = {a, b}. For the risk-averse case
(in which λ > 0), it is easy to construct a model whose rates and rewards satisfy
(20).

The risk-averse case. Example 1 violates Condition I because the set J = {2}
is closed under control π and ρ[(Qπ)JJ ] = 1. For the risk-averse case, Condition I
rules out Example 1 and others like it.

DR [1979a] provided a test for Condition I. To review it, we define the sets S∗(0)
through S∗(N) from this recursion: S∗(0) = {1, 2, . . . , N} and

S∗(n + 1) =

⎧⎨
⎩i ∈ S∗(n) : 1 = max

k∈D∗
i

∑
u∈S∗(n)

P k
iu

⎫⎬
⎭ ∀n ≥ 0.(21)

Evidently, S∗(N) consists of those states from which it is possible to survive with
probability 1 for N transitions using only the decisions in D∗

1 through D∗
N that are

given in terms of v∗ by (18). Consider the following proposition.
Proposition 2. Suppose λ > 0 and that at least one control δ has Qδ transient.

Then Condition I is satisfied if and only if the set S∗(N) is empty. Furthermore, if
Condition I is satisfied, then

(a) v∗ = f � 0.
(b) f is the unique solution to (17) and v � 0.
(c) The set D∗ is nonempty, each control π in D∗ has Qπ transient, and [π ∈

D∗] ⇔ [f = limn→∞ {vπ(n)}].
Proof. This is an amalgam of Theorems 4 and 5 of DR [1979a].
Let us summarize the risk-averse case. Proposition 1 shows that solving Program

1 determined v∗, which makes it easy to compute D∗
1 through D∗

N from (18) and then
S∗(0) through S∗(N) from (21). If S∗(N) is empty, then Proposition 2 shows that
Condition I is satisfied, that v∗ = f � 0, that f is the unique strictly negative solution
to (17), and that every control in D∗ has vπ = f . Since f is finite and negative, f
is the expected utility of an income stream whose total is bounded, and maximizing
expected utility is an appropriate criterion.

The risk-seeking case. For the risk-seeking case, the analogue of Proposition
2 is the following.

Proposition 3. Suppose λ < 0 and that every control δ has Qδ transient. Then
(a) v∗ = f ≥ 0.
(b) f is the unique solution to (17).
(c) The set D∗ is nonempty, and [π ∈ D∗] ⇔ [f = limn→∞ {vπ(n)}].
Proof. This is an amalgam of Theorems 6 and 7 of DR [1979a].
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The conclusions of Proposition 3 are similar to those for the risk-averse case. One
difference is that, for the risk-seeking case, it can occur that some state i has fi = 0.
Should fi = 0, it is the expected utility of an income stream whose total approaches
−∞ with positive probability, in which case maximizing expected utility would be
insensitive to the rate at which costs accrue.

To complete the discussion, we note how Program 1 provides tests for transient
matrices. Theorem 3 of DR [1979a] shows that Program 1 is bounded if and only if
there exists a control δ for which Qδ is transient. Theorem 6 of DR [1979a] shows that
every control δ has matrix Qδ that is transient if and only if the variant of Program
1 in which 1 replaces each Rk

i is feasible and bounded.

3. A second test for Condition I. To prove Theorem 1 for the risk-averse
case, we will employ a different test for Condition I. Condition I will be shown to hold
if and only if a particular set of linear inequalities has a solution. These inequalities
will be described in terms of the original decision sets D1 through DN , rather than
D∗

1 through D∗
N .

To prepare, we specify the sets S(0) through S(N) by the recursion: S(0) =
{1, 2, . . . , N} and

S(n + 1) =

⎧⎨
⎩i ∈ S(n) : 1 = max

k∈Di

∑
u∈S(n)

P k
iu

⎫⎬
⎭ .(22)

Evidently, S(n) consists of those states from which it is possible to survive with
probability 1 for n transitions. We recall that N is the number of states. The sets C,
Ei, and E are now defined in terms of S(N) by

C = S(N),(23)

Ei =

{
k ∈ Di : 1 =

∑
u∈C

P k
iu

}
∀ i ∈ C,(24)

E =
∏
i∈C

Ei.(25)

Each element π of E is a control for the restricted Markov decision problem whose
state space is C and whose decision set for each state j in C is Ej . To use a control π
in E is to begin at some state i in C and, at each epoch at which state j is observed,
select decision π(j). The set E contains those controls whose use avoids termination.
For each control π in E, the symbol Qπ denotes the |C| × |C| rate matrix whose rows
and columns appear in their natural order, e.g., if state 6 is the lowest-numbered

state in C, then the top row of Qπ contains the entries Q
π(6)
6u for u ∈ C, listed in their

natural order. We begin with the following lemma.
Lemma 1. Suppose S(N) = C is nonempty. Then the following are equivalent:
(a) There exists a control π in E and a row vector x such that

x ≥ 0 and xQπ < x.(26)

(b) There exists a solution to∑
i∈C

∑
k∈Ei

xk
iQ

k
iu −

∑
k∈Eu

xk
u + αu = 0 ∀u ∈ C ,(27)
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∑
i∈C

αi = 1 ,(28)

xk
i ≥ 0 and αi ≥ 0 ∀ i ∈ C, ∀ k ∈ Ei.(29)

Proof. First, consider a control π in E and a row vector x that satisfy (26).
Rewrite xQπ < x as xQπ + α = x with α > 0, and then normalize the variables x
and α, if necessary, so that α e = 1. Finally, for each i in C, set xk

i = 0 for each
k 	= π(i) and set xk

i = xi for k = π(i) to obtain a solution to (27)–(29), thereby
proving that (a) implies (b).

To see that (b) implies (a), consider a solution to (27)–(29). Since this system has
a solution, it has a solution (x̄, ᾱ) with minimal support, that is, no other solution
has a smaller set of positive variables. For this minimal-support solution, set

J =

{
u ∈ C : 0 <

∑
k∈Eu

x̄k
u

}
.(30)

All data and decision variables in (27)–(29) are nonnegative. Thus, from (27), we see
that each state u in C \ J has ᾱu = 0 and therefore, from (28), that J is nonempty.
Further, by construction, (x̄, ᾱ) satisfies∑

i∈J

∑
k∈Ei

x̄k
iQ

k
iu −

∑
k∈Eu

x̄k
u + ᾱu = 0 ∀u ∈ J ,(31)

∑
i∈J

ᾱi = 1 ,(32)

x̄k
i ≥ 0 and ᾱi ≥ 0 ∀ i ∈ J, ∀ k ∈ Ei.(33)

Also, since (x̄, ᾱ) satisfies (27)–(29), we see that Qk
iu = 0 for each triplet (u, i, k)

having u ∈ C \J and x̄k
i > 0. Consequently, each solution of (31)–(33) whose positive

variables are a subset of the positive variables in (x̄, ᾱ) also satisfies (27)–(29). Hence,
(x̄, ᾱ) is also a minimal support solution to system (31)–(33). This system contains
|J |+1 linear equations. Thus, a standard result is that (x̄, ᾱ) contains at most |J |+1
positive variables.

By construction, for each i in J , at least one of the x̄k
i is positive. Also, at least

one of the ᾱi is positive. We conclude that for each i ∈ J , we have x̄k
i > 0 for exactly

one k ∈ Ei, and we have ᾱi > 0 for exactly one i ∈ J . These positive variables are now
used to specify a control π and a vector x. For each i ∈ J , select the decision k ∈ Ei

having x̄k
i > 0 and set π(i) = k and xi = x̄k

i . For each i ∈ C \ J , set π(i) = k for any
k ∈ Ei and set xi = 0. These definitions combine with (31)–(33) to give xQπ −x < 0
and x > 0, so that (26) is satisfied. Thus, (b) implies (a), which completes the
proof.

The main result of this section is the next theorem.
Theorem 2. Condition I holds if and only if there exists a vector w such that∑

u∈C

Qk
iuwu > wi ∀ i ∈ C, ∀ k ∈ Ei,(34)

wi > 0 ∀ i ∈ C.(35)

Proof. In the case S(N) = C = ∅ (the empty set), Condition I holds vacuously,
and (34)–(35) are vacuous, so the theorem is true. We focus on the remaining case,
for which S(N) = C is not empty.
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To prove the “if” part, we suppose that w satisfies (34) and (35). Consider any
control π for the original decision problem and any nonempty set J of states that is
closed under control π. It suffices to prove that the spectral radius of (Qπ)JJ exceeds
1. Necessarily, and has (Qπ)JJ irreducible J is a subset of C. Further, since Qπ

ij = 0
for each pair (i, j) having i ∈ J and j 	∈ J , we have that π(i) ∈ Ei for each i ∈ J and
inequalities (35) and (34) give

0 � wJ � (Qπw)J = (Qπ)JJ wJ .(36)

The Perron–Frobenius theorem guarantees the existence of a row vector x > 0 such
that x(Qπ)JJ = μx, where μ equals the spectral radius of (Qπ)JJ . Premultiply (36)
by x to obtain 0 < xwJ < x(Qπ)JJ wJ = μxwJ , implying μ > 1, which verifies
Condition I. This concludes the “if” portion of the proof.

To prove the “only if” part, we assume that Condition I is satisfied. The first
step in our proof will be to arrange to use Lemma 1: we assert that there can exist
no vector x and control π̂ whose restriction π to C is in E and satisfies (26). Suppose
there existed such an x and π̂. By hypothesis, π̂i = πi for each i ∈ C. Equations
(24)–(25) guarantee that C is closed under control π and thus is closed under π̂. Set
J = {i ∈ C : xi > 0}. Inequality (26) guarantees that J is nonempty. Applying
(26) to C \ J gives 0 = xC\J ≥ (xQπ)J = xJ(Qπ)J,C\J , guaranteeing (Qπ)J,C\J = 0
and, consequently, that J is closed under π. Since π̂i = πi for each i ∈ J , the set
J is closed under π̂. By construction, (Qπ)JJ = (Qπ̂)JJ . Set μ = ρ[(Qπ)JJ ] =
ρ[(Qπ̂)JJ ]. Condition I guarantees μ > 1. The Perron–Frobenius theorem guarantees
the existence of a semipositive right eigenvector v of (Qπ)JJ having (Qπ)JJv = μv.
On the other hand, application of (26) to J gives

xJ ≥ (xQπ)J = xJ(Qπ)JJ ,(37)

and postmultiplying (37) by v produces xJv ≥ xJ(Qπ)JJv = μxJv. Since xJ � 0
and v > 0, we have xJv > 0, and hence that μ ≤ 1, which contradicts μ > 1.

Thus, with states restricted to C and controls restricted to E, there can exist
no control π and vector x that satisfy (26). Hence Lemma 1 shows that no solution
can exist to (27), (28), and (29). Let us consider the linear program whose decision
variables are x and α, whose objective is to maximize

∑
i∈C αi, and whose constraints

are (27) and (29) but not (28). This linear program has 0 as its optimal value. The
duality theorem of linear programming shows that its dual also has 0 as its optimal
value; as the objective function of the dual program is identically 0, this means that
a solution exists to∑

u∈C

Qk
iuwu − wi ≥ 0 ∀ i ∈ C, ∀ k ∈ Ei,(38)

wi ≥ 1 ∀ i ∈ C.(39)

With ε as a small positive number, consider the perturbed model in which each
datum Qk

iu is replaced by Qk
iu/(1 + ε). This perturbation preserves all eigenvectors

and multiplies each eigenvalue by 1/(1+ ε). For ε sufficiently close to zero, Condition
I is preserved, so the argument in the prior paragraph applied to the model with
perturbed data. Hence, there exists a vector w that satisfies (39) and

∑
u∈C

Qk
iu

1 + ε
wu ≥ wi ∀ i ∈ C, ∀ k ∈ Ei.(40)

Multiply (40) by (1 + ε) to see that w satisfies (34), completing the proof.
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The thrust of (34)–(35) is to provide a lower bound on the growth rate of any
state for a system of matrices in product form. Upper bounds are classic, as are
least upper bounds. Surprisingly, lower bounds seem to be novel; related results are
developed in DR [2005].

4. The turnpike theorem and a corollary. We now state and prove a strength-
ened form of Theorem 1.

Theorem 1a. Suppose either that λ > 0 and Hypothesis RA is satisfied or that
λ < 0 and Hypothesis RS is satisfied. Then the set D∗ that is defined by (19) is
nonempty and is the set of turnpike controls.

The proof of Theorem 1a is parsed into a series of lemmas, for which some nomen-
clature is necessary. Each control δ has a rate matrix Qδ that has been defined by
(6). Similarly, each control δ has a transition probability matrix P δ that is defined by

[P δ]iu = P
δ(i)
iu ∀ i, ∀u.(41)

Note that P δ is substochastic, not stochastic; its ith row sums to 1 − T
δ(i)
i .

Before treating the full class of (randomized, history-remembering) strategies, we
focus on “transition-counting” controls, namely, on nonrandomized decision proce-
dures whose decision when state u is observed can depend on the number n of periods
that has elapsed since the planning began. Thus, each transition-counting control σ
is a sequence σ = (σ1, σ2, . . .), where σ1, σ2, . . . are (stationary) controls and where
action σt(u) is taken if state u is observed at epoch t. With σ = (σ1, σ2, . . .) as any
transition-counting control, we now designate σ(t) by σ(t) = (σ1, . . . , σt). For each
transition-counting control σ, the matrices Pσ(t) and Qσ(t) are defined by

Pσ(t) = Pσ1

Pσ2

. . . Pσt

for t = 1, 2, . . . ,(42)

Qσ(t) = Qσ1

Qσ2

. . . Qσt

for t = 1, 2, . . .(43)

with Pσ(0) = Qσ(0) = I. Evidently, Pσ(t) and Qσ(t) are the transition probability
matrix and the rate matrix that correspond to using transition-counting control σ for
the first t epochs. For n = 0, 1, . . . , designate as vσ(n) the N × 1 vector whose ith
entry equals the expected utility obtained by using transition-counting control σ for
epochs 1 through n, given that state i is observed initially. We have this analogue of
(7):

vσ(n) = Rσ1

+ Qσ(1)Rσ2

+ · · · + Qσ(n−1)Rσn −Qσ(n)eα.(44)

The total (random) reward during the first n periods is bounded, and the exponential
utility function guarantees

α
[
vσ(n)

]
i
< 0 ∀ i.(45)

Observations about the signs of certain addends in (44) appear in the next lemma.
Lemma 2. Consider a state i and a transition-counting control σ that satisfy∑

u[Pσ(n)]iu < 1 for some positive integer n, and let s be the smallest integer having∑
u[Pσ(s)]iu < 1. Then

α
∑
u

[
Qσ(s−1)

]
iu
Rσs(u)

u < 0.(46)
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Proof. We recall that P k
iu, Qk

iu, and T k
i are nonnegative numbers. It is immediate

from (2) that{
P k
iu > 0

}
⇔

{
Qk

iu > 0
}

and
{
T k
i > 0

}
⇔

{
αRk

i < 0
}
.(47)

It follows that {[
Pσ(t)

]
iu

> 0
}

⇔
{[

Qσ(t)
]
iu

> 0
}
.(48)

Aiming to verify (46), note that the selection of s assures that 1 =
∑

v[P
σ(s−1)]iv and

that

1 >
∑
u

[
Pσ(s)

]
iu

=
∑
v

{[
Pσ(s−1)

]
iv

∑
u

Pσs(v)
vu

}
=

∑
v

{[
Pσ(s−1)

]
iv

[
1 − T σs(v)

v

]}

= 1 −
∑
v

[
Pσ(s−1)

]
iv
T σs(v)
v ,

which gives
∑

v[P
σ(s−1)]ivT

σs(v)
v > 0, which couples with (48) and (47) to verify

(46).
For the risk-averse case, inequality (45) shows that starting in any state i and

using any transition-counting control σ for x periods earns expected utility [vσ(x)]i
that is negative. For the risk-averse case, our proof of Theorem 1 requires the uniform
negative bound in the next lemma.

Lemma 3. Suppose λ > 0, and that Hypothesis RA is satisfied. Then there exists
a positive number ε such that every transition-counting control σ has[

vσ(x)
]
i
≤ −ε ∀ i, ∀x ≥ 1.(49)

Proof. The proof begins by establishing two preliminary claims.
Claim 1. For each positive integer n, there exists a negative number A(n) such

that [
vσ(x)

]
i
≤ A(n)(50)

for each state i, each transition-counting control σ, and each integer x having 1 ≤
x ≤ n + N .

Proof of Claim 1. Pick any positive integer n. There are finitely many triplets
{i, x and σ(n + N)} for which i is a state, x is an integer satisfying 1 ≤ x ≤ n + N ,
and σ(n+N) is a sequence of n+N controls. Inequality (45) implies that each such
triplet has [vσ(x)]i < 0. Designate as A(n) the largest (least negative) value of [vσ(x)]i
over all such triplets. Evidently, (50) is satisfied, which proves Claim 1.

The next claim applies to states i and transition-counting controls σ whose first
n controls σ(n) = (σ1, . . . , σn) violate

∑
u∈C

[
Pσ(t)

]
iu

= 1 for t = 0, 1, . . . , n,(51)

where C is (we recall) the set of states from which it is possible to survive with
probability of 1 for N transions. Violations of (51) occur if i 	∈ C or if i ∈ C and
there is a positive probability of “escape” from C within n transitions.
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Claim 2. For each positive integer n there exists a negative number B(n) ≥ A(n)
such that each state i and transition-counting control σ that violate (51) have[

vσ(x)
]
i
≤ B(n) ∀x ≥ 1.(52)

Proof of Claim 2. Consider any state i and control sequence σ(n) that violate
(51). Thus, some integer t ≤ n satisfies

∑
u∈C [Pσ(t)]iu < 1, which assures us that

termination occurs with positive probability by epoch t+N . Designate as s the first
(lowest-numbered) epoch at which termination occurs with positive probability when
starting in state i and using control sequence σ(n). We have seen that s ≤ N + n. In
addition, Lemma 2 and (44) give

0 >
[
Qσ(s−1)Rσs

]
i
≥

[
vσ(x)

]
i

∀x ≥ N + n.(53)

Over all trios i, σ(n) and s ≤ N + n for which [Qσ(s−1)Rσs

]i is negative, let C(n)
be the largest (least negative) value of [Qσ(s−1)Rσs

]i. Set B(n) = max{A(n), C(n)}.
Claim 1 and (53) verify (52), which completes the proof of Claim 2.

We are now prepared to prove that (49) holds. If C is empty, Claim 2 with n = 1
ensures that (52) applies to each state i and transition-counting control σ, so (49)
holds with ε = −B(1).

It remains to establish (49) for the case in which C is nonempty. Applying
Theorem 2 to the model with state space C and action set Ei for each i ∈ C shows
that there exists a |C| × 1 vector w and a positive number A such that

0 < wi ≤ 1 ∀ i ∈ C,(54)

wi(1 + A) ≤
∑
u∈C

Qk
iuwu ∀ i ∈ C, k ∈ Ei.(55)

Having selected w and A that satisfy (54)–(55), we pick any positive integer n large
enough that

1 ≤ wi(1 + A)n ∀ i ∈ C.(56)

With this value of n, we take A(n) and B(n) as negative numbers that satisfy Claims
1 and 2, respectively. We shall establish (49) with ε = −B(n).

Aiming for a contradiction, consider a triplet (i, s, σ) with [vσ(s)]i > B(n). Among
such triplets, we take one that minimizes s. From Claim 1 and B(n) ≥ A(n), we have
s > n+N . From Claim 2, we have that i, n, and σ(n) satisfy (51), which guarantees
i ∈ C. Equation (51) also ensures that if u ∈ C and t ≤ n and [Pσ(t−1)]iu > 0, then
u ∈ C and σt(u) ∈ Eu. On the other hand, if u ∈ C and t ≤ n and [P σ(t−1)]iu = 0,
then replacing σt(u) by any decision in Eu preserves [vσ(s)]i. Thus, we can assume
that i and σ(n) satisfy (51), that [vσ(s)]i > B(n), and, in addition, that

σt(u) ∈ Eu ∀ t ≤ n, ∀u ∈ C.(57)

The set C is closed under every control π having π(u) ∈ Eu for each u ∈ C. Hence,
repeated application of (55), coupled with (56) and (54), shows that

1 ≤ wi(1 + A)n ≤
∑
u∈C

[
Qσ(n)

]
iu

∀ i ∈ C.(58)



RISK-SENSITIVE MARKOV DECISION PROCESS WITH STOPPING 427

Next, designate transition-counting control γ by γx = σn+x for x = 1, 2, . . . . From
(51), (47), and (48), we have[

Qσ(x−1)Rσs
]
u

= 0 for x = 1, . . . , n,

and therefore from s > n + N and (44),[
vσ(s)

]
i
=

∑
u∈C

[
Qσ(n)

]
iu

[
vγ(s−n)

]
u
.(59)

The selection of s guarantees[
vγ(s−n)

]
u
≤ B(n) ∀u ∈ C.(60)

By hypothesis, 0 > [vσ(s)]i > B(n), which combines with (59) and (60) and then (58)
to establish the contradiction,

B(n) <
[
vσ(s)

]
i
=

∑
u∈C

[
Qσ(n)

]
iu

[
vγ(s−n)

]
u

≤
∑
u∈C

[
Qσ(n)

]
iu
B(n) ≤ B(n),

which completes the proof.
The next step in our proof is to study the N × 1 vector φ that is defined by (5).

Lemma 3 is central to the next lemma.
Lemma 4. Suppose λ > 0 and that Hypothesis RA is satisfied. Then,

φ � 0 and f ≤ φ ≤ max
δ∈D

{
Rδ + Qδφ

}
.(61)

Proof. Lemma 3 implies that some positive number ε has f(n) ≤ −εe, so that
φ ≤ −εe � 0 is immediate from (5), that f ≤ φ is immediate from (12) and (5), and
that φ ≤ maxδ∈D{Rδ + Qδφ} follows directly from the recursion in (3) and from the
nonnegativity of the Qk

iu.
Lemma 5. Suppose λ > 0, and that Hypothesis RA is satisfied. Any vector φ

that satisfies (61) has φ = f .
Proof. From (61), we have φ � 0, as well as the existence of a control π such

that

φ ≤ Rπ + Qπφ.(62)

Set μ = ρ(Qπ), the spectral radius of Qπ. The Perron–Frobenius theorem guarantees
the existence of a row vector x > 0 such that xμ = xQπ. Set J = {j : xj > 0}. Note
that J is nonempty, that xJ � 0, that xJ′ = 0, that xJμ = (xQπ)J = xJ(Qπ)JJ , and
that 0 = xJ′μ = (xQπ)J′ = xJ(Qπ)JJ′ , which shows that (Qπ)JJ ′ = 0. Hence, from
(62), we get φJ ≤ (Rπ)J + (Qπ)JJφJ . Premultiply by xJ to get

xJφJ(1 − μ) ≤ xJ(Rπ)J .(63)

The hypothesis, φ � 0, guarantees xJφJ < 0. Since xJ � 0 and Rπ ≤ 0, we have
xJ(Rπ)J ≤ 0. Aiming for a contradiction, suppose (Rπ)J = 0. In this case, J is
closed under control π, so Condition I guarantees μ = ρ(Qπ) ≥ ρ[(Qπ)JJ ] > 1, and
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(63) establishes the desired contradiction. Thus, (Rπ)J < 0, ensuring xJ(Rπ)J < 0,
and (63) guarantees μ < 1. Thus, Qπ is transient, and premultiplying (62) by the
nonnegative matrix (I − Qπ)−1 verifies the first inequality in φ ≤ (I − Qπ)−1Rπ =
vπ ≤ v∗. Since Proposition 2 and Lemma 4 give v∗ = f ≤ φ, we have obtained
φ ≤ v∗ = f ≤ φ, so equality holds throughout, completing the proof.

For the risk-averse case, we are now poised to prove Theorem 1a, which was
formulated at the beginning of this section.

Proof of Theorem 1a under Hypothesis RA. Lemmas 4 and 5 show that

fi = φi = lim sup
n→∞

{f(n)i} ∀ i.(64)

Proposition 2 shows that D∗ is nonempty and that every control δ in D∗ has Qδ

transient and vδ = f .
Pick any control δ in D∗. From vδ(n) ≤ f(n), from vδ(n) → vδ = f , and from

(64), we get

fi = (vδ)i = lim
n→∞

{
vδ(n)i

}
≤ lim sup

n→∞
{f(n)i} = φi = fi.(65)

Thus, equality holds in (65), proving that every control δ in D∗ is a turnpike control.
Since f = φ, Proposition 2 implies that no control that is not in D∗ can be a

turnpike control. This completes the proof.

The risk-seeking case. For the risk-seeking case, the hypothesis of Theorem 1
is that each control δ has rate matrix Qδ that is transient. This facilitates an analysis
that Veinott [1969] attributed to Alan Hoffman. The idea is so brief and so lovely
that we review it. It is to rescale the rate matrices and the rewards in a way that
preserves optimizers and converts the model to a discounted Markov decision process.
The key lies in equation (66), below.

Lemma 6. Suppose λ < 0 and that Hypothesis RS is satisfied. Then φ = f .
Proof. By hypothesis, each control δ has rate matrix Qδ that is transient. To

verify that the equation

wi = max
k

⎧⎨
⎩1 +

∑
j

Qk
ijwj

⎫⎬
⎭ ∀ i(66)

has a unique solution, do any one of the following: adapt the control improvement
method of Howard [1960], apply Theorem 4 of Denardo [1967], or use a result of
Veinott [1969]. It is clear from (66) that wi ≥ 1 for each i. The wi in (66) rescale the
transition rates and rewards as is indicated by the hats in

Q̂k
ij = (1/wi)Q

k
ijwj , R̂k

i = (1/wi)R
k
i(67)

and rescale the utility for terminating at state j from −α to −α̂, with α̂ = α/wj .
Thus, the rescaled problem has a state-dependent terminal reward.

It is clear from (44) that the rescaled utility vector v̂σ(n) for using transition-
counting control σ for n periods satisfies[

v̂σ(n)
]
i
= (1/wi)

[
vσ(n)

]
i

∀ i,(68)

so that optimizers for the rescaled problem are identical to those for the original
problem. In particular, (68) gives f̂(n)i = (1/wi)f(n)i and f̂i = (1/wi)fi for each i.
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Multiply (66) by (1/wi) and use (67) to obtain
∑

j Q̂
k
ij ≤ 1− 1/wi for each i and

k. With c = maxi{1 − 1/wi}, we conclude that

∑
j

Q̂k
ij ≤ c < 1 ∀ i, k.(69)

Expression (69) shows that the rescaled problem is a discounted Markov decision
process to which the standard theory (see Blackwell [1965] or Denardo [1967]) applies.

In particular, f̂(n) converges geometrically to f̂ , so f(n) converges geometrically to
f , implying that f = φ.

Proof of Theorem 1a under Hypothesis RS. The argument of the proof of Theorem
1 under Hypothesis RA applies, with Lemma 6 replacing Lemmas 4 and 5 and with
Proposition 3 replacing Proposition 2.

Overtaking optimality. Now, let σ∗ denote a strategy, i.e., a decision procedure
in which the decision selected when state i is observed at a particular period can be
randomized and can depend on the number n of periods that have elapsed and on the
entire history of the process. Designate as vσ

∗(n) as the N×1 vector whose ith entry
equals the expected utility obtained by starting at state i and using σ∗ for periods 1
through n. By a standard argument (cf. section 7 (symmetries) in Denardo [1967]),

[vσ
∗(n)]i ≤ f(n)i.(70)

A (stationary) control π is now said to be overtaking optimal if

lim inf
n→∞

{vπ(n)i − v
σ∗(n)
i } ≥ 0 ∀σ, ∀ i.(71)

This optimality criterion was introduced by Von Weizsäcker [1965] and Gale [1967].
For the risk-averse case, we now adapt the proof of Theorem 1a to show that

D∗ is the set of overtaking optimal controls. Evidently, a control π for which Qπ is
transient will be overtaking optimal if and only if

vπ ≥ lim sup
n→∞

vσ
∗(n) ∀σ.(72)

We designate as g the N × 1 vector whose entries are given by

gi = sup
σ∗

{
lim sup
n→∞

[vσ
∗(n)]i

}
∀ i.(73)

In (73), the supremum is taken over all strategies. In the risk-averse case, gi can be
as low as −∞ and as high as 0. Similarly, in the risk-seeking case, gi lies between 0
and +∞, inclusive. That there is no economic benefit to using a history-remembering
control is the thrust of the following corollary.

Corollary 1. Suppose either that λ > 0 and Hypothesis RA holds or that
λ < 0 and Hypothesis RS holds. Then f = g and D∗ is the set of overtaking optimal
controls.

Proof. From (12) and (73), we have f ≤ g. Next, using (70), we have that every
strategy σ∗ and state i has

lim sup
n→∞

[
vσ

∗(n)
]
i
≤ lim sup

n→∞
f(n)i = φi = fi,(74)
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the last from Lemmas 4 through 6. Inequality (74) and (73) give g ≤ f . Thus,
g = f = φ. That D∗ is the set of overtaking optimal controls now follows from the
proof of Theorem 1.

To see that there is a difference between turnpike controls and overtaking-optimal
controls, consider the undiscounted Markov decision process. DR [1979b] shows that
this model has an (average) overtaking-optimal control. But income earned at the
end of the planning interval is not attenuated, so this model has no turnpike control,
that is, no (stationary) control π having vπ(n) − f(n) → 0.
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ON THE EXISTENCE OF A
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Abstract. We state sufficient conditions for the existence, on a given open set, of the extension,
to nonlinear systems, of the Luenberger observer as it has been proposed by Kazantzis and Kravaris.
We prove it is sufficient to choose the dimension of the system, giving the observer, less than or
equal to 2 + twice the dimension of the state to be observed. We show that it is sufficient to know
only an approximation of the solution of a PDE, needed for the implementation. We establish a
link with high gain observers. Finally we extend our results to systems satisfying an unboundedness
observability property.
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1. Introduction. We consider the system

ẋ = f(x), y = h(x)(1)

with state x in R
n and output y in R

p and where the functions f and h are sufficiently
smooth. We are concerned with the problem of existence of an observer for x from
the measurement y.

In a seminal paper [13], Kazantzis and Kravaris have proposed to extend to the
nonlinear case the primary observer introduced by Luenberger in [17] for linear sys-
tems. Following this suggestion, the estimate x̂ of x is obtained as the output of the
dynamical system

ż = Az + B(y), x̂ = T ∗(z),(2)

with state z (a complex matrix) in C
m×p and where A is a Hurwitz complex matrix

and B and T ∗ are sufficiently smooth functions.
In the following we state sufficient conditions on f and h such that we can find

(A,B,m) for which there exists T ∗ guaranteeing the convergence of x̂ to x.
To ease readability, we have divided the paper into two parts. In the first part,

we introduce and state our main results, which are proved in the second part. Our
first result gives a sufficient condition on f , h, A, and B implying the existence of
T ∗ providing an appropriate observer. This condition involves a partial differential
equation whose solution should be injective. In our second result, we propose a set
of assumptions guaranteeing the existence of a solution for this equation. Our third
and fourth results give two sufficient conditions implying the injectivity property of
this solution. Our fifth result shows that an observer can already be obtained if we
know only an appropriate approximation of this solution. This latter result allows
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us to propose a new insight in the standard high gain observer. Finally we claim
that all these statements can be extended to the case where the system satisfies an
unboundedness observability property.

Some notations. We assume the functions f and h in (1) are at least locally
Lipschitz. So, for each x in R

n, there exists a unique solution X(x, t) to (1), with x
as initial condition.

Given an open set O of R
n, for each x in O, we denote by (σ−

O(x), σ+
O(x)) the

maximal interval of definition of the solution X(x, t) conditioned to take values in O.
For a set S, we denote by cl(S) its closure and by S + δ the open set

S + δ = {x ∈ R
n : ∃X ∈ S : |x− X | < δ} =

⋃
x∈S

Bδ(x),

where Bδ(x) denotes the open ball with center x and radius δ.
By LfV we denote the Lie derivative of V when it makes sense, i.e.,

LfV (x) = lim
h→0

V (X(x, h)) − V (x)

h
.

Finally, B1m denotes the following vector in R
m:

B1m = ( 1 . . . 1 )
T
.(3)

2. Results and comments.

2.1. Existence of a Kazantzis–Kravaris/Luenberger observer. In [13], m,
the row dimension of z, is chosen equal to n, the dimension of x, and T ∗ is the inverse
T−1 of a function T , solution of the following partial differential equation:

∂T

∂x
(x) f(x) = AT (x) + B(h(x)).(4)

The rationale for this equation, as emphasized more in [15] (see also [18]), is that, if
T is a diffeomorphism satisfying (4), then the change of coordinates

ζ = T (x)(5)

allows us to rewrite the dynamics (1) equivalently as

ζ̇ = Aζ + B(h(T−1(ζ))), y = h(T−1(ζ)).

We then have

˙︷ ︷
z − ζ = A (z − ζ).

A being Hurwitz, z in (2) is the state of an asymptotically convergent observer of
ζ = T (x). Then, if the function T ∗ = T−1 is uniformly continuous, x̂ = T ∗(z) is an
asymptotically convergent observer of x = T ∗(ζ) = T ∗(T (x)).

This way of finding the function T ∗ has motivated active research on the problem
of the existence of an analytic and invertible solution to (4) (see [13, 15], for instance).
But it turns out that having a (weak) solution to (4) which is only continuous and
uniformly injective is already sufficient. By sufficiency we mean, here, that an observer
is appropriate if we have convergence to zero of the observation error associated to any
solution which remains in a given open set O. For the latter, we need the following.
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Definition 1 (completeness within O). The system (1) is forward (resp., back-
ward) complete within O if we have the implication, for each x in O,

σ+
O(x) < +∞ =⇒ σ+

O(x) < σ+
Rn(x).(6)

In other words, completeness within O says that any solution X(x, t) which exits
O in finite time must cross the boundary of O (at a finite distance). An usual case
where this property holds is when f has an at most linear growth within O.

Theorem 1 (sufficient condition of existence of an observer). Assume the system
(1) is forward complete within O and there exist an integer m, a Hurwitz complex
m × m matrix A, and functions T : cl(O) → C

m×p, continuous, B : R
p → C

m×p,
continuous, and ρ, of class K∞, satisfying

LfT (x) = AT (x) + B(h(x)) ∀x ∈ O,(7)

|x1 − x2| ≤ ρ(|T (x1) − T (x2)|) ∀(x1, x2) ∈ cl(O)2.(8)

Under these conditions, there exists a continuous function T ∗ : C
m×p → cl(O) such

that for each x in O and z in C
m×p the (unique) solution (X(x, t), Z(x, z, t)) of

ẋ = f(x), ż = Az + B(h(x))(9)

is right maximally defined on [0, σ+
Rn(x)). Moreover, we have the implication

σ+
O(x) = σ+

Rn(x) =⇒ lim
t→σ+

Rn (x)
|T ∗(Z(x, z, t)) −X(x, t)| = 0.(10)

Remark 1. 1. With the forward completeness within O (6), the condition on the
left in (10) implies that the solution X(x, t) never exits O and so

σ+
O(x) = σ+

Rn(x) = +∞.(11)

2. Theorem 1 extends readily to the case where (a) y is a scalar, (b) the state x
can be decomposed in x = (ξ1, ξ2) and satisfies

ξ̇1 = f1(ξ1, u) + h(ξ2), ξ̇2 = f2(ξ2), y = ξ1,

and (c) the function B can be chosen linear. In this case the observer is implemented
as the reduced order observer:

˙︷ ︷
z −By = Az + Bf1(y, u), ξ̂2 = T ∗(z).

Assuming we have a continuous function T satisfying (7), to implement the ob-
server, we have to find a function T ∗ satisfying

|T ∗(z) − x| ≤ ρ∗(|z − T (x)|) ∀(x, z) ∈ O × C
m×p

for some function ρ∗ of class K∞. As shown by Kreisselmeier and Engel in [14], such
a function T ∗ exists if T is continuous and uniformly injective as prescribed by (8).

In conclusion, a Kazantzis–Kravaris/Luenberger observer exists mainly if we can
find a continuous function T solving (7) and uniformly injective in the sense of (8).
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2.2. Existence of T solving (7). To exhibit conditions guaranteeing the exis-
tence of a function T solution of (7), we abandon the interpretation above of a change
of coordinates (see (5)) and come back to the original idea in [17] (see also [13] and
[4]) of dynamic extension. Namely, we consider the augmented system (9). Because
of its triangular structure and the fact that A is Hurwitz, we may expect this system
to have, at least maybe only locally, an exponentially attractive invariant manifold in
the augmented (x, z) space which could even be described as the graph of a function
as {

(x, z) ∈ R
n × C

m×p : z = T (x)
}
.

In this case, the function T would satisfy the following identity, for all t in the domain
of definition of the solution (X(x, t), Z((x, z), t)) of (9) issued from (x, z) (compare
with [18, Definition 5]),

T (X(x, t)) = Z((x, T (x)), t),

or equivalently,

T (X(x, t)) = exp(At)T (x) +

∫ t

0

exp(As)B(h(X(x, s)))ds.(12)

From this identity, (7) is obtained by derivation with respect to t. But since we need
(7) to hold only on O, from (12), it is sufficient that T satisfies

T (x) = exp(−At)T (X̆(x, t)) −
∫ t

0

exp(−As)B(h(X̆(x, s)))ds,

where X̆(x, s) is a solution of the modified system

ẋ = f̆(x) = χ(x) f(x),(13)

where χ : R
n → R is an arbitrary locally Lipschitz function satisfying

χ(x) = 1 if x ∈ O, χ(x) = 0 if x /∈ O + δu,(14)

for some positive real number δu. So, as standard in the literature on invariant
manifolds, by letting t go to −∞, we get the following candidate expression for T :

T (x) =

∫ 0

−∞
exp(−As)B(h(X̆(x, s)))ds.(15)

The above nonrigorous reasoning can be made correct as follows
Theorem 2 (existence of T ). Assume the existence of a strictly positive real

number δu such that the system (1) is backward complete within O + δu. Then, for
each Hurwitz complex m×m matrix A, we can find a C1 function B : R

p → C
m×p such

that the function T : cl(O) → C
m×p, given by (15), is continuous and satisfies (7).

Remark 2. All that is needed here about the function B is that it guarantees that
the function t 	→ | exp(−At)B(h(X̆(x, t)))| is exponentially decaying with t going to
−∞. So in particular (see Remark 6) when cl(O) is bounded, B can be chosen simply
as a linear function.

Approaching the problem from another perspective, Kreisselmeier and Engel have
introduced in [14] this same expression (15) (but with X instead of X̆ and B the
identity function). Another link between [13] and [14] has been established in [16].
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2.3. T injective. Assuming now we have at our disposal the continuous function
T , we need to make sure that it is injective, if not uniformly injective as specified by
(8). Here is where observability enters the game. Following [17], in [13, 15], when
m = n, observability of the first order approximation at an equilibrium together with
an appropriate choice of A and B is shown to imply injectivity of the solution T of
(4) in a neighborhood of this equilibrium. In [14], uniform injectivity of T is obtained
under the following two assumptions:

1. The past output path t 	→ h(X(x, t)) is uniformly injective in x with the set
of past output paths equipped with an exponentially weighted L2-norm.

2. The system (1) has finite complexity, i.e., there exists a (finite) number M of
piecewise continuous function φi in L2(R−; Rp) and a strictly positive real number δ
such that we have, for each pair (x1, x2) in O2,

M∑
i=1

[∫ 0

−∞
exp(−
s)φi(s)

T [h(X(x1, s)) − h(X(x2, s))]ds

]2

≥ δ

∫ 0

−∞
exp(−2
s)|h(X(x1, s)) − h(X(x2, s))|2ds.

Our next result states that with the only assumption that the past output path
t 	→ h(X(x, t)) is injective in x, it is sufficient to choose m = n + 1 generic complex
eigenvalues for A to get T injective. The specific injectivity condition we need is as
follows.

Definition 2 (backward O-distinguishability). There exist two strictly positive
real numbers δΥ < δd such that for each pair of distinct points x1 and x2 in O + δΥ,
there exists a time t, in (max{σ−

O+δd
(x1), σ

−
O+δd

(x2)} , 0], such that we have

h(X(x1, t)) �= h(X(x2, t)).

This distinguishability assumption says that the present state x can be distin-
guished from other states in O + δΥ by looking at the past output path restricted to
the negative time interval where the solution X(x, t) is in O + δd.

Theorem 3 (injectivity). Assume the system (1) is backward complete within
O + δu and backward O-distinguishable with the corresponding δd in (0, δu). Assume
also the existence of an injective C1 function b : R

p → C
p, a continuous function

M : O + δΥ → R
+, and a negative real number 
 such that, for each x in O + δΥ, the

two functions t 	→ exp(−
t)b(h(X̆(x, t))) and t 	→ exp(−
t)∂b◦h◦X̆∂x (x, t) satisfy, for

each t in (σ̆ −
Rn(x), 0],

| exp(−
t)b(h(X̆(x, t)))| +

∣∣∣∣∣exp(−
t)
∂b ◦ h ◦ X̆

∂x
(x, t)

∣∣∣∣∣ ≤ M(x),(16)

where again X̆ is a solution of (13), but this time with the function χ satisfying

χ(x) = 1 if x ∈ O + δd, χ(x) = 0 if x /∈ O + δu.(17)

Under these conditions, there exists a subset S of C
n+1 of zero Lebesgue measure such

that the function T : cl(O) → C
(n+1)×p defined, with the notation (3), by

T (x) =

∫ 0

−∞
exp(−As)B1m b(h(X̆(x, s)))ds(18)

is injective provided A is a diagonal matrix with n+1 complex eigenvalues λi arbitrarily
chosen in C

n+1 \ S and with real part strictly smaller than 
.
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Remark 3. 1. Condition (16) holds, for instance, if f , h, and b have bounded
derivative on cl(O + δΥ) (see [16]).

2. Theorem 3 gives injectivity, not uniform injectivity. As already mentioned, if
O is bounded, continuity and the former imply the latter.

Following Theorem 3, for any generic choice of n+ 1 complex eigenvalues for the
matrix A, the function T given by (18) (or, equivalently, (15)) is injective. This says
that the (real) row dimension of z is m = 2n + 2. It is a well-known fact in observer
theory that it is generically sufficient to extract m = 2n + 1 pieces of information
from the output path (with h generically chosen) to observe a state of dimension n
(see, for instance, [1, 23, 10, 7, 22]). It can be understood from the adage that the
relation T (x1) = T (x2) between the two states x1 and x2 in R

n, i.e., for 2n unknowns,
has generically the unique trivial solution x1 = x2 if we have strictly more than 2n
equations, i.e., T (x) has strictly more than 2n components.

2.4. Injectivity in the case of complete observability. Another setup where
injectivity can be obtained is when we have complete observability. Namely, we can
find a row dimension m and a function b : y ∈ R

p 	→ b(y) = (b1(y), . . . , bp(y)) ∈ R
p so

that the following function H : R
n → R

m×p is injective when restricted to cl(O):

H(x) =

⎛
⎜⎜⎜⎝

b1(h(x)) . . . bp(h(x))
Lfb1(h(x)) . . . Lfbp(h(x))
...

...
...

Lm−1
f b1(h(x)) . . . Lm−1

f bp(h(x))

⎞
⎟⎟⎟⎠ .(19)

Here Li
fh denotes the ith iterate Lie derivative, i.e., Li+1

f h = Lf (Li
fh). Of course, for

this to make sense, the functions b, f , and h must be sufficiently smooth. This setup
has been popularized and studied in detail by Gauthier and his coworkers (see [11]
and the references therein; see also [18]). In particular, it is established in [10] that
when p = 1, for any generic pair (f, h) in (1), it is sufficient to pick m = 2n + 1.

With a Taylor expansion of the output path at t = 0, we see that the injectivity of
H implies that the function which associates the initial condition x to the output path,
restricted to a very small time interval, is injective. This property is nicely exploited
by observers with very fast dynamics as high gain observers (see [11]). Specifically,
we have the next theorem.

Theorem 4 (injectivity in the case of complete observability). Assume the ex-
istence of a sufficiently smooth function b : R

p → C
p such that for the function H

defined in (19), there exist a positive real number L and a class K∞ function ρ such
that we have

|Lm
f b(h(x1) − Lm

f b(h(x2))| ≤ L|H(x1) −H(x2)| ∀(x1, x2) ∈ cl(O)2,(20)

|x1 − x2| ≤ ρ(|H(x1) −H(x2)|) ∀(x1, x2) ∈ cl(O)2.(21)

Then, for any diagonal Hurwitz complex m×m matrix A, with m the row dimension
of H, there exists a real number k∗ such that for any k strictly larger than k∗, there
exists a function T : cl(O) → C

m×p which is continuous, uniformly injective, and
satisfies (see (3))

LfT (x) = kAT (x) + B1mb(h(x)) ∀x ∈ O.(22)
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2.5. Approximation. Fortunately for the implementation of the observer, know-
ing a function T satisfying (7) only approximately is sufficient. But, in this case, we
have to modify the observer dynamics.

Theorem 5 (approximation). Assume the system (1) is forward complete within
O. Assume also the existence of an integer m, a Hurwitz complex m ×m matrix A,
and functions Ta : cl(O) → C

m×p, continuous, B : R
p → C

m×p, continuous, and ρ
of class K∞, such that

|x1 − x2| ≤ ρ(|Ta(x1) − Ta(x2)|) ∀(x1, x2) ∈ cl(O)2,(23)

the function LfTa is well defined on O, and the function E : cl(O) → C
m×p defined

as

E(x) = LfTa(x) − [ATa(x) + B(h(x))] ∀x ∈ O(24)

satisfies

|E(x1) − E(x2)| ≤ N |Ta(x1) − Ta(x2)| ∀(x1, x2) ∈ cl(O)2,(25)

where N is a positive real number satisfying

2N λmax(P ) < 1(26)

with λmax(P ) the largest eigenvalue of the Hermitian matrix P solution of

A
�
P + PA = −I.(27)

Under these conditions, there exists a function T ∗
a : C

m×p → cl(O) and a locally
Lipschitz function F : C

m×p → C
m×p such that for each x in O and z in C

m×p each
solution (X(x, t), Z(x, z, t)) of

ẋ = f(x), ż = Az + F(z) + B(h(x))(28)

is right maximally defined on [0, σ+
Rn(x)). Moreover, we have the implication

σ+
O(x) = σ+

Rn(x) =⇒ lim
t→σ+

Rn (x)
|T ∗

a (Z(x, z, t)) −X(x, t)| = 0.(29)

Remark 4. 1. In (24), E represents the error in (7) given by the approximation
Ta of T . This error should not be too large in an incremental sense as specified by
(25) and (26). This indicates that one way to approximate T is to look for Ta in a
set of functions minimizing the L∞ norm on cl(O) of the gradient of the associated
error E. In particular, in the case where O is bounded, it follows from the Weierstrass
approximation theorem that we can always choose a Hurwitz complex matrix A and
a linear function B so that the constraint (26) can be satisfied by restricting ourself
to choose the function Ta as a polynomial in x.

2. The function F in the observer (28) can be chosen as any Lipschitz extension
of E ◦ T ∗

a outside Ta(cl(O)). This is very similar to what is done in [18] where
a constructive procedure for this extension is proposed. Fortunately, this Lipschitz
extension is not needed in the case where the function E satisfies

|E(x1) − E(x2)| ≤
N

4
ρ−1(|x1 − x2|) ∀(x1, x2) ∈ cl(O)2,
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where ρ is the function satisfying (23). In this case we take simply (see (67))

F(z) = E(T ∗
a (z)) ∀z ∈ C

m×p.

The combination of Theorems 4 and 5 gives us a new insight in the classical high
gain observer of order m as studied in [10] or [18], for instance. Specifically, we have
the following.

Corollary 1 (high gain observer). Assume the system (1) is forward complete
within O and there exist a sufficiently smooth function b : R

p → C
p, a class K∞

function ρ, and a positive real number L such that (20) and (21) hold with H and
m given by (19). Under these conditions, for any diagonal Hurwitz complex m × m
matrix A, there exists a real number k∗ such that for any real number k strictly larger
than k∗, there exist a function T ∗

a : C
m×p → cl(O), left inverse on Ta(cl(O)) of the

function Ta : cl(O) → C
m×p defined as

Ta(x) = −
m∑
i=1

(kA)−iB1mLi−1
f b(h(x))(30)

and a function F : R
m×p → R

m×p such that for each x in O and z in R
m×p each

solution (X(x, t), Z(x, z, t)) of

ẋ = f(x), ż = kAz + F(z) + B1m b(h(x))(31)

is right maximally defined on [0, σ+
Rn(x)). Moreover, we have the implication

σ+
O(x) = σ+

Rn(x) =⇒ lim
t→σ+

Rn (x)
|T ∗

a (Z(x, z, t)) −X(x, t)| = 0.(32)

Remark 5. When O is bounded and H is injective, uniform injectivity (21) and
forward completeness within O hold necessarily. Thus, in this case, we recover [18,
Lemma 1].

2.6. Extension to boundedness observability. Completeness is a severe re-
striction. Instead, it is proved in [4] that a necessary condition for the existence of an
observer providing the convergence to zero of the observation error within the domain
of definition of the solutions is the forward unboundedness observability property.

Definition 3 (unboundedness observable within O). The system (1) is forward
(resp., backward) unboundedness observable within O if there exists a proper and C1

function Vf : R
n → R+ (resp., Vb : R

n → R+) and a continuous function γf : R
p →

R+ (resp., γb : R
p → R+) such that

LfVf(x) ≤ Vf(x) + γf(h(x)) ∀x ∈ O,(33)

( resp. LfVb(x) ≥ −Vb(x) − γb(h(x)) ∀x ∈ O).

Fortunately, all our previous results still hold if completeness is replaced by un-
boundedness observability but provided1

1. the observer is modified in

ż = γ(y) [Az + B(y)] , x̂ = T ∗(z),

1The interested reader will find in [3] the precise statements of the corresponding results.
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where γ is a C1 function satisfying

γ(h(x)) ≥ 1 + γf(h(x)) (resp., and γ(h(x)) ≥ 1 + γb(h(x))) ∀x ∈ cl(O).(34)

As suggested in [4], the introduction of γ takes care of possible finite escape time.
This has nothing in common with the objective of error dynamics linearization as
considered in [19].

2. In most occurrences, e.g., (7), (13), (19), (22), (24), . . . , f is replaced by fγ
defined as

fγ(x) =
f(x)

γ(h(x))
.

3. Proofs.

3.1. Proof of Theorem 1. Because of the triangular structure of the system
(9), for each x in O and z in C

m×p, the component Z(x, z, t) of the correspond-
ing solution of this system is defined as long as h(X(x, t)) is defined. So this solu-
tion (X(x, t), Z(x, z, t)) is right maximally defined on the same interval [0, σ+

Rn(x)) as
X(x, t), solution of (1).

Let us now restrict our attention to points x in O satisfying the condition on the
left in (10). In this case, with the forward completeness within O, we have (11). On
the other hand, from (7) and (9), we obtain, for each x in O, z in C

m×p and t in
[0, σ+

Rn(x)),

T (X(x, t)) − Z(x, z, t) = exp (At) (T (x) − z).(35)

As A is a Hurwitz matrix, this and (11) yield

lim
t→σ+

Rn (x)
|Z(x, z, t) − T (X(x, t))| = 0.

From this, the implication (10) follows readily if there exist a continuous function
T ∗ : C

m×p → cl(O) and a class K∞ function ρ∗ : R+ → R+ satisfying

|T ∗(z) − x| ≤ ρ∗(z − T (x)) ∀z ∈ C
m×p , ∀x ∈ cl(O).(36)

To find such functions, we first remark, as in [14], that (8) and completeness of C
m×p

and R
n imply that T (cl(O)) is a closed subset of C

m×p. It follows that for each z
in C

m×p, the infimum, in x in cl(O), of |T (x) − z| is achieved by at least one point,
denoted T ∗

p (z) (in cl(O)). This defines a function T ∗
p : C

m×p → cl(O) satisfying

T (T ∗
p (z)) = z ∀z ∈ T (cl(O)),(37)

|T (T ∗
p (z)) − z| ≤ |T (x) − z| ∀z ∈ C

m×p , ∀x ∈ cl(O).(38)

With (8), (37) implies that the restriction T ∗
p to T (cl(O)) is continuous. Also, with

the triangle inequality, (38) gives, for each z in C
m×p and each x in cl(O),

|x− T ∗
p (z)| ≤ ρ(|T (x) − z| + |z − T (T ∗

p (z))|) ≤ ρ(2|T (x) − z|).(39)

Now we build the function T ∗ by smoothing out T ∗
p . For each z in C

m×p, let

ε(z) =
1

2
inf

x∈cl(O)
|T (x) − z|.
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(
Bε(z)(z)

)
z∈Cm×p\T (cl(O))

is a covering of the open set C
m×p \ T (cl(O)) by open

subsets. From the Lindelöf theorem (see [6, Lemma 4.1], for instance), there exists a
sequence {zi}i∈N such that

{
Bε(zi)(zi)

}
i∈N

is a countable and locally finite covering

by open subsets of C
m×p \ T (cl(O)).

For each x in cl(O), each zi in {zi}i∈N and each z in Bε(zi)(zi), we have

|zi − z| < ε(zi) ≤ 1

2
|T (x) − zi| ≤ 1

2
[|T (x) − z| + |z − zi|] ≤ |T (x) − z|.

With (39), this gives

|x− T ∗
p (zi)| ≤ ρ(2|T (x) − zi|) ≤ ρ(2(|T (x) − z| + |z − zi|)) ≤ ρ(4|T (x) − z|).

From [6, Theorem IV.4.4], we know that there exists a countable set of C∞ functions
{φi}i∈N : C

m×p \ T (cl(O)) → [0, 1] satisfying, for each z in C
m×p \ T (cl(O)),∑

i

φi(z) = 1, φi(z) = 0 ∀z /∈ Bε(zi)(zi).

We define the function T ∗ : C
m×p → T (cl(O)) as

T ∗(z) =
∑
i

φi(z)T
∗
p (zi) if z ∈ C

m×p \ T (cl(O)),

= T ∗
p (z) if z ∈ T (cl(O)).

It is continuous when restricted to the open set C
m×p\T (cl(O)) and to the closed

set T (cl(O)). Also, for each z in C
m×p \ T (cl(O)) and each x in cl(O), we get

|T ∗(z) − x| =

∣∣∣∣∣
∑
i

φi(z)T
∗
p (zi) − x

∣∣∣∣∣ ≤
∑
i

φi(z)|T ∗
p (zi) − x|,

≤
∑
i

φi(z)ρ(4|z − T (x)|) ≤ ρ(4|z − T (x)|).(40)

And, for each z in T (cl(O)) and each x in cl(O), we get readily from (8) and (37)

|T ∗(z) − x| = |T ∗
p (z) − x| ≤ ρ(|T (T ∗

p (z)) − T (x)|) = ρ(|z − T (x)|).(41)

With (40) and (41), (36) is established. This proves also that T ∗ is continuous on
whole C

m×p.

3.1.1. Proof of Theorem 2. With [12, Corollary I.4.7], we know there exists a

locally Lipschitz function χ : R
n → R satisfying (14). It follows that the function f̆ in

(13) is locally Lipschitz. Thus, for each x in R
n there exists a unique solution X̆(x, t)

of (13), with initial condition x, maximally defined on (σ̆ −
Rn(x), σ̆ +

Rn(x)). Moreover,
backward completeness within O + δu of (1) implies backward completeness of (13),
i.e., σ̆ −

Rn(x) = −∞. Following [2], this implies the existence of a proper and C1

function Vb : R
n → R+ and a continuous function γb : R

p → R+ satisfying

Lf̆Vb(x) ≥ −Vb(x) − 1 ∀x ∈ R
n.(42)

Let α be a strictly positive real number so that A+αI is a Hurwitz matrix. We define
the function Wb : R

n → R as

Wb(x) = (Vb(x) + 1)α.
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With the help of Gronwall’s lemma, (42) yields

Wb(X̆(x, t)) ≤ Wb(x) exp(−αt) ∀x ∈ R
n, ∀t ∈ (−∞, 0].(43)

Since Wb is a proper function and h is continuous, we can find a C1 function β :
R+ → R+ of class K∞ and a real number β0 such that for each component hi of h,
we have

|hi(x)| ≤ β(Wb(x)) + β0 ∀x ∈ R
n.

Let β̆ : R+ → R+ be the function defined as

β̆(w) =
√
w + β(w) + β0.

This function is strictly increasing, C1 on (0,+∞) and its derivative β̆′ satisfies

lim
x→0

β̆′(x) = +∞.

It admits an inverse β̆−1 : R+ → R+ which satisfies

β̆−1(|hi(x)|) ≤ Wb(x) ∀x ∈ R
n.(44)

Moreover the function η 	→ ηβ̆−1(|η|)
|η| is C1 on R\{0} and can be extended by continuity

on R as a C1 injective function. So, with p arbitrary vectors bj in R
m, we define the

function B : R
p → R

m×p as

B(h) =
(

h1β̆
−1(|h1|)
|h1| b1 . . .

hpβ̆
−1(|hp|)
|hp| bp

)
.

Since A + αI is a Hurwitz matrix, (43), (44), and the backward completeness imply
1. The existence of strictly positive real numbers c0, c1, and ε such that we have

| exp(−As)B(h(X̆(x, s)))| ≤ c0 | exp(−As)|Wb(X̆(x, s)),(45)

≤ c1 Wb(x) exp(εs) ∀(s, x) ∈ R− × R
n.(46)

2. For each fixed s in R−, the function x 	→ exp(−As)B(h(X̆(x, s))) is contin-
uous.

So the Lebesgue dominated convergence Theorem (see [8, Théorème (3.149)], for
instance) implies that the following expression defines properly a continuous function
T : R

n → C
m×p:

T (x) =

∫ 0

−∞
exp(−As)B(h(X̆(x, s)))ds.(47)

Then, for each x in R
n and for each t in (−∞, σ̆ +

Rn(x)), we get

T (X̆(x, t)) − T (x) =

∫ 0

−∞
exp(−As)B(h(X̆(X̆(x, t), s)))ds − T (x),

= exp(At)

∫ t

−∞
exp(−Au)B(h(X̆(x, u)))du − T (x),

= (exp(At) − I)T (x) + exp(At)

∫ t

0

exp(−Au)B(h(X̆(x, u)))du.
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Thus, we obtain, for all x in R
n,

χ(x)LfT (x) = Lf̆T (x) = lim
t→0

T (X̆(x, t)) − T (x)

t
= AT (x) + B(h(x)).(48)

With (14), this implies (7) is satisfied.
Remark 6. 1. For the case where A is diagonalizable, with eigenvalue λi, and

where the vectors bj are chosen so that the p pairs (A, bj) are controllable, our ex-
pression for T gives for its ith component in the diagonalizing coordinates:

Ti(x) =

∫ 0

−∞
exp(−λis)Bi(h(X̆(x, s)))ds(49)

with

Bi(h) =
(

h1β̆
−1(|h1|)
|h1| bi1 . . .

hpβ̆
−1(|hp|)
|hp| bip

)
,

where each bij is nonzero. Note that each of the m rows of the function B is an
injective function from R

p to R
p.

2. If O is bounded, the function s ∈ R− 	→ h(X̆(x, s)) ∈ R
p is a bounded function,

uniformly in x in cl(O). It follows that the inequality (46) holds by choosing the

function β̆−1 simply as the identity function. This says that, in this case, the function
B is linear.

3.2. Proof of Theorem 3. We first remark that backward O-distinguishability
property of the original system (1) implies the same property for the modified system
(13). Then we need the following lemma.

Lemma 1 (due to Coron). Let Ω and Υ be open subsets of C and R
2n, respectively.

Let g : Υ × Ω → C
p be a function which is holomorphic in λ for each x in Υ and C1

in x for each λ in Ω. If for each pair (x, λ) in Υ×Ω for which g(x, λ) is zero we can
find, for at least one of the p components gj of g, an integer k satisfying

∂igj
∂λi

(x, λ) = 0 ∀i ∈ {0, . . . , k − 1}, ∂kgj
∂λk

(x, λ) �= 0,(50)

then the following set has zero Lebesgue measure in C
n+1:

S =
⋃
x∈Υ

{
(λ1, . . . , λn+1) ∈ Ωn+1 : g(x, λ1) = · · · = g(x, λn+1) = 0

}
.(51)

This result has been established by Coron in [7, Lemma 3.2] in a stronger form
except for the very minor point that, here, g is not C∞ in both x and λ. To make
sure that this difference has no bad consequence and for the sake of completeness, we
give an ad hoc proof in the appendix.

To complete the proof of Theorem 3 all we have to do is to generate an appropriate
function g satisfying all the required assumptions of this Lemma 1.

Let Ω and Υ be the following open subsets of C and R
2n, respectively:

Ω = {λ ∈ C : Re(λ) < 
} , Υ =
{
x = (x1, x2) ∈ (O + δΥ)2 : x1 �= x2

}
.

By following the same arguments as in the proof of Theorem 2, the backward com-
pleteness allows us to conclude

σ̆ −
Rn(x) = −∞ ∀x ∈ O + δΥ.
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Then, with (16), we get, for each (x, λ, t) in (O + δΥ) × Ω × (−∞, 0],

| exp(−λt) b(h(X̆(x, t)))| ≤ exp([
− Re(λ)]t)| exp(−
t)b(h(X̆(x, t)))|,

≤ exp([
− Re(λ)]t)M(x).

So the Lebesgue dominated convergence theorem implies that for each fixed λ in Ω,
the expression

Tλ(x) =

∫ 0

−∞
exp(−λs) b(h(X̆(x, s)))ds

defines properly a continuous function Tλ : O + δΥ → C
p. With similar arguments

(see [8, Théorème (3.150)], for instance), with (16), we can establish that this function
is actually C1.

Now, let DT : (O + δΥ)2 × Ω → C
p be the function defined as

DT (x, λ) = Tλ(x1) − Tλ(x2),

=

∫ 0

−∞
exp(−λs)[b(h(X̆(x1, s))) − b(h(X̆(x2, s)))]ds

(52)

with x = (x1, x2). It is C1 in x in (O + δΥ)2 for each λ in Ω. Also, as proved in [21,
chapter 19, p. 367] with the help of the Morera and Fubini theorems, it is holomorphic
in λ in Ω for each x in (O + δΥ)2. Moreover, since we have for each a in (−∞, 
)∫ 0

−∞
exp(−2as)|b(h(X̆(x1, s))) − b(h(X̆(x2, s)))|2 ds ≤ M(x1)

2 + M(x2)
2

2(
− a)
< +∞,

we can apply the Plancherel theorem to obtain, for each a in (−∞, 
) and each x in
(O + δΥ)2,

1

2π

∫ +∞

−∞
|DT (x, a + is)|2 ds

=

∫ 0

−∞
exp(−2as)|b(h(X̆(x1, s))) − b(h(X̆(x2, s)))|2 ds.

(53)

Now, for x in Υ, with the distinguishability property, continuity with respect to time
and injectivity of b imply the existence of an open time interval (t0, t1) such that

|b(h(X̆(x1, s))) − b(h(X̆(x2, s)))| > 0 ∀s ∈ (t0, t1).

It follows with (53) that we have∫ +∞

−∞
|DT (x, a + is)|2 ds > 0.

This says that for each x in Υ, the function λ 	→ DT (x, λ) is not identically equal
zero on Ω. Since it is holomorphic, this implies that for each (x, λ) in Υ × Ω, we can
find, for at least one of the p components DTj of DT , an integer k satisfying

∂iDTj

∂λi
(x, λ) = 0 ∀i ∈ {0, . . . , k − 1}, ∂kDTj

∂λk
(x, λ) �= 0.

Thus we can invoke Lemma 1 with D as function g. With (52), it allows us to
conclude that the following set S has zero Lebesgue measure in C

n+1:

S =
⋃

(x1,x2)∈Υ

{
(λ1, . . . , λn+1) ∈ Ωn+1 : Tλi

(x1) = Tλi
(x2) ∀i ∈ {1, . . . , n + 1}

}
.
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3.3. Proof of Theorem 4. Our first step consists in proposing a function T
solution of (22). The definition (19) of H and the inequality (20), give, for each pair
(x1, x2) in cl(O)2,

|LfH(x1) − LfH(x2)| ≤ |H(x1) −H(x2)| + |Lm
f b(h(x1)) − Lm

f b(h(x2))|,

≤ (1 + L)|H(x1) −H(x2)|.

Also (21) implies that for each Y in H(cl(O)), there exists a unique x in cl(O)
solution of Y = H(x). Hence we can define a Lipschitz function F : H(cl(O)) →
R

m×p satisfying

F (H(x)) = LfH(x) ∀x ∈ cl(O).(54)

Furthermore, as in the proof of Theorem 1, continuity and uniform injectivity of the
function H on cl(O) as given by (21) imply that H(cl(O)) is closed. Then it follows
from Kirszbraun’s Lipschitz extension theorem (see [9, Theorem 2.10.43], for instance)
that F can be extended as a function F̆ : R

m×p → R
m×p satisfying

|F̆ (Y1) − F̆ (Y2)| ≤ (1 + L) |Y1 − Y2| ∀(Y1, Y2) ∈ R
m×p × R

m×p,(55)

F̆ (Y ) = F (Y ) ∀Y ∈ H(cl(O)).(56)

Let Y(Y, t) denote a solution of the following system on R
m×p:

Ẏ = F̆ (Y ).

With (55), such a solution is unique for each Y in R
m×p defined on (−∞,+∞) and

satisfies, for some fixed matrix Y0 in R
m×p and for each pair (Y1, Y2) in R

m×p×R
m×p,

|Y(Y1, t) − Y0| ≤ |Y1 − Y0| +

∫ 0

t

|F̆ (Y(Y1, s)) − F̆ (Y0)|ds − |F̆ (Y0)| t,

≤ |Y − Y0| + (1 + L)

∫ 0

t

|Y(Y, s) − Y0|ds − |F̆ (Y0)| t,

|Y(Y1, t) − Y(Y2, t)| ≤ (1 + L)

∫ 0

t

|Y(Y1, s) − Y(Y2, t)|ds.

With Gronwall’s inequality, this gives for all t ≤ 0,

|Y(Y, t) − Y0| ≤ exp(−(1 + L)t)

[
|Y − Y0| +

|F̆ (Y0)|
1 + L

]
− F̆ (Y0)

1 + L
,(57)

|Y(Y1, t) − Y(Y2, t)| ≤ exp(−(1 + L)t) |Y1 − Y2|.(58)

So, in particular, we have, for each t ≤ 0 and Y in R
m×p,

|F̆ (Y(Y, t))| ≤ (1 + L)

(
exp(−(1 + L)t)

[
|Y − Y0| +

|F̆ (Y0)|
1 + L

])
.(59)

Hence, given any diagonal Hurwitz m×m matrix A, with eigenvalue λi, for each real
number k ≥ 1+L

−maxi{Re(λi)} , we can properly define a continuous function R : R
m×p →

C
m as

R(Y ) =

∫ 0

−∞
exp(−skA)B1m F̆ (Y(Y, s))mds(60)
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with the notation (3), and where F̆ (Y )m denotes the mth row of F̆ (Y ). As for (48),
we can prove that we have

LF̆R(Y ) = kAR(Y ) + B1m F̆ (Y )m ∀Y ∈ R
m×m.

But with (19), (54), and (56), this yields

LFR(H(x)) = kAR(H(x)) + B1m Lm
f b(h(x)) ∀x ∈ cl(O).(61)

Let now T : cl(O) → R
n be the continuous function defined as

T (x) = (kA)−m
R(H(x)) −K−1SH(x)(62)

with the notations:

S =

⎛
⎜⎝

λ−1
1 . . . λ−m

1
...

...
...

λ−1
m . . . λ−m

m

⎞
⎟⎠ , K = diag (k, . . . , km).(63)

We want to show that T is a solution of (22). We have

K−1SH(x) =

⎛
⎜⎝

∑m
i=1(kλ1)

−iLi−1
f b(h(x))

...∑m
i=1(kλm)−iLi−1

f b(h(x))

⎞
⎟⎠ .

Thus, for each x in R
n, we get

K−1SLfH(x) = kAK−1SH(x) − B1mb(h(x)) + (kA)−mB1mLm
f b(h(x)).(64)

In view of (62), it remains to compute the Lie derivatives of (kA)−mR(H(x)). From
(14), (19), (54), and (56), we get the identity

Y(H(x), t) = H(X̆(x, t)) ∀t ∈ (σ̆ −
O(x), σ̆ +

O(x)) ∀x ∈ O.

This gives readily for all t in (σ̆ −
O(x), σ̆ +

O(x)) and x in O,

R(Y(H(x), t)) − R(H(x)) = R(H(X̆(x, t)) − R(H(x))

and therefore

LFR(H(x)) = LfR(H(x)) ∀x ∈ O.

By continuity this identity extends to cl(O). So, with (61), we get

LfR(H(x)) = kAR(H(x)) + B1m Lm
f (b(h(x))) ∀x ∈ cl(O).

Consequently, with (62) and (64), we finally obtain, for each x in cl(O),

LfT (x) = (kA)−mLfR(H(x)) −K−1SLfH(x),

= kA
[
(kA)−m

R(H(x)) −K−1SH(x)
]
+ B1mb(h(x)),

= kAT (x) + B1mb(h(x)).

This proves that the function T defined by (62) is a solution of (22).
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Our second step in this proof is to show that by picking k large enough, the
function T given by (62) is uniformly injective. To simplify the following notation, to
a function f , we associate the function Δf as follows:

Δf(x1, x2) = f(x1) − f(x2).

So, for instance, for each pair (x1, x2) in O2, we have

T (x1) − T (x2) = (kA)−mΔ(R ◦H)(x1, x2)) + K−1SΔH(x1, x2).

With (55), (60), and (58), we get, for each (Y1, Y2) in R
m×p × R

m×p,

|ΔR(Y1, Y2)| ≤
∫ 0

−∞

∣∣∣exp(−skA)B1m

[
F̆ (Y(Y1, s))m − F̆ (Y(Y2, s))m

]∣∣∣ ds
≤ (1 + L)

∫ 0

−∞
| exp(−skA)| |B1m| [Y(Y1, s) − Y(Y2, s)| ds

≤ (1 + L) |B1m| |Y1 − Y2|
∫ 0

−∞
exp

(
−s
[
1 + L + kmax

i
{Re(λi)}

])
ds

≤ (1 + L)|B1m|
− [1 + L + kmaxi{Re(λi)}]

|Y1 − Y2|.

This yields, for each pair (x1, x2) in cl(O)2,

|T (x1) − T (x2)| ≥ |K−1SΔH(x1, x2)| − |(kA)−mΔ(R ◦H)(x1, x2)|,

≥ |ΔH(x1, x2)|
|K| |S−1| − |(kA)−m| (1 + L)|B1m|

− [1 + L + kmaxi{Re(λi)}]
|ΔH(x1, x2)|,

≥ k−m

(
1

|S−1| −
|A|−m(1 + L)|B1m|

− [1 + L + kmaxi{Re(λi)}]

)
|H(x1 −H(x2)|.

So, with (21), the function T is uniformly injectivity on cl(O) for all k large enough.

3.4. Proof of Theorem 5. Following the same arguments as in the proof of
Theorem 1, continuity and uniform injectivity (23) of the function Ta on cl(O) imply
that Ta(cl(O)) is closed and we can construct a continuous function T ∗

a : C
m×p →

cl(O) satisfying

|T ∗
a (z) − x| ≤ ρ(4|z − Ta(x)|) ∀(x, z) ∈ cl(O) × C

m×p.(65)

This implies

T ∗
a (Ta(x)) = x ∀x ∈ cl(O).(66)

Now, let us assume for the time being there exists a function F : C
m×p → C

m×p

to be used in (28) and satisfying

|E(x) − F(z)| ≤ N |Ta(x) − z| ∀(x, z) ∈ cl(O) × C
m×p.(67)

As a direct consequence, we get the inequality

|F(z)| ≤ N |z| + M z ∈ C
m×p
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for some real number M (= |E(x0)| + N |Ta(x0)|, with some arbitrarily fixed x0 in
cl(O)). It follows that the z dynamics in the system (28) satisfy

|ż| ≤ (|A| + N) |z| + (M + |B(h(x)))|.
Hence, for each x in O and z in C

m×p, the component Z(x, z, t) of a solution
(X(x, t), Z(x, z, t)) of (28) is defined as long as h(X(x, t)) is defined. So this so-
lution is right maximally defined on the same interval [0, σ+

Rn(x)) as X(x, t) solution
of (1).

With (65), (29) holds if we have

lim
t→σ+

Rn (x)
Ta(X(x, t)) − Z(x, z, t) = 0 ∀(x, z) ∈ O × C

m×p.(68)

To establish this limit, we associate to each pair (x, z) in O × C
m×p the matrix e in

C
m×p:

e = Ta(x) − z.

With (24) and (28), we get

ė = Ae + E(x) − F(z).

Let U : C
m×p → R+ be the positive definite and proper function defined as

U(e) =

p∑
i=1

e�i Pei,

where ei denotes the ith column of e, ei denotes its complex conjugate and P is given
by (27). Using (67) and completing the squares, we get

˙︷ ︷
U(e) =

p∑
i=1

[
−|ei|2 + 2ei

�P (E(x) − F((z))i
]
≤ −[1 − 2Nλmax(P )] |e|2,

≤ −1 − 2Nλmax(P )

λmin(P )
U(e).

So, with (26), we have established the existence of a strictly positive real number ε
such that we have

˙︷ ︷
U(e) ≤ −εU(e) ∀(x, z) ∈ O × C

m×p.(69)

This implies for all t in [0, σ+
O(x)) and (x, z) in O × C

m×p,

exp (−εt) U(e) ≥ U(E(x, z, t)) ( = U (Ta(X(x, t)) − Z(x, z, t))) .(70)

With forward completeness within O and the condition in the left of (29) (see (11)),
this implies (68) holds.

It remains to establish the existence of a function F : C
m×p → C

m×p satisfying
(67). With (66), we see that (25) becomes

|E(T ∗
a (z1)) − E(T ∗

a (z2))| ≤ N |z1 − z2| ∀(z1, z2) ∈ Ta(cl(O))2.

Thus, E◦T ∗
a is a Lipschitz function on the closed subset Ta(cl(O)). From Kirszbraun’s

Lipschitz extension theorem, E ◦T ∗
a can be extended as a function F : C

m×p → C
m×p

satisfying

|F(z1) − F(z2)| ≤ N |z1 − z2| ∀(z1, z2) ∈ (Cm×p)2,

F(z) = E(T ∗(z)) ∀z ∈ Ta(cl(O)).

So, in particular, we get (67).
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3.5. Proof of Corollary 1. Let λi be the eigenvalues of a given diagonal Hur-
witz complex m ×m matrix A. With the notation (63), the function Ta : cl(O) →
R

m×p defined in (30) can be rewritten as

Ta(x) = −K−1SH(x).(71)

In the following we show that we can find a real number k∗ ≥ 1 such that if k is
strictly larger than k∗, then the triple (kA, Ta, B1m) satisfies all the assumptions of
Theorem 5:

1. The forward completeness within O is satisfied by assumption.
2. (23) is satisfied since, using (21) and the definition of Ta in (71), we get, for

each pair (x1, x2) in cl(O)2,

|x1 − x2| ≤ ρ(|S−1K| |K−1SH(x1) −K−1SH(x2)|),

≤ ρ(|S−1K| |Ta(x1) − Ta(x2)|).

3. Let the function E : cl(O) → R
m×p be defined as

E(x) = −(kA)−mB1mLm
f b(h(x)).

We have to show that this function satisfies (24) and (25). Using (64), we get, for
each x in O,

E(x) + B1mb(h(x)) = −K−1SLfH(x) + kAK−1SH(x) = LfTa(x) − kATa(x).

So, (24) does hold. Also, with (20) and k−m|K| ≤ 1, which holds for k ≥ 1, we get,
for each (x1, x2) in cl(O)2,

|E(x1) − E(x2)| = |(kA)−m(B1m(Lm
f (h(x1)) − Lm

f (h(x2))))|,

≤ |(kA)−m| |B1m|L |H(x1) −H(x2)|,

≤ 1

mini |λi|m
|B1m|L |S−1| |Ta(x1) − Ta(x2)|.

Hence, (25) is satisfied with N = 1
mini |λi|m |B1m|L |S−1|, which does not depend on k.

4. It remains to show that by choosing k sufficiently large, the constraint (26) is
satisfied. As kA is a diagonal complex matrix, the inequality (26) is simply

1

mini |λi|m
|B1m|L |S−1| 1

k (−maxi Re(λi))
< 1.

Clearly this inequality holds for all k large enough.

3.6. Technical comments on section 2.6. Due to space limitations, we give
here only some hints on how the results established for the case of completeness can
be extended to the case of boundedness observability.

The introduction of γ in the observer has mainly two consequences:
1. For the error convergence, t, in exp(At) in (35) or exp(−εt) in (70), is replaced

by the integral
∫ t

0
γ(h(X(x, s)))ds. If σ+

Rn(x) = +∞, then,γ being larger than 1, this

integral goes to +∞ as t goes to σ+
Rn(x). If, instead, σ+

Rn(x) is finite, then Vf(X(x, t))
goes to +∞ as t goes to σ+

Rn(x). From (33) this is possible only if the above integral
tends again to +∞.
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2. The function T given in (18) is defined in terms of the solutions X̆(x, t) of the
modified system (13) with fγ instead of f . So we must show that this latter system
shares the backward O-distinguishability property of the original system (1). This can
be done by associating, to each x in O+δd, the function τx : (σ−

O+δd
(x), σ+

O+δd
(x)) → R

defined as

τx(t) =

∫ t

0

γ(h(X(x, s)))ds.

It admits an inverse τ−1 which is such that we have

X(x, τ−1
x (t)) = X̆(x, t) ∀x ∈ O + δd , ∀t ∈ τx(σ−

O+δd
(x), σ+

O+δd
(x)).

Then it is possible to prove that, if for some pair (x1, x2) in O2 we have

h(X̆(x1, t)) = h(X̆(x2, t)) ∀t ∈ (σ̆ −
O+δd

(x1), 0] ∩ (σ̆ −
O+δd

(x2), 0],

then we have also

τ−1
x1

(t) = τ−1
x2

(t) ∀t ∈ (σ̆ −
O+δd

(x1), 0] ∩ (σ̆ −
O+δd

(x2), 0].

4. Conclusion. We have stated sufficient conditions under which the extension
to nonlinear systems of the Luenberger observer, as it has been proposed by Kazantzis
and Kravaris in [13], can be used as long as the state to be observed remains in a
given open set. In doing so, we have exploited the fact, already mentioned in [4, 16],
that the observer proposed by Kreisselmeier and Engel in [14] is a possible way of
implementing the Kazantzis–Kravaris/Luenberger observer.

We have established that a sufficient (row) dimension of the dynamic system
giving the observer is 2 + twice the dimension of the state to be observed. This
is in agreement with many other results known on the generic number of pieces of
information to be extracted from the output paths to be able to reconstruct the state.

We have also shown that it is sufficient to know only an approximation of a
solution of a partial differential equation which we need to solve to implement the
observer. In this way, we have been able to make a connection with high gains
observers.

Finally, to get less restrictive sufficient conditions, we have found it useful to
modify the observer in a way which induces a time rescaling as already suggested in
[4].

At this stage, our results are mainly theoretical. They are concerned with exis-
tence. Several problems of prime importance for practice remain to be addressed, like
type and speed of convergence. In these regards, the contribution of Rapaport and
Maloum in [18] is an important starting point.

Even for the purpose of showing the existence, we have to note that the conditions
we have given can be strongly relaxed if an estimation of the norm of the state is
available. This idea has been exploited in [4], where a truly global observer has been
proposed under the assumption of global complete observability and unboundedness
observability.

Appendix. Proof of Coron’s Lemma 1. The idea of the proof is to show
that the set

S =
⋃
x∈Υ

{
Λ = (λ1, . . . , λn+1) ∈ Ωn+1 : g(x, λ�) = 0 ∀
 ∈ {1, . . . , n + 1}

}
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defined in (51) is contained in a countable union of sets which have zero Lebesgue
measure.

Given (x,Λ, ε) in Υ × Ωn+1 × R+∗, we denote by Sε,x,Λ the set

Sε,x,Λ =
⋃

x∈Bε(x)

{Λ ∈ Bε(Λ) : g(x, λ�) = 0 ∀
 ∈ {1, . . . , n + 1}} .(72)

Assume for the time being that for each pair (x,Λ) in Υ×Ωn+1, we can find a strictly
positive real number ε and a countable family of C1 functions σi : Bε(x) → Ωn+1,
such that we have

Sε,x,Λ ⊂
⋃
i∈N

σi(Bε(x)).(73)

The family (Bε(x) × Bε(Λ))(x,Λ)∈Υ×Ωn+1 is a covering of Υ × Ωn+1 by open subsets.

From the Lindelöf theorem (see [6, Lemma 4.1], for instance), there exists a countable
family

{
(xj ,Λj)

}
j∈N

such that we have

Υ × Ωn+1 ⊂
⋃
j∈N

Bεj (xj) × Bεj (Λj),

where εj denotes the ε associated to the pair (xj ,Λj). With (73), it follows that we
have

S ⊂
⋃
j∈N

⋃
i∈N

σi,j(Bεj (xj)),

where σi,j denotes the ith function σ associated with the pair (xj ,Λj). The set

σi,j(Bεj (xj)) is the image, contained in C
n+1, a real manifold of dimension 2(n+1), by

a C1 function of Bεj (xj), a real manifold of dimension 2n. From a variation on Sard’s
theorem (see [20, Theorem 3, paragraph 3], for instance), this image σi,j(Bεj (xj)) has

zero Lebesgue measure in C
n+1. So S, being a countable union of such zero Lebesgue

measure subsets, has zero Lebesgue measure.
So all we have to do to establish Lemma 1 is to prove the existence of ε and the

functions σi satisfying (73) for each pair (x,Λ)in Υ × Ωn+1. For ε, we consider two
cases:

1. Consider a pair (x,Λ) such that gj(x, λ�) is nonzero for some component λ� of
Λ and gj of g. By continuity of gj , we can find a strictly positive real number ε such
that g(x, λ�) is also nonzero for all x in Bε(x) and Λ in Bε(λ). In this case, the set
Sε,x,Λ is empty.

2. Consider a pair (x,Λ) such that g(x, λ�) is zero for each of the n+1 components
of λ� of Λ. From the assumption (50), for each 
, we can find a component gj� of g
and an integer k� satisfying

∂igj�
∂λi

(x, λ�) = 0 ∀i ∈ {0, . . . , k� − 1}, ∂k�gj�
∂λk�

(x, λ�) �= 0.

In this case, following the Weierstrass preparation theorem (see [12, Theorem IV.1.1],2

for instance), for each 
 in {1, . . . , n+ 1}, we know the existence of a strictly positive

2In [12, Theorem IV.1.1], this theorem is stated with the assumption that gj is holomorphic in
both x and λ. However, as far as x is concerned, it can be seen in the proof of this theorem that we
need only the implicit function theorem to apply. So continuous differentiability in x for each λ is
enough.
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real number ε�, a function q� : Bε�(x)×Bε�(λ�) → C, and k� C
1 functions a�j : R

2n → C

satisfying for all (x, λ) in Bε�(x) ×Bε�(λ�)

q�(x, λ) gj�(x, λ) = (λ− λ�)
k� +

k�−1∑
j=0

a�j(x)(λ− λ�)
j .(74)

We choose the real number ε, to be associated to (x,Λ) in the definition of Sε,x,Λ, as

ε = inf
�∈{1,...,n+1}

ε�.

In the following P� : Bε(x) × C → C and a�(x) : Bε(x) → C
k� denote

P�(x, λ) = (λ− λ�)
k� +

k�−1∑
j=0

a�j(x)(λ− λ�)
j , a�(x) = (a�0(x), . . . , a�k�−1(x)).

With this definition of ε, we have the following implication for Λ in Bε(Λ) and x
in Bε(x):

g(x, λ�) = 0 ∀
 ∈ {1, . . . , n+1} ⇒ (λ�, a
�(x)) ∈ M � ∀
 ∈ {1, . . . , n+1},(75)

where M � is the set

M � =

⎧⎨
⎩(λ, (b0, . . . , bk�−1)) ∈ C × C

k� : (λ− λ�)
k� +

k�−1∑
j=0

bj(λ− λ�)
j = 0

⎫⎬
⎭ .(76)

Our interest in this set follows from the following lemma, which we prove later on.
Lemma 2. Let M be the set defined as

M =

⎧⎨
⎩(λ, b0, . . . , bk−1) ∈ C × C

k : λk +

k−1∑
j=0

bjλ
j = 0

⎫⎬
⎭ .

There exists a countable family {Mm}m∈N of regular submanifolds of C
k and a count-

able family of C1 functions ρm : Mm → C such that we have the inclusion

M ⊂
⋃
m∈N

⋃
b∈Mm

{(ρm(b), b)}.(77)

So, for each 
 in {1, . . . , n+ 1} we have a countable family {M �
m�

}m�∈N of regular

submanifolds of C
k� and a countable family of C1 functions ρ�m�

: M �
m�

→ C such that
for each x in Bε(x), if P�(x, λ�) is zero, then there exists an integer m� such that we
have

a�(x) ∈ M �
m�

, λ� = ρ�m�
(a�(x)).(78)

Hence, with (75), if

g(x, λ�) = 0 ∀
 ∈ {1, . . . , n + 1},

then there exists an (n + 1)-tuple μ = (m1, . . . ,mn+1) of integers satisfying

a�(x) ∈ M �
m�

, λ� = ρ�m�
(a�(x)) ∀
 ∈ {1, . . . , n + 1}.
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So, by letting

Sμ
ε,x,Λ =

⋃
{x∈Bε(x) : a�(x)∈M�

m�
∀�∈{1,...,n+1}}

{
(ρ1

m1
(a1(x)), . . . , ρn+1

mn+1
(an+1(x))

}
(79)

we have established

Sε,x,Λ ⊂
⋃

μ∈Nn+1

Sμ
ε,x,Λ.(80)

Comparing (73) with (80) and using the definition (79), we see that a candidate for
the function σi is

σi(x) =
(
ρ�m�

(
RM�

m�
(a�(x))

))
�∈{1,...,n+1}

,

where i happens to be the (n + 1)-tuple μ and RM�
m�

: C
k� → M �

m�
is a “restriction”

to M �
m�

since we have to consider only those a�(x) which are in M �
m�

. Finding such
functions RM�

m�
such that σi is C1 may not be possible. But, following [7, Lemma

3.3], we know the existence, for each 
, of a countable family of C1 functions R�
ν :

C
k� → M �

m�
such that we get

Sμ
ε,x,Λ ⊂

⋃
ν∈N

{(
ρ�m�

(
R�

ν(a
�(Bε(x)))

))
�∈{1,...,n+1}

}
.

In other words, the family of functions σi is actually given by the family

σμ,ν =
(
ρ�m�

◦R�
ν ◦ a�

)
�∈{1,...,n+1} ,

i.e., we have

Sε,x,Λ ⊂
⋃

μ∈Nn+1

⋃
ν∈N

σμ,ν(Bε(x)).

Proof of Lemma 2: The inclusion (77) says that we are looking for a covering of
the set M with some special structure. A covering easily found, but not having this
special structure, is obtained by choosing a first complex number λ, denoted λ1, as
well as k − 1 other complex numbers λj . Then the bj are given by the identity

k∏
j=1

(λ− λj) = λk +

k−1∑
j=0

bjλ
j , λ ∈ C.(81)

In other words, if we denote by η : C
k → C

k the function which gives the bj from the
λj , we have ⋃

(λ1,...,λk)∈Ck

{(λ1, η(λ1, . . . , λk))} ⊆ M.

Specifically, given the elementary symmetric functions si, sum of all the products of
i distinct λj ,

si = λ1 . . . λi−1λi + λ1 . . . λi−1λi+1 + · · · + λk−i+1λk−i+2 . . . λk,
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the bj are obtained as

bj = (−1)k−jsk−j ∀j ∈ {1, . . . , k − 1}.

Also, the elementary symmetric functions are related to the sum of similar powers σp,

σp =

k∑
j=1

λp
j ,

via the Newton equations:

σi − σi−1s1 + σi−2s2 + · · · + (−1)i−1σ1sk−1 + (−1)iisi = 0.

The corresponding functions (σp) 	→ (si) and (si) 	→ (bj) are C∞ diffeomorphisms.
To obtain the result stated in the lemma, we need to invert the function η :

(λ�) 	→ (bj). This function is known to be a homeomorphism if the λj are defined
up to permutations (see [5, Proposition 1.5.5], for instance). But unfortunately we
cannot go beyond continuity of the inverse because of possible multiple roots. To
round this problem, we choose the multiplicity c� of the root λ� so that the sum of the
c� is k. So, except if they are all 1, some of them must be 0. Maybe after reordering,
we can assume that each c1 to cq is nonzero and satisfies

c1 + · · · + cq = k.

Then we choose q different complex numbers �� and we let

λ1 = · · · = λc1 = �1, λc0+1 = · · · = λc1+c2 = �2, . . .

. . . , λc1+···+cq−1+1 = . . . = λc1+···+cq = �q.

This yields

σp =

q∑
�=1

c��
p
� .(82)

We stress at this point that to any k-tuple of λ� in C
k, we can associate, maybe after

a permutation θ of its components, such q-tuples of c = (cr) and � = (�r), with
�i �= �j if i �= j. It follows that the function η can be decomposed as follows:

(λ�) 	→ θ(λ�) 	→ (c,�) 	→ (σp) 	→ (si) 	→︸ ︷︷ ︸
η

(bj).

This way, given a permutation θ and a root multiplicity vector c, with no zero com-
ponent, we have defined a function γ : C

q \ {�i = �j} → C
k which maps the �r

into the bj :

γ : � 	→ (σp) 	→ (si) 	→ (bj).

This function has rank q. Indeed, we know that the last two functions above are
diffeomorphisms and, for the first one, we get from (82)

∂σp

∂�r
= p cr �

p−1
r .
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Since the p and cr are not zero, we see that the matrix (
∂σp

∂
r
) has full rank since it

has a Vandermonde structure and the �r are different. Consequently, the jacobian
matrix (

∂bj
∂
r

) of the function γ has full rank q ≤ k. It follows from [6, Theorem III,
4.12, Theorem III, 5.5] that for each q-tuple � in C

q \ {�i = �j}, there exists a
strictly positive real number ε(�) such that

• Bε(
)(�) is a subset of C
q \ {�i = �j},

• γ
(
Bε(
))(�)

)
is a regular submanifold of (the real manifold) C

k,

• the restriction of γ : Bε(
)(�) → γ
(
Bε(
)(�)

)
is a diffeomorphism.

We denote by γ−1 the “inverse” function.
The family

{
Bε(
)(�)

}

∈Cq\{
i=
j}

is a covering by open subsets of C
q \ {�i =

�j}. So there exists a countable family (�i)i∈N such that the family
{
Bε(
i)(�

i)
}
i∈N

is covering by open subsets of C
q \ {�i = �j}. Moreover, since to each k-tuple (bj)

in C
k we can associate a pair (c,�) with �i �= �j if i �= j, any such k-tuple (bj)

is in at least one set γ
(
Bε(
i)(�

i)
)
. So, since the number of permutations θ in C

k

and multiplicity vectors c is finite, with varying i and q, we get a countable family
{Mm}m∈N of regular submanifold of C

k defined as

Mm := γ
(
Bε(
i)(�

i)
)

and a countable family of C1 functions ρm defined as

γ−1 (c, θ)
ρm : (b0, . . . , bk−1) ∈ Mm 	→ � ∈ Bε(
i)(�

i) 	→ (λ1, . . . , λk) ∈ C
k .

Each b = (b0, . . . , bk−1) in C
k is in least one Mm and we have

η(ρm(b)) = b.

Our result follows then from

C
k =

⋃
m∈N

⋃
b∈Mm

{ρm(b)}.
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DUBINS’ PROBLEM ON SURFACES II: NONPOSITIVE
CURVATURE∗

MARIO SIGALOTTI† AND YACINE CHITOUR‡

Abstract. Let M be a complete, connected, two-dimensional Riemannian manifold with non-
positive Gaussian curvature K. We say that M satisfies the unrestricted complete controllability
(UCC) property for the Dubins problem if the following holds: given any (p1, v1) and (p2, v2) in
TM , there exists, for every ε > 0, a curve γ in M , with geodesic curvature smaller than ε, such
that γ connects p1 to p2 and, for i = 1, 2, γ̇ is equal to vi at pi. Property UCC is equivalent to
the complete controllability of a family of control systems of Dubins’ type, parameterized by ε. It
is well known that the Poincaré half-plane does not verify property UCC. In this paper, we provide
a complete characterization of the two-dimensional nonpositively curved manifolds M , with either
uniformly negative or bounded curvature, that satisfy property UCC. More precisely, if supM K < 0
or infM K > −∞, we show that UCC holds if and only if (i) M is of the first kind or (ii) the curvature
satisfies a suitable integral decay condition at infinity.

Key words. controllability, geometric control, geodesic curvature, nonpositive curvature

AMS subject classifications. 14H55, 53C21, 93B05, 93B27
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1. Introduction. Let (M,m) be a connected, oriented, complete Riemannian
manifold and let N = UM be its unit tangent bundle. Points of N are pairs (p, v),
where p ∈ M , v ∈ TpM , and m(v, v) = 1. Given ε > 0, Dubins’ problem consists
of finding, for every (p1, v1), (p2, v2) ∈ N , a curve γ : [0, T ] → M , parameterized
by arc-length and whose geodesic curvature is bounded by ε, such that γ(0) = p1,
γ̇(0) = v1, γ(T ) = p2, γ̇(T ) = v2, and which minimizes T . Although Dubins’ problem
makes sense in any dimension, the present paper deals only with the two-dimensional
case, which can be seen as the time-optimal control problem for the following control
system:

(Dε): q̇ = f(q) + ug(q), q ∈ N, u ∈ [−ε, ε],

where f is the geodesic spray on N (i.e., the infinitesimal generator of the geodesic
flow on M), g is the smooth vector field generating the fiberwise rotation with angular
velocity equal to one, and the admissible controls are measurable functions u : [0, T ] →
[−ε, ε].

In the robotics literature (cf. [20]), the dynamics defined by (Dε) when M is
the Euclidean plane represent the motion of a unicycle (or a rolling penny) and the
projections of the trajectories of (Dε) on the plane are planar curves parameterized by
arc-length with curvature bounded by ε. In 1957, Dubins [9] determined the global
structure of the corresponding time-optimal trajectories: he showed that they are
concatenations of at most three pieces made of circles of radius 1/ε or straight lines.
Further restrictions on the length of the arcs of an optimal concatenation have been
obtained by Sussmann and Tang [30].
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†Institut Élie Cartan, UMR 7502 UHP/CNRS/INRIA, POB 239, 54506 Vandœuvre-lés-Nancy,

France (mario.sigalotti@inria.fr).
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Dubins’-like problems have been proposed by considering more general manifolds
M . For instance, the case where M is a two-dimensional manifold of constant Gaus-
sian curvature was investigated in [5, 6, 12, 17], and the case where M = Rn, Sn,
n ≥ 3, was studied in [18, 19, 29]. The controllability issue is not difficult to solve,
because Dubins’ problem can be reformulated as a control system (left-)invariant un-
der the action of a Lie group. Let us mention another line of generalization, which
consists of considering the distributional version of (Dε), whose best-known example
is the so-called Reeds–Shepp car [22]. In dimension two, the distributional dynam-
ics can be represented by the two-input control system (DDε) : q̇ = uf(q) + vg(q)
with |u|, |v| ≤ ε. The controllability of (DDε) simply results from the fact that
the distribution (f, g) is strong bracket generating, i.e., for every q ∈ N , the triple
(f(q), g(q), [f, g](q)) spans TqN .

A motivation for the present work is the remark that when generalizing Dubins’
problem from the Euclidean plane to a general Riemannian surface M , the complete
controllability of (Dε) stops to be a trivial issue. Indeed, when M has no particular
symmetry, it is not clear how to design a trajectory starting from and ending at the
fiber of a given point p ∈ M , with “small” geodesic curvature. We are naturally faced
with an intrinsic property of M , independent of global rescaling of its metric m, that
is, whether (Dε) is completely controllable for every ε > 0. We refer to such property
as the unrestricted complete controllability (UCC) of Dubins’ problem on M . The
present paper primarily focuses on the controllability of Dubins’ problem, and our
main scope is to find geometric or topological conditions on M characterizing UCC.

The Lie algebraic structure of (Dε) reveals quickly that the Gaussian curvature K
plays a crucial role in the characterization of controllable Dubins’ problems. Indeed,
as it follows from the structural equations satisfied by Cartan’s connections (cf. Spivak
[28, Volume II]),

[f, [f, g]](q) = −K(π(q))g(q)(1)

for every q ∈ N , where π : N → M denotes the bundle projection. Notice that the
bracket relation (1) identifies K uniquely. A generalized version of it was proposed by
Agrachev and Sachkov ([1]; see also [26]) in order to introduce a notion of curvature
for two-dimensional optimal control systems.

The role of K in the study of UCC of Dubins’ problem is further suggested by the
following standard example of noncontrollability: if M is the Poincaré half-plane H2,
then (Dε) is completely controllable if and only if ε > 1 (cf. [6, 17]). Roughly speaking,
the negativeness of K is an obstacle for the controlled turning action (modeled by g)
to overcome the spreading of the geodesics. When |u| ≤ ε ≤ 1, the effect of ug is not
strong enough and complete controllability fails to hold.

In a previous paper [7], we proposed some geometric and topological conditions
on M , which ensure that the UCC property holds true. In particular, it was proved
that any compact M satisfies the UCC property. In the unbounded case, the same
conclusion was obtained when M is asymptotically flat, i.e., K tends to zero at infinity.
The control strategy goes as follows. It is first shown that the controllability of (Dε)
is equivalent to the fact that every q = (p, v) ∈ N can be steered to q− = (p,−v) by
an admissible trajectory of (Dε). The latter property, called weak controllability of
(Dε), is proved by tracking a teardrop loop (see Figure 1) in a covering domain over
a piece of M at infinity. A suitable covering manifold can be globally described by a
single appropriate geodesic chart.

If one keeps in mind the noncontrollability of Dubins’ problem on H2, it is reason-
able to consider the situation where K ≥ 0. Indeed, in that case, no local spreading
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effect due to the drift term has to be compensated. Moreover, if M is an open man-
ifold with nonnegative curvature, then the theorems of Cohn-Vossen [8] and Huber
[11] imply that ∫

M

KdA < ∞,(2)

where dA is the surface element in M (see [7] for details). The integral decay of K
to zero at infinity can be interpreted as a sort of asymptotic flatness condition and it
suggests that (Dε) should be completely controllable for every ε > 0. In [7], we were
able to confirm that intuition under the additional assumption that K is bounded
over M , i.e., supM K is finite, and also to extend that result to the case where K ≥ 0
outside a compact set. The strategy of the proof still consists in tracking a teardrop
loop in a covering domain D but the construction of D becomes much more delicate
than that of the asymptotic flat case.

Recently, Pansu pointed out how the existence of a closed geodesic on a surface
M with constant negative curvature implies that for every point p ∈ M and every
ε > 0, there exists a noncontractible admissible trajectory of (Dε) which steers some
point q ∈ UpM to the point q−. Such a feature is particularly interesting, taking into
account that UCC does not hold for the Poincaré half-plane H2. An immediate ques-
tion is whether UCC can be recovered for a quotient manifold M = H2/Γ, provided
that we add enough topology to H2 (i.e., provided that the group Γ is large enough),
or if, on the contrary, Dubins’ problem on any quotient of H2 is not UCC. It turns out
that the answer can be easily stated: M = H2/Γ has the UCC property if and only
if it is of the first kind, i.e., its limit set (see Definition 3.1) is the entire boundary at
infinity of H2.

In the present work, we investigate the more general case of Riemannian surfaces
with nonpositive curvature. It is well known that a surface M of such kind can be
identified with the quotient space X/Γ, where X is a Hadamard surface (i.e., a simply
connected, complete Riemannian manifold of nonpositive curvature) and Γ is a group
of orientation-preserving isometries which acts freely and discontinuously on X. (For
all the definitions, see section 3.) We provide conditions on M , sufficient for UCC to
hold. The first one generalizes the hyperbolic case. It says that (i) M = X/Γ is of the
first kind, i.e., its limit set L(Γ) is equal to the ideal boundary X(∞) of X. The second
condition is reminiscent of the nonnegative curvature case, namely, it states that (ii)
for every r > 0 and every sector S in X, supp∈S

∫
BX(p,r)

KdA = 0, where BX(p, r)

denotes the ball of center p and radius r. Then, we present necessary conditions
on M for property UCC to hold. A quite surprising result is the following. Under
the assumption that either K is bounded or supM K < 0, if M verifies property
UCC, then either condition (i) or condition (ii) must hold true. In that way, we
exactly characterize the surfaces M , with nonpositive curvature K either bounded
or such that supM K < 0, verifying property UCC. In addition, some controllability
and noncontrollability results in the case where K is nonpositive outside a compact
subset of M are given. We also provide sufficient conditions ensuring that M has the
UCC property, with no sign assumption on K, namely, (a) M has finite area, (b) the
geodesic flow on M is topologically transitive. We conclude with some remarks on the
structure of time-optimal trajectories for (Dε). If supM K ≤ −ε, we show that they
follow Dubins’ pattern, namely, that they are concatenation of a bang, a singular,
and a bang arc (where some arc can possibly have zero length), with the (possible)
singular arc being a geodesic of the surface.
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The paper is organized as follows. In section 2, we formulate the control problem
at hand and describe its basic features. In section 3, general facts on Riemannian
surfaces of nonpositive curvature are recalled. The main results of the paper are
stated in section 4 and their proofs are provided in section 5. Finally, section 6
contains some remarks on time-optimal trajectories.

2. Formulation of the problem. Let (M,m) be a two-dimensional Rieman-
nian manifold, or, as we will equivalently call it, a Riemannian surface. Notice that
M is not required to be embedded nor immersed in R3. Assume that M is ori-
ented and that its metric m is complete. Denote by N the unit tangent bundle
UM = {q ∈ TM | m(q, q) = 1} and by π :N → M the canonical bundle projection of
N onto M . Let K be the Gaussian curvature on M . We will use the symbol K also
for the trivial extension (constant on fibers) of K on N . The distance on M induced
by m is denoted by dM (·, ·) (or d(·, ·) when no confusion is possible), and, for every
p ∈ M and r > 0, BM (p, r) stands for the ball of center p and radius r.

Let f be the geodesic spray on TM , whose restriction to N (still denoted by f)
is a well-defined vector field on N . Recall that f is characterized by the following
property: p(·) is a geodesic on M if and only if (p(·), ṗ(·)) is an integral curve of f .
In particular, f satisfies the relation

π�(f(q)) = q(3)

for every q ∈ N . The exponential map on M is defined by

exp(t, q) = π(etf (q)),(4)

where etf :N → N denotes the flow of the vector field f at time t.
Let g be the smooth vector field on N , whose corresponding flow at time t is the

fiberwise rotation of angle t. For every q ∈ N , we set q− = eπg(q) and Rq = e−
π
2 g(q).

For ε > 0, let (DM
ε ) be the control system

(DM
ε ): q̇ = f(q) + ug(q), q ∈ N, u ∈ [−ε, ε].

An admissible control is a measurable function u(·), defined on some interval of
R, with values in [−ε, ε]. The solutions of (DM

ε ) corresponding to admissible controls
are called admissible trajectories. (Sometimes, to prevent any confusion, we will speak
also of ε-admissible controls and ε-admissible trajectories).

For every q ∈ N and T > 0, the attainable set from q up to time T is the set
AT

q = AT
q (M, ε) consisting of the endpoints of all admissible trajectories for (DM

ε ),
starting from q, of length smaller than or equal to T . We also write

Aq = Aq(M, ε) = ∪T>0A
T
q (M, ε).

The control system (DM
ε ) is called completely controllable if Aq = N for every q ∈ N .

Definition 2.1. We say that the Dubins problem on M has the unrestricted
complete controllability (UCC) property (or, equivalently, that it is UCC) if, for
every ε > 0, (DM

ε ) is completely controllable.
We stress that the UCC notion corresponds to the property of existence of solu-

tions to the original, control-free Dubins problem on M : UCC holds if and only if,
for every ε > 0 and every (p1, v1), (p2, v2) in TM , there exists a curve γ : [0, T ] → M
with geodesic curvature smaller than ε such that γ(0) = p1, γ(T ) = p2 and γ̇(0) = v1,
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(
0, 1

ε

)

(
0,− 1

ε

)

Fig. 1. The teardrop trajectory of size 1/ε.

γ̇(T ) = v2. Up to a reparameterization by arc-length, (γ, γ̇) is an ε-admissible tra-
jectory in N , whose corresponding control u(t) is equal, at almost every t ∈ [0, T ], to
the geodesic curvature of γ at the point γ(t).

It is easy to check that the distribution {f, g} is bracket generating, i.e., that,
for every q ∈ N , TqM = span{X(q)| X ∈ Lie(f, g)}, where Lie(f, g) denotes the Lie
algebra of vector fields on N generated by f and g. Indeed, for every q ∈ N , we
have that π∗([f, g](q)) = π∗(f(Rq)). Therefore, f , g, and [f, g] span TqM at every
q ∈ N , proving not only that {f, g} is bracket generating but also that it is a contact
distribution on N . As a consequence, for every 0 < t < T and every q ∈ N ,

etf (q) ∈ Int(AT
q ),(5)

where Int(AT
q ) denotes the interior of AT

q . This follows, for instance, from the descrip-
tion of small-time attainable sets for single-input nondegenerate three-dimensional
control systems given by Lobry in [15].

Since f , g, and [f, g] are linearly independent at every point, they can be used to
introduce a metric on N , requiring (f(q), g(q), [f, g](q)) to be an orthonormal basis of
TqN , for every q ∈ N . Such metric endows N with a complete Riemannian structure
(see, for instance, [23]). In accordance with the notations introduced above, we will
denote by dN (·, ·) the induced distance on N and, for every q ∈ N and ρ > 0, by
BN (q, ρ) the ball of center q and radius ρ.

Remark 2.2. In [7] we noticed that, since (DM
ε ) has the property of being bracket

generating, Dubins’ problem on M is UCC if and only if for every ε > 0 and every
q ∈ N , there exists q̂ ∈ Aq(M, ε) such that q̂− ∈ Aq̂(M, ε). In order to prove this
last property, we will often mimic on M the behavior of a teardrop trajectory on the
Euclidean plane. We call teardrop trajectory of size 1/ε (see Figure 1) the bang-bang

trajectory of (DR2

ε ) whose control u, defined by

u(t) =

⎧⎪⎨
⎪⎩

ε if 0 ≤ t ≤ π
3ε ,

−ε if π
3ε < t ≤ 2π

ε ,

ε if 2π
ε < t ≤ 7π

3ε ,

steers (1, 0) ∈ U(0,0)R
2 to (−1, 0) ∈ U(0,0)R

2.
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Remark 2.3. If M1,M2 are two Riemannian manifolds and P : M1 → M2 is
a local isometry at every point of M1, then every admissible trajectory for (DM1

ε )
is transformed by P∗ : UM1 → UM2 in an admissible trajectory for (DM2

ε ). In
particular, if P is onto and the Dubins problem on M1 is UCC, then the same is true
for the Dubins problem on M2.

3. General facts on Riemannian surfaces of nonpositive curvature. Of
special interest for the present study are Riemannian surfaces of nonpositive curvature.
We collect in this section some definitions and known results about them, which will
be used in what follows. When no explicit source is given, see [4].

A simply connected, complete Riemannian manifold of nonpositive sectional cur-
vature is called a Hadamard manifold. If M is a complete, connected, oriented Rie-
mannian manifold of nonpositive sectional curvature, then M can be described as
X/Γ, where X is a Hadamard manifold and Γ is a group of orientation-preserving
isometries which acts freely and discontinuously on X. We will denote by Π :X → M
the canonical projection of X onto M . When the sectional curvature is constant on
M , then M is said a hyperbolic manifold and X a hyperbolic space.

3.1. Hadamard surfaces. From now on, X will denote a Hadamard surface,
that is, a Hadamard two-dimensional manifold. If M = X/Γ is a complete Riemannian
surface, then we will denote by the same letters f , g, K, m, and π the corresponding
objects on X and M . This is motivated by the fact that Π : X → M , being a local
isometry, identifies such objects, at least at a local level.

It is well known that X is diffemorphic to R2. Any geodesic segment in X is the
unique length-minimizing trajectory between its extremes. In particular, all complete
geodesics are simple.

A ray is a half-geodesic on X. A sector is a region of X bounded by two distinct
rays starting at the same point, which is called the vertex of S.

The ideal boundary of X, denoted by X(∞), is defined as the quotient of the set
of all rays parameterized by arc-length by the equivalence relation

c1 ∼ c2 ⇐⇒ lim sup
t→∞

dX(c1(t), c2(t)) < ∞.

The equivalence class of a parameterized ray c is denoted by c(+∞) and it is called
the endpoint of c. If c : R → X is a parameterized complete geodesic, then c(−∞)
denotes the equivalence class of [0,∞) � t �→ c(−t).

For a given point p ∈ X there is a one-to-one correspondence ψp between UpX
and X(∞), which assigns to v ∈ UpX the equivalence class of [0,∞) � t �→ exp(t, v).
The correspondence defines a topology on X(∞), which is called the sphere topology.
The sphere topology extends to the so-called cone topology on X = X ∪X(∞). The
cone topology is generated by the open sets of X and the sets

ψp(U) ∪ (∪t>0 exp(t, U)) ,

where p ∈ X and U is an open set of UpX. Notice that the action on X of an element
of Γ has a natural continuous extension on X.

Given a set Ω in X, we write ∂Ω for the boundary of Ω in X, while Ω(∞) will
denote the intersection between X(∞) and the closure of Ω in X.

The isometric transformations of X can be classified in terms of the so-called
displacement function X � p �→ dX(p, γ(p)). An isometry γ :X → X is called elliptic
if it has at least one fixed point in X; hyperbolic if the displacement function attains
its minimum in X, and such minimum is strictly positive; parabolic otherwise.
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3.2. Closed geodesics and limit sets. If M = X/Γ is a complete Riemannian
surface, then the only elliptic element of Γ is the identity. Let G be a closed geodesic
in M . Fix one of its lifts G̃ in X and let c : R → X be a parameterization of G̃
by arc-length. There is one isometry γ ∈ Γ such that γ(c(0)) = c(T ), where T is
the length of G. Then c(t + T ) = c(t) for every t ∈ R. (The proof goes as in the
hyperbolic case; see [21, Theorem 9.6.2].) The isometry γ is hyperbolic (see [4, section

6]) and G̃ is called an axis of γ. Actually, every hyperbolic isometry γ has at least
one axis. (Given any point p at which the displacement function attains its minimum,
the geodesic line between p and γ(p) is indeed an axis.) If none of the half-planes

bounded by G̃ is flat, then, given a neighborhood U of c(−∞) and a neighborhood V
of c(+∞) in X, there exists n̄ ∈ N such that

γn
(
X \ U

)
⊂ V, γ−n

(
X \ V

)
⊂ U,(6)

for every n ≥ n̄, as proved by Ballmann in [3].

The existence of a closed geodesic on Riemannian surfaces is established by some
classical results under very general assumptions. Lyusternik and Fet [16] proved that
all complete compact Riemannian surfaces contain at least one closed geodesic. After
that, Thorbergsson [31] extended the result to all complete, connected Riemannian
surfaces neither homeomorphic to the plane nor to the cylinder. As a consequence, if
Γ is not cyclic, then M = X/Γ contains a closed geodesic.

Definition 3.1. Let Γ be a group of isometries of X. Fix p ∈ X and consider
Γ(p), the closure in X of the Γ-orbit of p. The set L(Γ) = Γ(p) ∩X(∞) is called the
limit set of Γ.

The definition of L(Γ) is actually independent of the choice of the point p. Fix,
indeed, p, p′ in X, and let γn(p) → z ∈ X(∞) as n → ∞, with {γn}n∈N ⊂ Γ. Notice
that for every n ∈ N, d(γn(p), γn(p′)) = d(p, p′). Moreover, every sector S of X
such that z ∈ S(∞) contains a subsector S′ such that z ∈ S′(∞) and whose distance
from the boundary of S is larger than d(p, p′). Therefore, in the cone topology of X,
γn(p′) → z as n → ∞.

Definition 3.2. Let X be a Hadamard surface and M = X/Γ be a complete
Riemannian surface. We say that M is of the first kind if L(Γ) = X(∞); otherwise
we say that M is of the second kind.

Remark 3.3. If Γ is cyclic, then M is of the second kind. Indeed, if Γ = {Id}, then
L(Γ) is empty. If Γ is nontrivial, then it is generated by a hyperbolic or a parabolic
isometry, denoted by γ. If γ is hyperbolic, then it translates at least one geodesic,
hence L(Γ) is made of the two endpoints of such geodesic (just consider the orbit of a
point on the geodesic). If γ, instead, is parabolic, then there exists a point z ∈ X(∞)
which is invariant under the action of γ, together with the horospheres centered at z
(see [4, Lemma 6.6]). Fix any point x ∈ X and consider a horosphere U centered at
z which contains x. Then L(Γ) is contained in U(∞). In both cases, M is not of the
first kind. Therefore, if M is of the first kind, then it contains a closed geodesic.

Definition 3.4. Let M be a Riemannian surface. We say that its Gaussian
curvature K is uniformly negative if supM K < 0.

If K is uniformly negative on X, then, for every two elements x, y of X(∞), there
exists a parameterized geodesic c : R → X such that c(+∞) = x and c(−∞) = y.
That is, using the terminology introduced by Eberlein and O’Neill in [10], X is a
visibility manifold.
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3.3. Geodesic coordinates. Geodesic coordinates can be globally defined on
X. They depend on the choice of an element q of UX and are defined through the
map

φq : R2 −→ X,

(x, y) �−→ π(eyf ◦ eπ
2 g ◦ exf (q)).

(7)

Let B : R2 → R be the solution of the system⎧⎪⎨
⎪⎩

Byy + KB = 0,

B(x, 0) ≡ 1,

By(x, 0) ≡ 0,

(8)

in which the index y appearing in By, Byy stands for the partial differentiation with
respect to y. Notice that since K ≤ 0, B is globally defined and

B(x, y) ≥ 1,(9)

yBy(x, y) ≥ 0(10)

for every (x, y) ∈ R2. The coordinate expression for the metric m on X is given by

m(x, y) = B2(x, y)dx2 + dy2.

(See, for instance, [13].) The unit bundle UX can be identified with{(
x, y,

cos θ

B(x, y)
, sin θ

)
∈ R4

∣∣∣∣ (x, y) ∈ R2, θ ∈ S1

}
.

In the coordinates (x, y, θ), f and g are given by

f(x, y, θ) =

(
cos θ

B(x, y)
, sin θ, F (x, y) cos θ

)T

, g(x, y, θ) = (0, 0, 1)T ,(11)

where

F (x, y) =
By(x, y)

B(x, y)
.(12)

Equivalently, (DX
ε ) can be written as follows:

ẋ =
cos θ

B
,(13)

ẏ = sin θ,(14)

θ̇ = u + F cos θ.(15)

Notice that, as it can be easily deduced from (8), F satisfies the Cauchy problem

Fy = −K − F 2, F (x, 0) ≡ 0.(16)

If M = X/Γ is a complete Riemannian surface, then, for any fixed q ∈ N , the map
φq, defined as in (7), is a local diffeomorphism at every point of R2. The pullback of
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the metric m through φq endows R2 with a Riemannian structure, which renders R2

isomorphic to X.
Remark 3.5. The previous formulation of Dubins’ problem in coordinates still

makes sense when only local, instead of global, geodesic coordinates are defined.
Consider the case of a Riemannian surface M with possibly sign-varying curvature.
Recall that a half-plane of M is a simply connected open subset of M bounded by a
simple open complete geodesic. If M contains a half-plane H and if K is nonpositive
on H, then H admits a system of geodesic coordinates. Indeed, for any q ∈ N such
that φq(R×[0,∞)) = H, R×[0,∞) can be endowed with the metric φ∗

qm, and Dubins’
problem on H can be described by equations (13)–(15). Similarly, if q = (p, v) ∈ N
and a, b, r > 0 are such that K ≤ 0 on BM (p, r) and a + b < r, then the rectangle
[−a, a]× [−b, b] ⊂ R2, endowed with φ∗

qm, is a nonpositively curved covering domain
of a neighborhood of p. Again, system (13)–(15) describes Dubins’ problem on such
nonflat rectangle.

4. Statement of the results. We collect here the statements of the main results
proved in the next section, in order to stress the interrelations between the proposed
necessary and sufficient conditions for the UCC property to hold.

Proposition 4.1. Let M be a complete, connected Riemannian surface. The
Dubins problem on M has the UCC property if at least one of the following conditions
is satisfied: (a) M has finite area or (b) the geodesic flow on M is topologically
transitive.

Theorem 4.2. Let M be a complete, connected Riemannian surface with nonpos-
itive Gaussian curvature K. Denote by X the universal covering of M . The Dubins
problem on M has the UCC property if at least one of the following conditions is
satisfied: (i) M is of the first kind or (ii) for every r > 0 and every sector S in X,
supp∈S

∫
BX(p,r)

KdA = 0.

Conditions which are both sufficient and necessary for UCC can be formulated
under more restrictive hypotheses on K.

Theorem 4.3. Let M be a complete, connected Riemannian surface and assume
that its Gaussian curvature K is uniformly negative. Then the Dubins problem on M
has the UCC property if and only if M is of the first kind.

Theorem 4.4. Let M be a complete, connected Riemannian surface and assume
that its Gaussian curvature K is nonpositive and bounded. Assume, moreover, that
M is of the second kind and denote by X its universal covering. The Dubins problem
on M has the UCC property if and only if, for every r > 0, for every sector S in X,
supp∈S

∫
BX(p,r)

KdA = 0.

The results stated in Theorem 4.2 are proved in Propositions 5.9 and 5.10. For
what concerns Theorem 4.3, it is a combination of Proposition 5.9 and Corollary 5.15.
Finally, the proof of Theorem 4.4 is split into the ones of Proposition 5.10 and Corol-
lary 5.18. For results concerning manifolds with possibly sign-varying curvature, we
refer to the detail of sections 5.2, 5.3, and 5.4.

5. Proofs of the results.

5.1. Additional properties of Riemannian surfaces of nonpositive cur-
vature. In this paragraph, we prove some geometric properties of Riemannian sur-
faces of nonpositive curvature, which are at the heart of the arguments of the theorems
stated above. In particular, we show how certain properties of limit sets which hold in
the hyperbolic case can be recovered in the nonconstant curvature case, under suitable
nonflatness assumptions. To this extent we propose the following definition.
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Definition 5.1. A sector S of a Hadamard surface X is said to be heavy if, for
every sector S′ contained in S,

∫
S′ KdA = −∞.

For example, as we will often use, if r, δ > 0 exist such that
∫
BX(p,r)

KdA ≤ −δ

for every p ∈ S, then S is heavy. Heavy sectors enjoy the following visibility-type
property.

Lemma 5.2. Let S be a heavy sector of a Hadamard surface X. Then, for every
z1 in the interior of S(∞) and every z2 ∈ X(∞) different from z1, there exists a
geodesic c : R → X such that c(−∞) = z1 and c(+∞) = z2.

The lemma is basically a reformulation of [4, Exercise (i), p. 57]. For sake of
completeness, let us provide its proof. Consider a convex sector S′ bounded by two
rays having z1 and z2 as endpoints. Since z1 belongs to the interior of S(∞), then
S′ contains a subsector which is a included in S. Therefore, by definition of heavy
sector,

∫
S′ KdA = −∞. Denote by x the vertex of S′ and let pn, qn be two sequences

of points in ∂S′, tending, respectively, to z1, z2, as n tends to infinity. Denote by Tn

the geodesic triangle with vertices x, pn, and qn. The Gauss–Bonnet theorem implies
that

∫
Tn

KdA > −π for every n. Therefore, there exists a compact subset C of S′

such that, possibly passing to a subsequence, the geodesic segment between pn and
qn intersects C for every n. By compactness of UC = {q ∈ UX| π(q) ∈ C}, there
exists q ∈ UC such that the geodesic s �→ exp(s, q) connects, as required, z1 and z2.

Given a Hadamard surface X and a group Γ of isometries of X, let us denote
by A(Γ) the closure in X(∞) of the set of endpoints of axis of hyperbolic isometries
contained in Γ.

Lemma 5.3. Let X be a Hadamard surface and Γ a group of isometries of X. If
A(Γ) is nonempty, then, for every heavy sector S of X, L(Γ)∩S(∞) = A(Γ)∩S(∞).

Proof. Clearly A(Γ) ⊂ L(Γ). Fix an axis G of a hyperbolic transformation of
Γ, a point z in S(∞), and assume that there exists a neighborhood J of z which
does not contain any endpoint of complete geodesics of the type γ(G), γ ∈ Γ. Let
H be a half-plane of X such that z ∈ H(∞) ⊂ J , whose existence is guaranteed by
Lemma 5.2. Then, the entire Γ-orbit of G is contained in X \H. Therefore, z is not
a density point of the Γ-orbit of any point of G, i.e., z �∈ L(Γ).

The following lemma concerns the existence of half-planes in nonpositively curved
Riemannian surfaces. Its role will be crucial while proving the noncontrollability
results contained in section 5.3.

Lemma 5.4. Let M be a complete, connected Riemannian surface with nonpos-
itive curvature and let X be its universal covering. Assume that M is of the second
kind and that X contains a heavy sector S. Then the canonical projection Π :X → M
embeds in M a half-plane of X, contained in S.

Proof. We start the proof by noticing that if there exists an open, nonempty,
connected subset U of S(∞)\L(Γ) such that γ(U)∩U = ∅ for every γ ∈ Γ\{Id}, then
every half-plane H bounded by U and a geodesic with endpoints in U is embedded by
Π in M . Indeed, H∩γ(H) �= ∅ implies that H(∞)∩(γ(H))(∞) = H(∞)∩γ(H(∞)) �= ∅
and γ must therefore be the identity. The existence of a geodesic with endpoints in
U follows from Lemma 5.2.

We distinguish two cases, depending on whether Γ contains a hyperbolic isometry.

Assume first that Γ\{Id} is made of parabolic isometries only. In particular, Γ is
cyclic, since M contains no closed geodesic. Denote by γ a generator of Γ. The set of
fixed points of γ on X(∞) is closed and nonempty. If it does not contain S(∞), then
there exists an open, nonempty, connected subset U of S(∞) such that γj(U)∩U = ∅
for every j ∈ Z \ {0}. Then the lemma follows from the above remark. We are
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left to deal with the case in which every point of S(∞) is fixed by γ. Consider a
parameterized geodesic c : R → X such that c(+∞) and c(−∞) are both in S(∞).
Since γ fixes the endpoints of c, then Pc, the set spanned by all the geodesics parallel
to c, is invariant under the action of γ. The set Pc is isometric to R × Σ, where Σ
is a closed geodesic line in X (see [4, Lemma 2.4]). By hypothesis, c bounds no flat
half-plane; therefore Σ is bounded. Since γ induces a continuous transformation of
Σ, there must exist at least one complete geodesic of X fixed by γ. Thus γ, which
is a nonhyperbolic isometry of Pc, is the identity transformation, and the statement
of the lemma is trivially true. (Notice that the argument, which follows the proof of
Lemma 6.8 in [4], shows that γ has at most one fixed point in the interior of S(∞),
unless Γ = {Id}.)

Assume now that Γ contains at least one hyperbolic isometry. According to
Lemma 5.3, then, L(Γ) ∩ S(∞) = A(Γ) ∩ S(∞). Notice that by definition of heavy
sector, for every complete geodesic G with at least one endpoint in the interior of
S(∞), the half-planes bounded by G are not flat. Therefore, L(Γ) ∩ S(∞) has a
nonempty interior, since otherwise (6) would imply that M is of the first kind. In
particular, S(∞) is not contained in L(Γ). Fix z ∈ S(∞) \ L(Γ). According to the
remark at the beginning of the proof, it is enough to prove that z is an isolated point
of the Γ-orbit of z in X(∞). To this extent, let us show that the Γ-orbit of z in X(∞)
has no density point in the interior of S(∞) \ L(Γ). Assume, by contradiction, that
there exist z1 in the interior of S(∞) \ L(Γ) and a sequence γn of isometries in Γ
such that γn(z) tends to z1 as n goes to infinity. Let c : [0,∞) → X be a ray with
c(+∞) = z. Passing possibly to a subsequence, γn(c(0)) converges to a point z2 of
L(Γ). According to Lemma 5.2, there exist two geodesics G1 and G2, each of them
having one endpoint in z1, such that the region of X bounded by G1 and G2 contains
γn(c(0)) for every n. Thus, there exists a compact subset C of X which intersects
each ray cn(·) = γn(c(·)), n ∈ N (see Figure 2). Therefore, we can fix a sequence tn of
positive real numbers such that for every x ∈ X, cn(tn) has distance from x uniformly
bounded with respect to n. Fix x ∈ X and notice that

tn = d(cn(0), cn(tn)) ≥ d(cn(0), x) − d(x, cn(tn)),
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which implies that tn tends to infinity with n. Thus, c(tn) tends to z as n goes
to infinity. On the other hand, γ−1

n (x) has distance from c(tn) uniformly bounded
with respect to n. It follows that as n goes to infinity, γ−1

n (x) converges to z, which
contradicts the fact that z does not belong to L(Γ).

5.2. Controllability results. Let us begin the section with the following ele-
mentary remark. Consider a complete Riemannian surface M , with no restriction on
the sign of its curvature K. Setting t = 1 and T = 2 in (5), we have that for every
q ∈ N and ε > 0, ef (q) ∈ Int(A2

q(M, ε)). Fix q and let q′ vary in BN (q, 2), which is a
relatively compact neighborhood of q. The continuous dependence of A2

q′(M, ε) on q′

implies that there exists ρ(ε, q) ∈ (0, 1) such that for every q′ ∈ BN (q, 2),

BN (ef (q′), ρ(ε, q)) ⊂ Aq′(M, ε).

Therefore,

q ∈ Int(Aq′(M, ε)) if ef (q′) ∈ B(q, ρ(ε, q)).(17)

Indeed, for every q′ ∈ N such that ef (q′) ∈ B(q, ρ(ε, q)), we have

dN (q, q′) ≤ dN (q, ef (q′)) + dN (q′, ef (q′)) < 2.

Lemma 5.5. Let M be a complete, connected Riemannian surface. If q ∈ N
and ε > 0 exist such that Aq(M, ε) has finite volume, then M has finite area and
Aq(M, ε) = N .

Proof. Fix q ∈ N and ε > 0 such that Aq = Aq(M, ε) has finite volume.
We want to prove that ∂Aq is empty. Let, by contradiction, q̄ ∈ ∂Aq, and define
ρ̄ = ρ(ε, q̄) > 0, where the function ρ satisfies (17). A well-known theorem by Krener
[14] states that any attainable set of a bracket-generating system is contained in the
closure of its interior. Therefore, V = Aq ∩ BN (q̄, ρ̄) has a nonempty interior and,
in particular, positive volume. Since ef is a volume-preserving diffeomorphism of N
(see, for instance, [23]) and Aq has finite volume, then the sets enf (V ), for n ∈ N,
cannot be pairwise disjoint, being enf (V ) ⊂ Aq for every n ∈ N. Therefore, there
exist n1 < n2 such that en1f (V ) ∩ en2f (V ) is nonempty. Equivalently, there exists a
point q′ in e(n2−n1−1)f (V ) whose image by ef lies in V . Due to (17), the contradiction
is reached.

Corollary 5.6. Let M be a complete, connected Riemannian surface with finite
area. Then the Dubins problem on M has the UCC property.

Notice that in the nonpositive curvature case, if M has finite area, then it is of
the first kind (see, for instance, [3]). The converse, clearly, is not true in general.
It is, however, when M is a finitely connected hyperbolic surface (see, for instance,
[21]). In particular, we proved that the Dubins problem on a finitely connected hy-
perbolic surface of the first kind is UCC. Actually, first kind implies UCC in complete
generality, as will be shown in Proposition 5.9.

Let us now prove the second part of Proposition 4.1. Recall that the geodesic flow
on M is said to be topologically transitive if there exists q ∈ N such that the orbit of
q for the geodesic flow is dense in N .

Proposition 5.7. Let M be a complete, connected Riemannian surface such that
the geodesic flow on M is topologically transitive. Then the Dubins problem on M has
the UCC property.

Proof. Fix q0 ∈ N such that

Oq0 = {etf (q0) | t ∈ R}
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Fig. 3. Construction of a teardrop trajectory from etf (q0).

is dense in N . The property formulated in (17) implies that for every ε > 0,

N = Aq0(M, ε) ∪
(
Aq−0

(M, ε)
)−

,

where (Aq−0
(M, ε))− denotes the image of Aq−0

(M, ε) through the involutive diffeo-

morphism q �→ q−. Hence, there exists a decreasing sequence εn, converging to zero
as n tends to infinity, such that

q−0 ∈ Aq0(M, εn) for every n ≥ 1(18)

or

q0 ∈ Aq−0
(M, εn) for every n ≥ 1.(19)

Without loss of generality, we can assume that (18) holds, since

Oq−0
= (Oq0)

−

is dense in N , which means that the roles of q0 and q−0 are symmetric.
Since ε �→ Aq0(M, ε) is monotone with respect to the inclusion, then q0 belongs

to the set

W = {q ∈ N | q− ∈ Aq(M, ε) for every ε > 0}.

The UCC property for Dubins’ problem on M is equivalent to the equality N = W
(see Remark 2.2). It is enough to show that Oq0 ⊂ W , due to (5) and to the density
of Oq0 in N .

This is trivial for what concerns the negative orbit of q0. Fix now ε, t > 0. We have
to show that there exists an ε-admissible trajectory connecting etf (q0) and (etf (q0))

−.
Notice that Aetf (q0)(M, ε) contains a neighborhood V of q′ = e(t+1)f (q0). For every
ε′ > 0, let q(·, ε′) : [0, Tε′ ] → N be an ε′-admissible trajectory such that q(0, ε′) = q0
and q(Tε′ , ε

′) = q−0 . Then, as ε′ goes to zero, we have that Tε′ goes to infinity, while,
for every L > 0, the restriction of q(·, ε′) on [0, L] (respectively, [Tε′−L, Tε′ ]) converges
uniformly to [0, L] � s �→ esf (q0) (respectively, [Tε′ − L, Tε′ ] � s �→ e(s−Tε′ )f (q−0 )).
In particular, for ε′ small enough, q(t + 1, ε′) and q(Tε′ − t − 1, ε′)− belong to V
(see Figure 3). Provided that ε′ ≤ ε, an ε-admissible trajectory steering etf (q0)
to (etf (q0))

− can be obtained by gluing three ε-admissible subtrajectories, the first
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going from etf (q0) to q(t + 1, ε′), the second coinciding with the restriction of q(·, ε′)
on [t + 1, Tε′ − t− 1], and the last connecting q(Tε′ − t− 1, ε′) and (etf (q0))

−.
Recall that the injectivity radius at a point p of a Riemannian manifold M is

defined as the least upper bound ip(M) of all r > 0 such that the map (t, q) �→
exp(t, q), restricted to the punctured disk (0, r) × UpM , is injective. Before stating
sufficient conditions for UCC on nonpositively curved Riemannian surfaces, we prove
the following technical result.

Lemma 5.8. Let M be a Riemannian surface, q = (p, v) ∈ N , and ε,R, δ > 0.
Assume that R < ip(M), that K ≤ 0 on BM (p,R), and that

∫
BM (p,R)

(−K)dA ≤ δ.

There exist R(ε), δ(ε) > 0, depending only on ε, such that if R ≥ R(ε) and δ ≤
δ(ε), then there exists an ε-admissible trajectory going from q to q− and contained in
UBM (p,R).

Proof. Notice that it is enough to prove the existence of δ(ε) and R(ε) in the
case ε = 1. Indeed, given ε > 0, denote by Mε the Riemannian surface (M, εm). Let,
moreover, Kε and dAε be, respectively, the curvature and the surface form on Mε.
Then Kε = εK, dA = εdAε, and, for every p ∈ M and r > 0, BM (p, εr) = BMε(p, r).
Thus, ∫

BM (p,εr)

(−K)dA =

∫
BMε (p,r)

(−Kε)dAε.

The reduction to the case ε = 1 is proved (with εR(ε) = R(1) and δ(ε) = εδ(1)),
since an ε-admissible trajectory in M is a 1-admissible trajectory in Mε and ip(M) =
εip(M

ε).
Let q = (p, v) and R be, respectively, a point of N and a positive constant such

that R < ip(M) and K ≤ 0 on BM (p,R). Denote by Q the square [−R/2, R/2] ×
[−R/2, R/2] ⊂ R2, endowed with the metric φ∗

qm. Recall that Dubins’ problem on Q
is described by (13)–(15).

Let u : [0, T ] → [−1, 1] be a 1-admissible control, and denote by (x(·), y(·), θ(·)) the
coordinates of the corresponding trajectory starting from a given (x0, y0, θ0) ∈ UQ.

Assume that (x(t), y(t), θ(t)) ∈ UQ and ẋ(t) > 0 for every t ∈ (0, T ). We can
define a map τ : [x0, x(T )] → [0, T ] by means of the relation x(τ(ξ)) = ξ. Notice
that τ is continuous, as well as the function η : [x0, x(T )] → R which maps ξ to
η(ξ) = y(τ(ξ)). Let Ω be the open region of Q defined by

Ω = ∪ξ∈(x0,x(T ))I(η(ξ)),

where, for every l ∈ R, I(l) denotes the open interval with 0 and l as boundary points.
Let (X,Y,Θ) be the solution of⎧⎪⎨

⎪⎩
Ẋ = cos Θ,

Ẏ = sin Θ,

Θ̇ = u

with initial condition (X(0), Y (0),Θ(0)) = (x0, y0, θ0). For every t ∈ [0, T ],

|θ(t) − Θ(t)| =

∣∣∣∣
∫ t

0

cos(θ(s))
By(x(s), y(s))

B(x(s), y(s))
ds

∣∣∣∣ =

∣∣∣∣∣
∫ x(t)

x0

By(ξ, η(ξ))dξ

∣∣∣∣∣
≤

∫ x(t)

x0

dξ

(∫
I(η(ξ))

Byy(ξ, v)dv

)
=

∫ x(t)

x0

∫
I(η(ξ))

−K(ξ, v)B(ξ, v)dv dξ,
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where the last equality follows from (8). Since the surface element dA of Q is equal
to B(ξ, v)dv dξ, we have

|θ(t) − Θ(t)| ≤
∫
Q

(−K)dA.(20)

Integrating the equations satisfied by y(·) and Y (·), we get, for every t ∈ [0, T ],

|y(t) − Y (t)| ≤
∫ t

0

|θ(s) − Θ(s)|ds ≤ t

∫
Q

(−K)dA.(21)

Similarly, we obtain

|x(t) −X(t)| =

∣∣∣∣
∫ t

0

(
cos(θ(t))

B(x(t), y(t))
− cos(Θ(t))

)
dt

∣∣∣∣
≤

∣∣∣∣
∫ t

0

(cos(θ(t)) − cos(Θ(t))) dt

∣∣∣∣ +

∣∣∣∣∣
∫ x(t)

x0

(1 −B(ξ, η(ξ))) dξ

∣∣∣∣∣
≤ t

∫
Q

(−K)dA +

∫ x(t)

x0

(∫
I(η(ξ))

By(ξ, v)dv

)
dξ

= t

∫
Q

(−K)dA +

∫ x(t)

x0

(∫
I(η(ξ))

(∫
I(v)

(−K(ξ, l)B(ξ, l))dl

)
dv

)
dξ

= t

∫
Q

(−K)dA +

∫ x(t)

x0

(∫
I(η(ξ))

|η(ξ) − l|(−K(ξ, l)B(ξ, l))dl

)
dξ

≤
(
t + (x(t) − x0)

R

2

)∫
Q

(−K)dA

≤ t

(
1 +

R

2

)∫
Q

(−K)dA.(22)

Let

δ =

∫
Q

(−K)dA.(23)

Our aim is to show that under suitable assumptions on R and δ, there exists
a 1-admissible trajectory contained in UQ which steers (0, 0, 0) to (0, 0,−π). As a
model we consider the teardrop in the plane of size 1, whose projection is contained
in a square of center (0, 0) and side length 6.

Let α ∈ (0, π/2) and consider the trajectory (x+(·, α), y+(·, α), θ+(·, α)) in UQ
with initial condition (x+(0, α), y+(0, α), θ+(0, α)) = (0, 0, 0) corresponding to the
control

u+(s, α) =

{
1 if 0 ≤ s ≤ α,

−1 if s > α.

Let t+(α) be the first time t at which θ+(t, α) = −π/2. The fact that a finite
t+(α) with such property exists, for δ and 1/R small enough, depends on the following
considerations. First, notice that the trajectory is defined as long as its projection on
the plane (x, y) stays in Q; thus, for a time Tmax larger than R/2. If ẋ+(s, α) > 0 for
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π
2

+ 2α + δ

δ t+(α)

−δ

α + δ

−π
2

α

π
2

Fig. 4. The graph of θ+(·, α).

every s ∈ [0, t], then |θ+(t, α) −
∫ t

0
u+(s, α)ds| ≤ δ, as it follows from (20). Assume

that

δ < π/2 − α.(24)

In particular, ẋ+(t, α) > 0 until θ+(·, α) assumes the value −π/2 or up to time Tmax.
If, moreover,

R ≥ 2π + 2α,(25)

then Tmax ≥ R/2 > π/2+2α+ δ and, since
∫ π/2+2α

0
u+(s, α)ds = −π/2, t+(α) is well

defined and satisfies ∣∣∣t+(α) − π

2
− 2α

∣∣∣ ≤ δ.(26)

(See Figure 4.) Let u−(·, α) = −u+(·, α), define (x−(·, α), y−(·, α), θ−(·, α)) as the
trajectory in UQ corresponding to the control u−(·, α) with initial condition

(x−(0, α), y−(0, α), θ−(0, α)) = (0, 0, 0).

As above, if δ and R satisfy (24) and (25), then t−(α), the first time t for which
θ−(t, α) = π/2, is well defined and the estimate∣∣∣t−(α) − π

2
− 2α

∣∣∣ ≤ δ(27)

holds true.
Fix R = 3π and notice that, as a consequence, (25) is always satisfied. Let U be

a neighborhood of (π/3, π/3) compactly contained in (0, π/2) × (0, π/2). Thus there
exists δ0 > 0 such that if δ ≤ δ0, then

F(α0, α1) = (x+(t+(α0), α0), y
+(t+(α0), α0)) − (x−(t−(α1), α1), y

−(t−(α1), α1))

is well defined for every (α0, α1) in U , and

t+(α0), t
−(α1) ≤

3

2
π.

Notice that δ0 depends only on the choice of U . The quantity |F(α0, α1)| measures
how far the two trajectories corresponding to the controls u+(·, α0) and u−(·, α1) are
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(0, 0)

α0

α1

F (α0, α1)

Fig. 5.

from matching their ends (see Figure 5). The lemma is proved if we show that the
minimum of |F| on U is equal to zero.

For every α ∈ (0, π/2), let (X±(·, α), Y ±(·, α),Θ±(·, α)) be the trajectories in
UR2 ∼= R2 × S1 corresponding to the controls u±(·, α) and to the initial conditions
(X±(0, α), Y ±(0, α),Θ±(0, α)) = (0, 0, 0). For every (α0, α1) in U , let

G(α0, α1) =
(
X+

(π
2

+ 2α0, α0

)
, Y +

(π
2

+ 2α0, α0

))
−
(
X−

(π
2

+ 2α1, α1

)
, Y −

(π
2

+ 2α1, α1

))
= 2(sinα0 − sinα1,− cosα0 − cosα1),

which is the flat counterpart of F . Note that, by construction, G(π/3, π/3) = (0, 0).
Moreover,

detDG(π/3, π/3) = det

⎛
⎜⎝ cos

π

3
− cos

π

3

sin
π

3
sin

π

3

⎞
⎟⎠ =

√
3

2
,

and so if S1 � s �→ (α0(s), α1(s)) ∈ U is a simple closed loop encircling (π/3, π/3)
and being close enough to (π/3, π/3), then s �→ G(α0(s), α1(s)) encircles (0, 0). Fix a
loop (α0(·), α1(·)) of such kind and let

r = min
s∈S1

dR2((0, 0),G(α0(s), α1(s))) > 0.

We stress that r, by construction, is independent of the specific point p and of the
manifold M . In fact, it depends only on the dynamics of the flat Dubins problem.

According to (21) and (22), we get, for every (α0, α1) ∈ U and for j = 0, 1,

|x±(t±(αj), αj) −X±(t±(αj), αj)| ≤ t±(αj)

(
1 +

R

2

)
δ ≤ 3

2
π

(
1 +

3

2
π

)
δ,

|y±(t±(αj), αj) − Y ±(t±(αj), αj)| ≤ t±(αj)δ ≤ 3

2
πδ.

On the other hand, for for every (α0, α1) ∈ U and j = 0, 1,

|X±(t±(αj), αj) −X±(π/2 + 2αj , αj)| ≤ δ,

|Y ±(t±(αj), αj) − Y ±(π/2 + 2αj , αj)| ≤ δ,
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as it follows from (26) and (27). Therefore, by triangle inequality,

|F(α0, α1) − G(α0, α1)| ≤ c0δ

for every (α0, α1) ∈ U , where c0 is a universal positive constant. If

δ ≤ min

{
δ0,

r

c0

}
,(28)

then it follows from standard degree theory considerations that there exists (α0, α1)
in U such that F(α0, α1) = (0, 0). The lemma is proved, with R(1) = 3π and δ(1)
equal to the right-hand side of (28).

From now on, let, for every complete Riemannian surface M , for every p ∈ M
and r > 0,

Φ(p, r) =

∫
BM (p,r)

KdA.

Proposition 5.9. Let M be of the first kind. Then the Dubins problem on M is
UCC.

Proof. Fix q ∈ N and ε > 0. Motivated by Remark 2.2, we are going to prove
the so-called weak controllability from q, i.e., that there exists q̂ ∈ A(q, ε) such that
q̂− ∈ A(q̂, ε).

Let q̃ ∈ UX be such that Π∗(q̃) = q and define q̃1 = ef (q̃). Recall that, due to
(5), q̃1 belongs to the interior of Aq̃(X, ε). Therefore, there exists ρ > 0 such that for
every θ ∈ [−ρ, ρ], the ray [0,∞) � s �→ exp(s, eθg(q̃1)) is projected by Π in the interior
of π(Aq). Denote by S the sector of X spanned by all rays exp(·, eθg(q̃1)), θ ∈ [−ρ, ρ].

Consider the case in which there exists p ∈ S such that Φ(p,R(ε)) ≥ −δ(ε), where
R(·) and δ(·) are the functions whose existence was established by Lemma 5.8. Notice
that ip(X) = ∞. Then, for every q̂ ∈ UpX, we would have q̂− ∈ Aq̂(X, ε). Since
UpX ∩Aq̃(X, ε) �= ∅, then the weak controllability from q would follow. Thus, we can
assume that S is heavy.

Recall that M contains at least one closed geodesic G (see Remark 3.3). The set

Π−1(G) is the union of infinitely many complete geodesics. Let G̃ be one of these lifts

of G. Fix one endpoint of G̃ and denote it by z.
Lemma 5.3 implies that, without loss of generality, z ∈ S(∞) and G̃ is not the

boundary of a flat half-plane. Since G̃ is the axis of a hyperbolic isometry contained
in Γ, it follows from (6) that there exist components of Π−1(G) which are entirely

contained in S. Thus, we can assume that G̃ ⊂ S (see Figure 6).

Choose a parameterization c : R → X of G̃. A standard application of Topogonov
theorem to the triangle (π(q̃1), c(t), c(0)) shows that the angle between G̃ and the
segment from π(q̃1) to c(t) goes to zero as t goes to plus or minus infinity (see [4,
p. 34]).

Fix p ∈ G and let σ > 0 be such that for every q′ ∈ UpM , BN (q′, σ) ⊂
A2

e−f (q′)(M, ε). There exists a ray from π(q̃), contained in S, which intersects G̃

at a point which projects to p, with an angle smaller than σ, and at a distance from
π(q̃) larger than one.

Therefore, there exists an admissible curve for (DM
ε ) which starts from the point-

with-direction q and arrives tangentially on G. Moreover, the same procedure can
be applied in order to arrive tangentially on G with the opposite orientation. Gluing
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q̃

G̃

q̃1

X

ρ

Fig. 6.

pieces of admissible trajectories, one obtains an admissible strategy which connects q
with q−.

In the above proof we additionally gave an argument for the following proposition.
Proposition 5.10. Let M be a connected complete nonpositively curved Rie-

mannian surface and denote by X its universal covering. If for every r > 0 and every
sector S of X, supp∈S Φ(p, r) = 0, then the Dubins problem on M is UCC.

Remark 5.11. If limp→∞, p∈M K(p) = 0, then limp→∞, p∈X Φ(p, r) = 0 for ev-
ery r > 0, and therefore the Dubins problem on M is UCC. This does not come
unexpected. Indeed, it is a special case of [6, Theorem 5.14], where unrestricted
complete controllability was proved for all complete, connected Riemannian surfaces
whose curvature tends to zero at infinity.

Corollary 5.12. If K ≤ 0 and
∫
M

KdA is finite, then the Dubins problem on
M is UCC.

Proof. Assume that the UCC property does not hold. In particular, M is of the
second kind and, according to Proposition 5.10, there exist r > 0 and a sector S in
X such that

sup
p∈S

Φ(p, r) < 0,(29)

where X denotes the universal covering of M . Then S is heavy and Lemma 5.4
guarantees the existence of a half-plane H ⊂ S embedded by Π in M . Finally,∫
M

KdA =
∫
H
KdA = −∞.

Remark 5.13. Let M be a complete, connected unbounded Riemannian surface
and assume that K ≤ 0 outside a compact subset C of M . Then, for every p ∈ M \C,
for every q ∈ UpM , the square [−d(p, C)/2, d(p, C)/2] × [−d(p, C)/2, d(p, C)/2] can
be endowed with the metric φ∗

qm. Therefore, for every r > 0, on a complement of a
compact subset of M , which depends on r, it is possible to define

Φ̃(p, r) =

∫
B̃(p,r)

KdA,

where B̃(p, r) is the ball of center (0, 0) and radius r contained in a sufficiently large
square of the type [−ρ, ρ] × [−ρ, ρ] endowed with φ∗

qm, for some q ∈ UpM . The
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definition makes sense, since the value of
∫
B̃(p,r)

KdA does not depend on the choice

of q. Clearly, if ip(M) ≥ r, then Φ̃(p, r) = Φ(p, r).

If limp→∞ Φ̃(p, r) = 0, then the Dubins problem on M is UCC. Indeed, it is a
general fact that on an unbounded surface M every attainable set is unbounded (see
Lemma 5.5). Then, for every ε > 0 and every q ∈ N , there exists q̂ ∈ Aq(M, ε) such

that Φ̃(π(q̂), R(ε)) is well defined and it is larger than −δ(ε). Applying Lemma 5.8
to (−R(ε), R(ε)) × (−R(ε), R(ε)), endowed with φ∗

q̂m, we obtain the desired weak
controllability from q.

5.3. Noncontrollability results.
Lemma 5.14. Let M be a complete Riemannian surface. If a half-plane H in M

exists, such that supH K < 0, then the Dubins problem on M is not UCC.
Proof. Let a = | supH K| > 0. Fix a system of geodesic coordinates (x, y) on

H such that H is parameterized by {(x, y)| x ∈ R, y ≥ 0}. Let us compare F (x, y),
defined as in (12), with

G(y) =
√
a tanh

(√
ay

)
,

the solution of (16) corresponding to K ≡ −a. If (x, y) ∈ H and F (x, y) = G(y), then
Fy(x, y) −Gy(y) = −K(x, y) − a ≥ 0. Therefore

F (x, y) ≥
√
a tanh

(√
ay

)
.(30)

Let q = (0, 1, π/2) ∈ UH. We claim that for ε small enough, the attainable set
Aq(M, ε) is contained in the interior of UH. Indeed, let ε ∈ (0,

√
a tanh(

√
a)) and

consider any admissible control u : [0,∞) → [−ε, ε]. Denote by (x(·), y(·), θ(·)) its
corresponding trajectory such that (x(0), y(0), θ(0)) = q. Define θ0 ∈ (0, π/2) through
the relation

√
a tanh

(√
a
)
cos θ0 = ε(31)

and let

T = sup{τ > 0 | π − θ0 ≤ θ(τ) ≤ θ0}.

Notice that y(t) ≥ 1 for every t ∈ [0, T ). It follows from (30) that F (x(t), y(t)) ≥√
a tanh(

√
a) for every t ∈ [0, T ). Therefore, if T were finite, then

F (x(T ), y(T )) cos θ0 > ε,

F (x(T ), y(T )) cos(π − θ0) < −ε.

This would not be compatible with (15), the equation satisfied by θ(·), and the defi-
nition of T .

Corollary 5.15. If K is uniformly negative and M is of the second kind, then
the Dubins problem is not UCC. More precisely, if 0 < ε < | supM K|, then (DM

ε ) is
not completely controllable.

Proof. The first part of the statement follows from Lemma 5.4, which ensures
that Π embeds a half-plane of X in M . The quantitative assertion is easily derived
from the proof proposed for Lemma 5.14, where the point q1 = (0, 1, π/2) can be
replaced by (0, y, π/2), with y arbitrarily large.

Lemma 5.16. Let M be a complete Riemannian surface. Let H ⊂ M be a half-
plane such that K is nonpositive and bounded on H. Assume that there exists r > 0
such that supp∈H Φ(p, r) < 0. Then the Dubins problem on M is not UCC.
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Proof. Parameterize H over {(x, y)| x ∈ R, y ≥ 0} with a system of geodesic
coordinates. By contradiction, let us assume that the Dubins problem on M is UCC.
Therefore, for every ε > 0, there exists a curve leaving from (0, 0) in the direction
(0, 0, π/2) and coming back to ∂H in finite time, having geodesic curvature bounded
by ε. In particular, there exists an ε-admissible trajectory q = (x, y, θ) : [0, T ] → N
such that q(0) = (0, 0, π/2) and q(T ) = (x(T ), y(T ), kπ), with x(T ) ∈ R, y(T ) > 0,
and k ∈ {0, 1}.

Without loss of generality, θ(t) ∈ (0, π) for every t ∈ [0, T ). Hence, t �→ y(t) is
nonnegative and strictly increasing on [0, T ]. Notice that T tends to infinity as ε goes
to zero, since otherwise the Ascoli theorem would immediately lead to a contradiction.

The following claim will be repeatedly applied.
Claim 5.17. For every ρ, τ > 0, there exists ε(ρ, τ) > 0 with the following

property: let γ : [0, τ ] → H be a curve with geodesic curvature bounded by ε(ρ, τ),
parameterized by arc-length and such that φγ̇(0)([0, τ ] × [−ρ, ρ]) is contained in H;
then, for every t ∈ [0, τ ], dist(γ(t), exp(t, γ̇(0))) < ρ.

The claim can be obtained by a standard perturbation argument, as ε approaches
zero, applied to the system (13)–(15). The use of geodesic coordinates is justified
by the hypothesis that φγ̇(0)([0, τ ] × [−ρ, ρ]) ⊂ H. Notice that ε can be chosen only
depending on τ and ρ, because K is uniformly bounded from below.

Up to a global rescaling of M , as performed in the proof of Lemma 5.8, we can
assume that r = 1/4. Assume from now on that ε < ε(1/4, 1) and T > 2.

Let T1 be the largest number between T −2 and the maximal time t ∈ [0, T ) such
that θ(t) = π/2. Let, moreover,

Ω = ∪t∈(T1,T ){x(t)} × (0, y(t)),

and D be the disk of center p = exp(1/2,Rq(T − 1)) and radius 1/4. Assume that
θ(T ) = 0 (symmetric arguments hold when θ(T ) = π). The Gauss–Bonnet theorem,
applied to Ω, implies that

θ(T1) +

∫
Ω

(−K)dA = −
∫ T

T1

u(t)dt.

Since both θ(T1) and
∫
Ω
(−K)dA are nonnegative, then

max

{
θ(T1),

∫
Ω

(−K)dA

}
≤

∣∣∣∣∣
∫ T

T1

u(t)dt

∣∣∣∣∣ ≤ 2ε.(32)

A contradiction is reached if we show that for ε small enough, D is contained in Ω.
It follows from (32) and the definition of T1 that for ε < π/4, T1 = T − 2. Claim 5.17
implies that y(1) ≥ 3/4. Thus, the y-component of p is larger than y(T − 1) − 1/2 >
y(1) − 1/2 ≥ 1/4. Therefore, D does not intersect the line {(x, 0)| x ∈ R}. If D
contained a point of the type π(q(τ)), for τ ∈ [T − 2, T ], then the distance from p to
the geodesic s �→ exp(s, q(T − 1)) would be smaller than

d(p, π(q(τ))) + d(π(q(τ)), exp(τ − T + 1, q(T − 1))) <
1

2
.

(See Figure 7.) Therefore, drawing the minimizing segment from p to the considered
geodesic, we would construct a triangle (having p and π(q(T−1)) as two of its vertices)
with two orthogonal angles. This is impossible, due to the Gauss–Bonnet theorem.
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π(q(τ))

D

exp(τ−T +1, q(T −1))

p

q(T−1)

Fig. 7.

Assume now that y ∈ [0, y(T )] exists such that (x(T ), y) belongs to D. Then the
distance from exp(−1, q(T )) to the geodesic s �→ (x(T ), s) is strictly smaller than one.
Again, this leads to a contradiction.

The same argument shows that D does not intersect Σ = {exp(s,Rq(T − 2))| s ∈
J}, where J is the maximal interval containing zero such that exp(s,Rq(T − 2)) ∈ H
for every s ∈ J . Since θ(T − 2) is contained in (0, π/2), and Σ cannot intersect
{(x(T − 2, y)| y ≥ 0} twice, then the stated inclusion of D in Ω follows.

From Lemma 5.4, one easily obtains the next corollary.
Corollary 5.18. Let M be a complete, connected Riemannian surface. Assume

that K is nonpositive and bounded on M and that M is of the second kind. Let X be
the universal covering of M . Assume that supp∈S Φ(p, r) < 0 for some sector S of X
and some r > 0. Then the Dubins problem on M is not UCC.

5.4. Riemannian surfaces with nonpositive curvature outside a com-
pact set. In this section, let us focus on Riemannian surfaces with sign-varying
curvature, allowing K to be positive on a bounded set. Recall that a subset U of
a finitely connected complete Riemannian surface M is called a Riemannian half-
cylinder if it is diffeomorphic to S1 × [0,∞). With a Riemannian half-cylinder U , we
can associate its curvature at infinity K∞(U) = −

∫
U
KdA− k(∂U), where k(∂U) de-

notes the integral of the geodesic curvature of ∂U . The Cohn-Vossen theorem [8, 27]
guarantees that K∞(U) ≥ 0. When K∞(U) is strictly positive, U is called a strict
Riemannian half-cylinder. Notice that if U ′ is a Riemannian half-cylinder homotopic
to U , then K∞(U) = K∞(U ′). In particular, U ′ is strict if and only if U is.

We can prove the following.
Proposition 5.19. Let M be a finitely connected complete Riemannian surface

such that K is bounded and nonpositive outside a compact set. Assume, moreover,
that every Riemannian half-cylinder in M is strict. Then the Dubins problem on
M is UCC if and only if, for every half-plane H contained in M and every r > 0,
supp∈H Φ(p, r) = 0. In particular, the Dubins problem on M is (i) UCC if

∫
M

KdA >
−∞; (ii) not UCC if there exists a strict Riemannian half-cylinder U ⊂ M such that
supp∈U Φ(p, r) < 0 for some r > 0.

We do not provide a complete argument, since Proposition 5.19 basically follows
from what precedes and from the results of Shioya [27]. Let us just sketch the main
points of the proof.

Shioya proved that if U is a strict Riemannian half-cylinder, then, through every
point of U far enough from ∂U , passes a complete geodesic c : R → M , contained in
U and which has a finite number n(U) of self-intersections (only depending on U).
In addition, n(U) = 0 if

∫
U
KdA = −∞, which means that U contains a half-plane

of M . When n(U) ≥ 1, the self-intersections of c are regular in the sense defined in
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Chapter 1 of [27]. Such notion of regularity guarantees that up to reorientation of c,
the restriction of φċ(0) to R × [0,+∞) takes values in U and each of its preimages is
finite, with cardinality bounded by n(U) + 1. Therefore, φċ(0)(R× [0,+∞)) lifts to a
nonpositively curved half-plane.

If there exist r > 0 and a half-plane H contained in M such that supp∈H Φ(p, r) <
0, then the Dubins problem on M is not UCC (Proposition 5.16).

Fix q ∈ N and ε > 0 and assume that, for every half-plane H contained in M and
every r > 0, supp∈H Φ(p, r) = 0. Recall that Aq(M, ε) is unbounded. If

∫
U
KdA >

−∞ for some Riemannian half-cylinder U , then, for every r > 0, limp∈U,p→∞ Φ̃(p, r) =

0. (For the definition of Φ̃, see Remark 5.13.) If Aq(M, ε) contains a point q̂ such that

Φ̃(π(q̂), R(ε)) = 0, then the weak controllability from q is proved. Otherwise, there
must exist a Riemannian half-cylinder U such that

∫
U
KdA = −∞ and π(Aq(M, ε))∩

U is unbounded. Thus, there exist a parameterized complete geodesic c(·) of the type
described above and q̂ ∈ π−1(c(0)) ∩ A(q, ε) pointing inside the half-plane φċ(0)(R ×
[0,+∞)). From the usual reasoning based on (5), φċ(0)(R × [0,+∞)) ∩ π(Aq(M, ε))
contains a sector S. If limp∈S, p→∞ Φ(p,R(ε)) = 0, then the weak controllability
from q follows. Otherwise,

∫
S
KdA = −∞. From a visibility property analogous to

Lemma 5.2, it follows that S contains a half-plane of M . The weak controllability
from q follows.

Remark 5.20. The argument above shows that when supp∈H Φ(p, r) = 0 for every
half-plane H contained in M and every r > 0, UCC holds even in the case in which
K is unbounded. Analogously, Lemma 5.14 implies that, if K is uniformly negative
(possibly unbounded) on a strict Riemannian half-cylinder, then the Dubins problem
on M is not UCC.

6. Remarks on optimal control. Let M be any complete oriented Riemannian
surface, with no assumption on the sign of K. Denote by 〈λ, ·〉 the action of a covector
λ ∈ T ∗

q N on TqN .
Fix q1 = (p1, v1), q2 = (p2, v2) ∈ N and assume that q2 ∈ Aq1(M, ε). Then,

there exists an ε-admissible curve q : [0, T ] → N such that q(0) = q1, q(T ) = q2, and
for which T is minimal. According to the Pontryagin maximum principle, the time-
optimality of q(·) implies that there exist an absolutely continuous curve λ : [0, T ] →
T ∗N and a constant c ≥ 0 such that for almost every t ∈ [0, T ], λ(t) ∈ T ∗

q(t)N \ {0}
and the function

Hw(λ) = 〈λ, f(q)〉 + w 〈λ, g(q)〉 , λ ∈ T �
q N, q ∈ N, w ∈ [−ε, ε],

verifies

Hu(t)(λ(t)) = max
w∈[−ε,ε]

Hw(λ(t)) = 〈λ, f(q)〉 + ε|〈λ(t), g(q(t))〉| ≡ c,(33)

λ̇(t) =
−−−→
Hu(t)(λ(t)),(34)

where, for every w ∈ [−ε, ε],
−→
Hw denotes the Hamiltonian vector field associated with

Hw : T ∗N → R.
A simple computation shows that

[f ± g, [f, g]] = −K g ± f.

In particular, (f, g, [f, g]), (g, [f, g], [f + g, [f, g]]), and (g, [f, g], [f − g, [f, g]]) are
three moving frames in N . Therefore, the results by Schättler [24, 25] (see also [2])



480 MARIO SIGALOTTI AND YACINE CHITOUR

imply that q(·) is piecewise smooth. A subinterval I of [0, T ] is called a bang arc if, up
to a modification on a set of measure zero, u is constant and equal to ε or −ε along
I, while it is called a singular arc if u|I is smooth (again, up to a modification on a
set of measure zero) but |u| is not constantly equal to ε on I. Schättler’s results give
restrictions on the structure of time-optimal controls, stating that for every q ∈ N ,
there exists a neighborhood U of q such that every time-optimal trajectory of (Dε)
contained in U is the concatenation of three bang arcs or of a bang, a singular, and
a bang arc (where some arc possibly has zero length).

In order to show that every time-optimal trajectory follows locally Dubins’ pat-
tern, let us prove that every singular arc corresponds to a geodesic of M , i.e., that
u = 0 almost everywhere along singular arcs.

The covector lift λ(·) of a time-optimal trajectory q : [0, t] → N can be represented
through the three real-valued functions:

ϕ1(t) = 〈λ(t), f(q(t))〉 ,
ϕ2(t) = 〈λ(t), g(q(t))〉 ,
ϕ3(t) = 〈λ(t), [f, g](q(t))〉 .

Note that, according to (33),

u(t) = sign(ϕ2(t)) ε(35)

for almost every t such that ϕ2(t) �= 0 and that

|ϕ1(t)| + |ϕ2(t)| + |ϕ3(t)| �= 0(36)

for every t, since λ(t) �= 0 and f, g, and [f, g] are everywhere linearly independent.
Equation (34) implies that ϕ1, ϕ2, ϕ3 satisfy the system of differential equations

ϕ̇1(t) = −u(t)ϕ3(t),(37)

ϕ̇2(t) = ϕ3(t),(38)

ϕ̇3(t) = u(t)ϕ1(t) −K(q(t))ϕ2(t).(39)

Let I ⊂ [0, T ] be a singular arc. Modify, if necessary, u on a set of measure zero
in order to render it smooth on I. By definition of singular arc, ϕ2|I′ ≡ 0 on some
subinterval I ′ of I. From (38), we have that ϕ3 = 0 on I ′. Plugging the information
in (37) and (39), we get that ϕ1 is constant and that ϕ1(t)u(t) = 0 for every t ∈ I ′.
Due to (36), ϕ1 �= 0, and thus u = 0 along I ′. Since u is smooth on I, it follows that
ϕ2 = u = 0 on I.

We proved that every singular arc of a time-optimal trajectory of (Dε) (indepen-
dently of the sign of K) corresponds to a geodesic segment and that time-optimal
trajectories follow locally Dubins’ pattern. The following proposition provides further
restrictions on the structure of time-optimal trajectories under the hypothesis that K
is uniformly negative.

Proposition 6.1. If K is uniformly negative and ε is small enough, then every
time-optimal trajectory q : [0, T ] → N of (Dε) is the concatenation of a bang, a
singular, and a bang arc (some of which possibly having zero length). In particular,
q(·) follows Dubins’ pattern.

Proof. Assume that

K ≤ −ε2.(40)
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From (33) and (35), we get that uϕ1 = sign(ϕ2) ε c − ε2ϕ2 and so, for almost every
t ∈ [0, T ],

ϕ̈2(t) = −(K(q(t)) + ε2)ϕ2(t) + sign(ϕ2(t)) ε c.(41)

Therefore, ϕ̈2ϕ2 ≥ 0 almost everywhere. If τ is such that ϕ2(τ) = 0 and ϕ2 > 0
on a left neighborhood of τ , then ϕ2 > 0 on (τ, T ]. Symmetric arguments show that
the set {t ∈ [0, T ] | ϕ2(t) �= 0} has at most two connected components and that q(·)
is the concatenation of a bang, a singular, and a bang arc.
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Abstract. Using a forward-backward iterative method, we maximize the expected profit of a
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1. Introduction. Discrete gambling theory and stochastic games have been
studied intensively for a long time. See the classic book [9] or, e.g., [20] for a modern
introduction. A special case of stochastic games are the so-called favorable games;
see [9] (see [24] for unfavorable games). Optimal gambling strategies (optimal with
respect to expected wealth or the probability of reaching a goal) for favorable games
were found in [6]. Kulldorff [18] also considers discrete time favorable games with a
finite time limit and obtains the corresponding continuous time result as a limiting
case. For the discrete time model, Kelly [17] found optimal growth rate strategies.
The corresponding continuous time equivalent was solved by Heath et al. [15]. Fur-
thermore, they found expected time optimal strategies with which to reach a goal for
the continuous time model.

We consider the problem of maximizing the expected profit, i.e., expected change
of wealth relative to some initial capital, in a sequence of independent gambles with
return V ∈ L1 under an expected loss (EL) constraint on E[V−]. Maximizing the
probability of reaching a certain wealth goal in a stochastic game is a good strategy for
“how to gamble if you must” [9]. In contrast to this, the approach we are considering
provides a good strategy for a gambler who is tempted by a favorable game but is
risk-aware enough to impose a risk constraint by means of a bound on the EL relative
to the initial capital. Clearly, depending on the type of gamble, in general that does
not exclude arbitrarily high losses.

The EL is a special case of the so-called lower partial nth-moment (LPMn, n ≥ 0)
risk measures studied, e.g., in [1], [3], [4], [11], [16], [23]. However, it is crucial in our
approach to use the EL rather than the expected shortfall below some other wealth
level or performance bound. The idea of measuring utility with respect to relative
changes of wealth rather than absolute wealth goes back to [21].

Note also that EL is positively homogeneous, monotone, and convex, but not
translation invariant, and hence is not a coherent risk measure; see [2]. It is rather a
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loss measure than a risk measure. However, it satisfies convexity, a generally accepted
property of a risk measure, which should encourage risk mitigation by diversification.
See [12] for the notion of convex risk measures.

Trivially, the problem of maximizing expected return under an EL constraint is
equivalent to the problem of minimizing EL under an expected return constraint.
There is a third way to solve these constrained problems: Equivalently we can also
consider the problem of maximizing the ratio of expected returns over EL! Our ob-
jective is to demonstrate that this latter, now unconstrained optimization problem
can be solved explicitly in our restricted discrete time gambling framework. Unlike
in the case of the discrete time unconstrained expected return (utility) optimization
problem, the solution cannot be found by a backward iteration, which would lead to a
discrete time Bellman-type equation. The problem does not decouple completely and
a combined forward-backward iteration method has to be applied. Unfortunately, so
far we did not succeed in applying our method to a more general model, such as a
finite state Markovian gambling model. However, see [19] for an abstract duality
result that allows one to determine the lowest upper bound of the ratio of expected
returns over EL as the optimal value of a dual optimization problem over the set of
all corresponding equivalent martingale measures for a general market model.

Optimal strategies for the expected profit over the EL ratio can in general, be
unique at best up to a strictly positive scaling factor. This can actually be very
convenient: While the ratio captures the trade-off, a gambler has to make between
upside chances, measured by expected profits, and downside risk, measured by EL,
the scaling factor allows the gambler to introduce an additional constraint, e.g., for
bounded gambles a maximal loss constraint, a bound on the probability of wealth
falling below a certain level, or a bound on the expected shortfall below some bench-
mark. This could be used to compensate for the fact that ruin is a priori not possible
in our model. Considering that small or moderate losses are painful but qualitatively
different from high losses causing irreversible bankruptcy, this feature of the proposed
ratio might help a gambler (investor) to decide on a strategy.

For example, consider a coin-tossing game: Let (Si)1≤i≤N be an i.i.d. sequence of
random variables with P (Si = 1) = 1−P (Si = −1) > 1

2 for all 1 ≤ i ≤ N,N ≥ 2. Let
Si describe the payoff of a game at time i after having bet one currency unit. Denote
by Vi, 1 ≤ i ≤ N , the total change of wealth relative to some initial capital at time i
after having bet on Sj , 1 ≤ j ≤ i, according to some (nonanticipating) strategy. We
are going to show that the following strategy leads to an optimal expected profit over

the EL ratio E[VN ]
E[(VN )−] : Betting, say, one currency unit on S1, V1 equals S1. It is then

optimal to bet |V1| currency units on S2 so that V2 = 0 if S1 �= S2 and V2 = 2S1 if
S1 = S2. Interestingly, it is optimal to stop gambling (and not optimal to continue
gambling) if V2 = 0 holds; even so, S3 is again a favorable game for N ≥ 3. After
having won twice or lost twice, it is optimal to keep doubling the bet on Si to |Vi−1| =
2i−2 at each time 2 < i ≤ N until either Si �= S1 and we stop there (in which case
Vi = · · · = VN = 0) or i = N and S1 = · · · = SN , in which case VN = 2N−1S1 holds.

By a simple calculation, we find E[VN ]
E[(VN )−] = ( P (S1=1)

P (S1=−1) )
N −1 for the optimal ratio. By

appropriate scaling of the initial bet, a bound on the maximal loss can be guaranteed.
In section 2 the model is specified and a stopping result is shown, which will al-

low us to split up the optimization problem into local backward-iterative optimization
problems. This local problem is considered in section 3. Optimal values and gam-
bling strategies are given in section 4. In section 5 we will give some easy examples,
e.g., tossing of a coin. In section 6 we give some results for the multidimensional case.
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2. Independent gambles. Let Ω = (Ω, (Ft)0≤t≤T ,F , P ), 0 < T < ∞, be a
filtered probability space in discrete time. Let S = (St)0≤t≤T be an adapted R-
valued process on Ω with S0 = 0 and such that St ∈ L1 is independent of Ft−1 for all
1 ≤ t ≤ T . Write H ∈ Ft if H is a random variable measurable with respect to Ft.

Define V as the set of all adapted R-valued processes V = (Vt)0≤t≤T on Ω which

are of the following form: V0 = 0 and Vt =
∑t−1

s=0 HsSs+1, 0 < t ≤ T , where Hs ∈ Fs

is such that HsSs+1 ∈ L1, 0 ≤ s < T . For 0 ≤ t ≤ T , define Vt := {V t|V ∈ V},
where V t = (V t

u)0≤u≤T is the process V stopped at t: V t
u := Vu∧t, 0 ≤ u ≤ T . Set

Vt := {Vt|V ∈ Vt} ⊆ L1. Vt is to be interpreted as the set of all attainable wealth
changes relative to some initial capital. Vt is called arbitrage-free if P (V < 0) = 0 for
V ∈ Vt implies V = 0. It is well known that Vt is arbitrage-free for all 0 < t ≤ T
iff St �= 0 implies P (St < 0), P (St > 0) > 0 for all 0 < t ≤ T ; see [7] (and [8] for a
general version of this result). In particular, E[V−] = 0 then implies V = 0 for all
V ∈ Vt. By replacing St with −St if E[St] < 0, we can assume E[St] ≥ 0 for all
0 < t ≤ T . For simplicity (but essentially without loss of generality), we can assume
St �= 0 for all 0 < t ≤ T .

We always assume that V := VT is arbitrage-free. V is called favorable if there

exists a V ∈ V with E[V ] > 0. Set α(V ) := E[V ]
E[V−] for V ∈ V \ {0} and α(0) = 0.

Consider the following optimization problems:

ᾱt := sup
V ∈Vt

α(V ), 0 < t ≤ T.(2.1)

We have ᾱt ≥ 0 and ᾱt = 0 iff for all V ∈ Vt, E[V ] = 0 holds. Clearly, ᾱt ≤ ᾱt̄

for all 0 < t ≤ t̄ ≤ T . The optimization problem (2.1) will be solved by a forward-
backward iterative method. The case T = 1 is trivial and we assume from now on
that 1 < T < ∞. Set also S := ST .

The proofs of our main results, Theorem 4.1 and Theorem 4.2, are based on three
steps. Not being in a Hamilton–Jacobi–Bellman setting, we cannot directly solve the
optimization problem (2.1) by a backward-iterative method; i.e., we cannot apply the
dynamic programming principle.

The first step is to transform problem (2.1) into a nested optimization problem
over V ∈ VT−1 and a local optimization problem at time T − 1 given V with optimal
value αV . This is done in the next subsection. The trick is to observe that an optimal
strategy that returns to zero can be stopped and remains optimal.

The second step is to solve the local problem. This is quite technical but elemen-
tary and is done in section 3. The trick here is to observe that an optimal strategy
can be chosen to assume only two values, depending on the sign of the value process
at time 0 < t < T . These two values are determined as the solution of a deterministic
problem over R2

+. We also have to handle some marginal cases, e.g., if E[ST ] = 0.
Moreover, it is possible that even if the games St, 1 ≤ t < t̃, are all favorable up to
time t̃ ≤ T , it is still optimal not to start gambling before time t̃ (this is where the
dynamic programming principle breaks down).

The last step is to observe that the optimal value αV of the local problem depends
only on α(V ). This allows us to then iterate the local optimization backwards in time.
This is done in the proof of Theorem 4.1.

2.1. Stopping at zero. Let us start with a very simple result that will be used
repeatedly without further mention.

Lemma 2.1. Let a,A, b,B be real numbers with A,A + B > 0 and B �= 0; then
a+b
A+B ≥ a

A iff b
B ≥ a

A and B > 0, or b
B ≤ a

A and B < 0.
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The following result means that an optimal strategy can be stopped when the
process of wealth changes returns to 0 at time T − 1 and remains optimal.

Proposition 2.2. The following assertion holds:

ᾱT = max

⎛
⎜⎝ sup

V ∈VT−1

sup
HS∈L1,H∈FT−1
HS=HS1{V �=0}

α(V + HS), α(S)

⎞
⎟⎠.(2.2)

Proof. Let V ∈ VT−1 and H ∈ FT−1 such that HS ∈ L1. Note that V̄ := V +
1{V �=0}HS ∈ VT and W := 1{V =0}HS ∈ VT . Hence for all x, y ∈ R+, xV̄ +yW ∈ VT

holds and we have α(xV̄ + yW ) = xE[V̄ ]+yE[W ]
xE[V̄−]+yE[W−]

. Considering this as a function of

(x, y) and by partial differentiation with respect to x and y at x = y = 1, one checks
that α(V̄ ) �= α(W ) implies either α(V̄ ) > α(V̄ + W ) or α(W ) > α(V̄ + W ). Since S
is independent of FT−1, we have α(W ) = α(S) for 1{V =0}H ≥ 0 and 1{V =0}H �= 0,
implying the assertion.

Instead of solving the nested optimization problem in Proposition 2.2, it is more
convenient to solve the following related problem: Fix a V ∈ VT−1 \ {0} and denote
by HV the set of FT−1-measurable random variables H on Ω such that V HS ∈ L1.
For λ ∈ R and H ∈ HV , set Vλ,H := V (λ + HS). Note that Vλ,H ∈ V for all
(λ,H) ∈ R ×HV and consider the optimization problem

αV := sup
λ∈R,H∈HV

α(Vλ,H).(2.3)

We have αV = 0 iff E[S] = E[V ] = 0. Set αV := α(S) for V = 0 and note that
αV ≥ α(S) for all V ∈ VT−1: For V ∈ VT−1 \ {0} we have H := V −11{V �=0} ∈ HV ,

V0,H ∈ V, since H is FT−1-measurable, and α(V0,H) =
E[S1{V �=0}]

E[S−1{V �=0}] = α(S) since S is

independent of FT−1.
Lemma 2.3. ᾱT = supV ∈VT−1 αV .
Proof. Note first that αV ≤ ᾱT holds since αV = α(S) for V = 0 and for V ∈

VT−1\{0}, Vλ,H ∈ V for all (λ,H) ∈ R×HV . Since αV ≥ supHS∈L1,H∈FT−1
HS=HS1{V �=0}

α(V +HS)

and αV ≥ α(S), the assertion now follows from Proposition 2.2.

3. The local problem. The local optimization problem (2.3) will be solved
using a necessary and sufficient 1st order condition for optimality of the ratio α.

3.1. The 1st order optimality condition. Let u : R → R be a function such
that U(V ) := E[u(V )] ∈ R for all V ∈ L1. For V,Z ∈ L1, the right directional

derivative in direction Z at V of U is defined as ∂+
ZU(V ) := limε↘0

U(V +εZ)−U(V )
ε if

the limit exists; e.g., for convex u the limit always exists in [−∞,∞).
Lemma 3.1. For V,Z ∈ L1 we have ∂+

ZE[V−] = E[1{V =0}Z−] − E[1{V <0}Z],
and for E[V−] > 0,

∂+
Zα(V ) =

E[Z] − α(V )(E[1{V =0}Z−] − E[1{V <0}Z])

E[V−]

holds.
Proof. Note that (x+εy)−−x−

ε decreases to, resp., −y, y−, 0 for x < 0, x = 0,
x > 0, as ε ↘ 0. The first assertion follows from the monotone convergence theorem.
The remaining assertions follow from the chain rule.
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The ratio α is in general not concave, but shares same of the properties of concave
functionals.

Proposition 3.2. Let V be a linear subspace of L1 such that E[V−] > 0 for all
V ∈ V \ {0}; i.e., V is arbitrage-free. Then V̂ ∈ V \ {0} is a global maximum for
α, i.e., α(V ) ≤ α(V̂ ) for all V ∈ V, iff E[V̂ ] ≥ 0 and the local 1st order optimality
condition ∂+

Zα(V̂ ) ≤ 0 holds for all Z ∈ V.

Proof. The clearly necessary condition E[V̂ ] ≥ 0 and ∂+
Zα(V̂ ) ≤ 0 for all Z ∈ V

holds iff E[V̂ ] ≥ 0 and E[Z] ≤ α(V̂ )∂+
ZE[V̂−]. If E[V̂ ] = 0, this implies E[Z] = 0 =

α(Z) for all Z ∈ V. If E[V̂ ] > 0, this condition, together with convexity of E[(·)−],

implies α(V̂ +εZ) ≤ E[V̂ ]+εE[Z]

E[V̂−]+ε∂+
ZE[V̂−]

≤ α(V̂ ) for all ε ≥ 0 if ∂+
ZE[V̂−] ≥ 0, resp., for all

0 ≤ ε < −E[V̂ ]
E[Z] ≤ − E[V̂−]

∂+
ZE[V̂−]

otherwise, and hence V̂ is a local maximum for α. Assume

α(Ṽ ) > α(V̂ ) for a Ṽ ∈ V. We can also assume E[Ṽ ] = E[V̂ ]. From ∂+
Zα(V̂ ) ≤ 0 for

Z = Ṽ − V̂ it follows that ∂+
ZE[V̂−] ≥ 0, and hence α(V̂ + εZ) ≤ α(V̂ ) for all ε ≥ 0,

a contradiction.

3.2. Simple strategies. The scaling properties of α suggest that we look for
solutions (λ,H) of (2.3), where H = f̂1{V >0}− ĝ1{V <0} for f̂ , ĝ ∈ R. Note that then

α(V1,H) =
E[V+](1 + f̂E[S]) + E[V−](−1 + ĝE[S])

E[V+]F (f̂) + E[V−]G(ĝ)
,(3.1)

where F,G are defined for h ∈ R by F (h) := E[(1+hS)−] and G(h) := E[(−1+hS)−].

Define u+(h) := limε↘0
u(h+ε)−u(h)

ε and u−(h) := limε↘0
u(h)−u(h−ε)

ε for a convex
function u defined in a neighborhood of h ∈ R. Set S̄ := esssup S ∈ (0,∞] and
S := essinf S ∈ [−∞, 0). F and G play a crucial role in solving problems (2.1) and
(2.3). We collect some of their simple properties for later reference.

Lemma 3.3. The following assertions hold:
1. F and G are convex nonnegative functions on R, G is strictly positive,

F±, G± are nondecreasing, F+, G+ are right-continuous, F−, G− are left-
continuous, and limε↘0 F

+(h − ε) = F−(h) ≤ F+(h), limε↘0 G
+(h − ε) =

G−(h) ≤ G+(h) holds for all h ∈ R.
2. For all h ∈ [0,∞), F+(h) = −E[1{1+hS≤0}S], F−(h) = −E[1{1+hS<0}S]

and G+(h) = −E[1{−1+hS<0}S], G−(h) = −E[1{−1+hS≤0}S] holds.
3. For all h ∈ (−∞, 0], F+(h) = −E[1{1+hS<0}S], F−(h) = −E[1{1+hS≤0}S]

and G+(h) = −E[1{−1+hS≤0}S], G−(h) = −E[1{−1+hS<0}S] holds.
4. We have limh→∞ F+(h) = E[S−], limh→−∞ F+(h) = −E[S+], F+(h) = 0

if h ∈ [−S̄−1,−S−1) ∪ {0} and F+(h) �= 0 if h �∈ F−1(0) = [−S̄−1,−S−1]
( 1
±∞ := 0).

5. We have limh→∞ G+(h) = E[S−], limh→−∞ G+(h) = −E[S+], G+(h) =
−E[S] if h ∈ [S−1, S̄−1) ∪ {0} and G+(h) �= −E[S] if h �∈ G−1(1) =
[S−1, S̄−1].

Proof. The assertions easily follow from the convexity of the function x �→ x−.
Monotonous convergence of difference quotients for convex functions, together with
the monotonous convergence theorem, allows us to calculate the one-sided derivatives
of F,G.

The following key auxiliary result will allow us to replace general strategies
(λ,H) ∈ R ×HV in the optimization problem (2.3) with simpler ones which assume
only two values.
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Lemma 3.4. For all V ∈ VT−1 \ {0}, the optimization problem (2.3) admits

a solution (λ̂, Ĥ), where λ̂ ∈ {−1, 0, 1} and Ĥ = f̂1{V >0} − ĝ1{V <0} for constants

f̂ , ĝ ∈ R.
Proof. The trick of the proof is to apply 1st order optimality conditions to finite-

dimensional approximations of the original optimization problem. Let (λn, Hn)n≥1 be
a sequence in R×HV such that limn→∞ α(Vλn,Hn) = αV . Approximating each Hn by
a sequence (Hn

k )k≥1 of finite step functions in R×HV , we easily find, using continuity
of α on R×HV \{0}, a sequence (Hn

kn
)n≥1 with limn→∞ α(Vλn,Hn

kn
) = αV . Note that

we can assume Hn
kn

= 1{V �=0}H
n
kn

. Setting Fn := σ(1{V =0},1{V >0}, H
i
ki
, 1 ≤ i ≤ n),

we have constructed an increasing sequence of finite σ-algebras Fn ⊆ FT−1 such that
{V = 0} is an atom in Fn and with {V < 0}, {V > 0} ∈ Fn for all n ≥ 1. Denote by
Hn the Fn-measurable elements of L∞. Since for n ≥ 1, α(Vλn,Hn) = α(Vxλn,xHn)
for all x ∈ (0,∞), the finite-dimensional optimization problem supλ∈R,H∈Hn α(Vλ,H)
admits, by continuity of α on R×Hn\{0}, a solution on a compact sphere. Therefore,
by scaling,

αn
V := sup

λ∈{−1,0,1},H∈Hn

α(Vλ,H)(3.2)

admits for all n ≥ 1 a solution (λ̂, Ĥ) ∈ {−1, 0, 1} × Hn with α(Vλ̂,Ĥ) =: αn
V ≥ 0

and such that limn→∞ αn
V = αV . We are going to show that Ĥ can be chosen to be

constant on {V > 0} and on {V < 0} and to vanish on {V = 0}. This implies that
αV = αn

V = α(Vλ̂,Ĥ) holds for all n ≥ 1, and the assertion will be proved.

If αV = 0, then αn
V = 0 for all n ≥ 1 is equivalent to E[S] = E[V ] = 0 = αV , and

we can choose (λ̂, Ĥ) = (0, 0) for all n ≥ 1. Assume αV > 0 and N ∈ N such that
αn
V > 0 for all n ≥ N . Fix n ≥ N . We have to distinguish two cases. First, assume

λ̂ = 0. We then have

α(Vλ̂,Ĥ) =
(E[(V Ĥ)+] − E[(V Ĥ)−])E[S]

E[(V Ĥ)+]E[S−] + E[(V Ĥ)−]E[S+]
≤ E[S]

E[S−]
,

and hence we can choose Ĥ = 1{V >0} − 1{V <0} so that α(V0,Ĥ) = E[S]
E[S−] . Assume

now λ̂ ∈ {−1, 1}. Let (Am)0≤m≤M be the sequence of nonempty atoms in Fn; i.e., for
0 ≤ m, m̃ ≤ M , P (Am) > 0 and Am ∩ Am̃ = ∅ iff m �= m̃ and Fn = σ(Am, 1 ≤
m ≤ M). By assumption, M ≥ 2 and, without loss of generality, we can assume that

A0 = {V = 0} and that there exists a 1 ≤ M̃ < M such that
⋃M̃

m=1 Am = {V̂ > 0}
and

⋃M
m=M̃+1 Am = {V̂ < 0}, where V̂ := λ̂V . Note that Vλ,H = (λV )1,λH for

λ ∈ {−1, 1}. Hence for λ̂Ĥ =
∑M̃

i=1 1Aihi−
∑M

i=M̃+1 1Aihi, where hi ∈ R, 1 ≤ i ≤ M ,
we have

α(Vλ̂,Ĥ) =

∑M̃
i=1 E[V̂+1Ai

](1 + hiE[S]) +
∑M

i=M̃+1 E[V̂−1Ai
](−1 + hiE[S])∑M̃

i=1 E[V̂+1Ai ]F (hi) +
∑M

i=M̃+1 E[V̂−1Ai ]G(hi)
.

The necessary 1st order optimality conditions, ∂+

∂hi
α(Vλ̂,Ĥ) ≤ 0 and ∂−

∂hi
α(Vλ̂,Ĥ) ≤ 0

for 1 ≤ i ≤ M , imply αn
V F

−(hi) ≤ E[S] ≤ αn
V F

+(hi) for all 1 ≤ i ≤ M̃ and
αn
V G

−(hi) ≤ E[S] ≤ αn
V G

+(hi) for all M̃ < i ≤ M . Define I := {h ∈ R| αn
V F

−(h) ≤
E[S] ≤ αn

V F
+(h)} and Ĩ := {h ∈ R| αn

V G
−(h) ≤ E[S] ≤ αn

V G
+(h)}. By Lemma 3.3,

we have I = [f, f̄ ] and Ĩ = [g, ḡ] for constants −∞ < f ≤ f̄ ≤ ∞ and −∞ < g ≤
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ḡ ≤ ∞, where “∞]” is to be interpreted as “∞)” for f̄ = ∞, resp., ḡ = ∞. Clearly, if
f = f̄ , resp., if g = ḡ, then Ĥ is constant on {V̂ > 0}, resp., on {V̂ < 0}. It follows

from straightforward calculations, that for f < f̄ , resp., g < ḡ, hi ∈ I, 1 ≤ i ≤ M̃ ,

resp., hi ∈ Ĩ , M̃ + 1 ≤ i ≤ M , can be chosen to be equal to f̂ ∈ I, resp., ĝ ∈ Ĩ.
We can now give a first characterization of solutions (λ,H) of problem (2.3) in

the case λ ∈ {−1, 1}. Note, however, that at this point it is not clear under which
conditions there exists such a solution. We will see in Proposition 3.8 that such
solutions do not exist in all cases.

Proposition 3.5. Let V ∈ VT−1 \ {0}. (λ̂, λ̂Ĥ) ∈ {−1, 1} × HV solves (2.3) iff

E[V̂ ] ≥ 0 for V̂ := λ̂V and the following inequalities hold:

αV F
−(Ĥ) ≤ E[S] ≤ αV F

+(Ĥ) a.s. on {V̂ > 0},(3.3)

αV G
−(Ĥ) ≤ E[S] ≤ αV G

+(Ĥ) a.s. on {V̂ < 0}.(3.4)

Proof. Note that the assertion holds if αV = 0. Assume αV > 0. From the proof
of Lemma 3.4, we know that (λ̂, λ̂Ĥ) ∈ {−1, 1} × HV solves (2.3) if (3.3) and (3.4)

hold. Conversely , given a solution (λ̂, λ̂Ĥ) ∈ {−1, 1}×HV for (2.3), it is not difficult
to show that (3.3) and (3.4) hold by calculating right-derivatives at Ĥ in directions
1A for measurable sets A, where (3.3) or (3.4) does not hold, and applying the 1st
order optimality conditions from Proposition 3.2.

It remains to show that E[V̂ ] ≥ 0. This is clearly the case if E[S] = 0. Assume
E[S] > 0. From the proof of Lemma 3.4 and by Lemma 3.3(4), (5), we know that

if (λ̂, λ̂Ĥ) solves (2.3); then we can find f̂ , ĝ > 0 such that (1, f̂1{V̂ >0} − ĝ1{V̂ <0})

solves (2.3) for V̂ and F (f̂) > 0. Since

1 + f̂E[S]

F (f̂)
=

f̂−1 + E[S]

F (f̂)f̂−1
≥ f̂−1 + E[S]

F−(f̂)
>

E[S]

F−(f̄)
≥ αV

by convexity of F , we find −1+ĝE[S]
G(ĝ) < αV , and, for x, y > 0,

x(1 + f̂E[S]) + y(−1 + ĝE[S])

xF (f̂) + yG(ĝ)
≥ y(1 + f̂E[S]) + x(−1 + ĝE[S])

yF (f̂) + xG(ĝ)

iff x ≥ y, and hence E[V̂+] ≥ E[V̂−].
In order to study the existence of solutions (λ,H) of problem (2.3) with λ ∈

{−1, 1}, we must study several marginal cases which require separate analysis. This
will be performed in the following two subsections before we consider the generic case.

3.3. Marginal cases. For V ∈ VT−1 \ {0}, denote by V̂V the set of all (λ,H) ∈
{−1, 0, 1} × L∞(FT−1) such that αV = α(Vλ,H).

Let us first deal with the case E[S] = 0. The following result essentially means
that one cannot improve a strategy by gambling if E[S] = 0.

Proposition 3.6. Let V ∈ VT−1 \ {0} and let (λ,H) ∈ {−1, 0, 1} × L∞(FT−1).
The following assertions hold:

1. αV = 0 ⇔ E[S] = E[V ] = 0 ⇔ V̂V = {−1, 0, 1} × L∞(FT−1).
2. αV = max(α(V ), α(−V )) iff E[S] = 0. If αV > 0 and E[S] = 0, then

(λ,H) ∈ V̂V iff λ ∈ {−1, 1}, E[λV ] > 0 and F (H) = 0 a.s. on {λV > 0},
and G(H) = 1 a.s. on {λV < 0}. Furthermore, (sgnE[V ], 0) ∈ V̂V .

Proof. Assertion (1) is easy to see, and, clearly, (2) holds if αV = 0. Assume
αV > 0. E[S] = 0 implies G ≥ 1 since G is convex, G(0) = 1, and, by Lemma 3.3,
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G±(0) = 0 holds. Hence, for all H ∈ L∞(FT−1) we have α(V0,H) = 0. Thus
max(α(V1,H), α(V−1,H)) ≤ max(α(V ), α(−V )) = max(α(V1,0), α(V−1,0)), and αV =
max(α(V ), α(−V )) follows. Conversely, without loss of generality we can assume
E[V ] > 0 and αV = α(V ) > 0. E[S] > 0 implies G+(0) < 0, and hence we have
G(h) < 1 for small h > 0 and α(V (1−h1{V <0}S)) > α(V ). This contradiction proves
the first part of assertion (2). The second part follows directly from Proposition 3.5
and Lemma 3.3(4), (5).

3.4. Waiting for a good chance. It might happen that αV for V ∈ VT−1 \{0}
equals α(S). This means that gambling up to time T − 1 with return V is as good
as waiting until time T − 1 and gambling just once on S. The following results
characterize this situation.

Lemma 3.7. Let V ∈ VT−1 \ {0} and set VH := V +HS for H ∈ FT−1 such that
HS ∈ L1. We have

∂+
VH

α(S) =
E[V ] − α(S)

(
P (S = 0)E[V−] − P (S < 0)E[V ]

)
E[S−]

.(3.5)

Furthermore, ∂+
VH

α(S) ≤ 0 for all H ∈ FT−1 with HS ∈ L1 iff the following condition
is satisfied:

α(V ) ≤ α(S)P (S = 0)

1 + α(S)P (S < 0)
.(3.6)

Proof. By Lemma 3.1, (3.5) follows from

∂+
VH

E[S−] = E[1{S=0}V−] − E[1{S<0}(V + HS)]

= P (S = 0)E[V−] − P (S < 0)E[V ] + E[H]E[S−].

We find ∂+
VH

α(S) ≤ 0 iff α(V ) − α(S)
(
P (S = 0) − P (S < 0)α(V )

)
≤ 0, which is

equivalent to α(V ) ≤ α(S)P (S=0)
1+α(S)P (S<0) .

Proposition 3.8. Let V ∈ VT−1 \{0}. αV = α(S) is equivalent to the inequality

max(α(V ), α(−V )) ≤ α(S)P (S = 0)

1 + α(S)P (S < 0)
.(3.7)

If αV = α(S) > 0, then the following assertions hold:
1. (0, H) with H ∈ HV solves problem (2.3) iff H ≥ 0 a.s. on {V > 0}, H ≤ 0

a.s. on {V < 0}, and H1{V �=0} �= 0.

2. (λ̂, λ̂Ĥ) ∈ {−1, 1}×HV solves problem (2.3) iff the following conditions hold:
(a) Equality holds in (3.7).
(b) s̄0 := sup{h|P (0 < S < h) = 0} > 0 and s0 := inf{h|P (h < S < 0) =

0} < 0. If E[V ] = 0, then S is bounded away from 0.

(c) E[V̂ ] ≥ 0 for V̂ := λ̂V and a.s. Ĥ ∈ [−s−1
0 ,∞) a.s. on {V̂ > 0},

resp., Ĥ ∈ [s̄−1
0 ,∞) a.s. on {V̂ < 0}.

In particular, if (a) and (b) are satisfied, then there exists a solution (λ̂, λ̂Ĥ) ∈
{−1, 1} ×HV to problem (2.3).

Proof. The equivalence of αV = α(S) and (3.7) follows from Proposition 3.2 and
Lemma 3.7. Assume αV = α(S) > 0. For H ∈ HV we have

α(V0,H) =
(E[(V H)+] − E[(V H)−])E[S]

E[(V H)+]E[S−] + E[(V H)−]E[S+]
≤ α(S)
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and equality holds iff (V H)− = 0 and (V H)+ �= 0, proving assertion (1). In order to

prove assertion (2), assume now (λ̂, λ̂Ĥ) ∈ {−1, 1}×HV to solve (2.3). By Proposition
3.5 and inequalities (3.3) and (3.4), we find E[V̂ ] ≥ 0, F−(Ĥ) ≤ E[S−] ≤ F+(Ĥ)
a.s. on {V̂ > 0}, and G−(Ĥ) ≤ E[S−] ≤ G+(Ĥ) a.s. on {V̂ < 0}. In particular by
Lemma 3.3, F+, resp., G+, assumes their maximum E[S−] on R. Condition (c) and
the first part of condition (b) follow now since F+(h) = E[1{1+hS<0}S−] = E[S−]
iff P (−h−1 < S < 0) = 0, and G+(h) = E[1{−1+hS<0}S−] = E[S−] iff P (0 < S <

h−1) = 0. For f ∈ (−s−1
0 ,∞) and g ∈ (s̄−1

0 ,∞), we find F (f) = fE[S−] − P (S < 0),

resp., G(g) = P (S ≤ 0)+gE[S−], and calculate for V̄ := V̂ (1+(f1{V̂ >0}+g1{V̂ >0})S)

α(S) = αV = α(V̄ ) =
E[V̂ ] + (E[V̂+]f + E[V̂−]g)E[S]

E[V̂+]F (f) + E[V̂−]G(g)

=
E[V̂ ] + (E[V̂+]f + E[V̂−]g)E[S]

(E[V̂+]f + E[V̂−])E[S−] − E[V̂ ]P (S < 0) + E[V̂−]P (S = 0)
,

which is equivalent to α(V̂ ) = α(S)P (S=0)
1+α(S)P (S<0) , proving (a). E[V ] = 0 now implies

P (S = 0) = 0, and hence the second part of (b) holds. The converse implication
easily follows by again using Proposition 3.5.

3.5. The generic case. We can now deal with the generic case.
Proposition 3.9. Let V ∈ VT−1\{0}. If αV > α(S), then (λ̂, λ̂Ĥ)∈{−1, 0, 1}×

HV solves problem (2.3) iff λ̂ ∈ {−1, 1}, E[λ̂V ] > 0, and inequalities (3.3) and (3.4)

hold with V̂ := λ̂V . Furthermore, problem (2.3) admits a solution.
Proof. By Lemma 3.4 we know that there exists a solution to problem (2.3), and,

from the proof of Proposition 3.8(1), we know that necessarily λ̂ ∈ {−1, 1}. The
assertion follows now from Proposition 3.5.

4. Optimal gambling. We can now solve problem (2.1). Denote by V̂t the set
of solutions for problem (2.1) for 0 < t ≤ T . We introduce the following auxiliary
function R = RS :

R(x, f, g) :=
(x + 1)(1 + fE[S]) + (−1 + gE[S])

(x + 1)F (f) + G(g)
, x, f, g ∈ R+.(4.1)

We summarize our results in the following two theorems.
Theorem 4.1. The optimization problem (2.1) admits a solution for all 0 < T <

∞. There exists a V ∈ VT−1 such that αV = ᾱT and αV = ᾱT holds for V ∈ VT−1

iff α(V ) = ᾱT−1. Furthermore, for 1 < T < ∞, ᾱT is characterized by the following
statements:

1. ᾱT = 0 iff ᾱT−1 = 0 and E[S] = 0.
2. ᾱT ≥ ᾱT−1, and equality holds iff E[S] = 0.

3. ᾱT ≥ α(S), and equality holds iff ᾱT−1 ≤ α(S)P (S=0)
1+α(S)P (S<0) .

4. ᾱT = supf,g≥0 R(ᾱT−1, f, g). Furthermore, R(ᾱT−1, ·, ·) assumes its maxi-

mum on R2
+ iff one of the following statements holds:

(a) ᾱT−1 > α(S)P (S=0)
1+α(S)P (S<0) .

(b) ᾱT−1 = α(S)P (S=0)
1+α(S)P (S<0) and if E[S] > 0, then in addition, s0 < 0 < s̄0.

Under this condition, ᾱT = R(ᾱT−1, f̂ , ĝ) for f̂ , ĝ ≥ 0 iff the following in-
equalities hold:

ᾱTF−(f̂) ≤ E[S] ≤ ᾱTF+(f̂),(4.2)

ᾱTG−(ĝ) ≤ E[S] ≤ ᾱTG+(ĝ).(4.3)
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Proof. Existence of a solution Vλ,H , (λ,H) ∈ {−1, 0, 1} × HV , where V ∈ VT−1,
to problem (2.1) will be proved by induction. Clearly, there exists such a solution for
T = 1. Let T > 1 and assume existence of solutions for all 1 ≤ t < T . In particular
ᾱT−1 < ∞. The assertion follows now from Lemma 2.3 and Lemma 3.4.

Assertion (1) and ᾱT ≥ ᾱT−1 are easy to see. If ᾱT = ᾱT−1 > 0, then by the first
part of the proof there exists a V ∈ VT−1 such that αV = ᾱT = α(V ). By Proposition
3.6(2), we find E[S] = 0, and, conversely, E[S] = 0 implies αV = α(V ) for all
V ∈ VT−1 with E[V ] ≥ 0, and hence ᾱT = supV ∈VT−1 αV = supV ∈VT−1 α(V ) = ᾱT−1.
Clearly, ᾱT ≥ α(S), and assertion (3) follows from Proposition 3.8. For the proof of

assertion (4), we have to distinguish three cases. First, assume ᾱT−1 > α(S)P (S=0)
1+α(S)P (S<0) .

Then there exists a V ∈ VT−1 with E[V ] > 0, and, for all such V , there exist constants
fV , gV ≥ 0 such that

αV =
E[V+](1 + fV E[S]) + E[V−](−1 + gV E[S])

E[V+]F (fV ) + E[V−]G(gV )

=
(α(V ) + 1)(1 + fV E[S]) + (−1 + gV E[S])

(α(V ) + 1)F (fV ) + G(gV )

= R(α(V ), fV , gV ) = max
f,g≥0

R(α(V ), f, g);

i.e., αV and fV , gV depend only on α(V ). We write f̂
(
α(V )

)
, resp., ĝ

(
α(V )

)
for fV ,

resp., gV . As we have seen at the end of the proof of Proposition 3.5, 1+fV E[S]
F (fV ) >

αV , which implies R(x, f̂(α(V )), ĝ(α(V ))) to be increasing in x > 0, and hence

ᾱT = supV ∈VT−1 αV = supV ∈V̂T−1 αV = R(ᾱT−1, f̂ , ĝ), where f̂ , ĝ ≥ 0 are such that

V̄ := V (1 + (f̂1{V >0} − ĝ1{V <0})S) solves problems (2.3) and (2.1) for V ∈ V̂T−1,
i.e., α(V ) = ᾱT−1.

For the second case, assume ᾱT−1 = α(S)P (S=0)
1+α(S)P (S<0) . Then ᾱT = α(S), and the

first part of assertion (4) follows since limh→∞
F (h)
h = limh→∞

G(h)
h = E[S−] implies

limh→∞ R(x, h, h) = α(S) for all x ≥ 0 and R(ᾱT−1, f, g) ≤ ᾱT for all h+, h− ≥
0. By Proposition 3.8(2), existence of optimal f̂ , ĝ ≥ 0 follows for α(S) > 0. For
α(S) = 0, we have ᾱT = ᾱT−1 = 0, and the assertion is easy to see. Finally, for

ᾱT−1 < α(S)P (S=0)
1+α(S)P (S<0) , we clearly have α(S) > 0, and, again by Proposition 3.8(2a),

there cannot exist an optimal pair f̂ , ĝ. The last part of assertion (4) follows from
inequalities (3.3) and (3.4).

Set for E[S] > 0, T−1V̂T := {HS ∈ L1 \ {0}|H ∈ FT−1, H ≥ 0}, resp., T−1V̂T :=
{HS ∈ L1| H ∈ FT−1} for E[S] = 0. Concerning the set of solutions for problem
(2.1), we have the following result.

Theorem 4.2. For 1 < T < ∞, V̂T is characterized by the following statements:
1. If ᾱT−1 = 0 and E[S] = 0, then V̂T = VT .
2. If ᾱT−1 = 0, E[S] > 0, and S is not bounded away from 0, then V̂T = T−1V̂T .
3. If ᾱT−1 = 0, E[S] > 0, and S is bounded away from 0, then

V̂T =
{
V (1 + HS) + HS1{V =0}

∣∣V ∈ VT−1, H ∈ [−s−1
0 ,∞) a.s. on {V > 0},

H ∈ [s̄−1
0 ,∞) a.s. on {V < 0}, HS1{V =0} ∈ T−1V̂T

}
.(4.4)

4. If ᾱT−1 = α(S)P (S=0)
1+α(S)P (S<0) > 0 and s̄0s0 = 0, then V̂T = T−1V̂T .
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5. If ᾱT−1 = α(S)P (S=0)
1+α(S)P (S<0) > 0 and s0 < 0 < s̄0, then

V̂T =
{
V (1 + HS) + HS1{V =0}

∣∣V ∈ V̂T−1, H ∈ [−s−1
0 ,∞) a.s. on {V > 0},

H ∈ [s̄−1
0 ,∞) a.s. on {V < 0}, HS1{V =0} ∈ T−1V̂T ∪ {0}

}
∪ T−1V̂T .(4.5)

6. If 0 < ᾱT−1 < α(S)P (S=0)
1+α(S)P (S<0) , then V̂T = T−1V̂T .

7. If ᾱT−1 > α(S)P (S=0)
1+α(S)P (S<0) and E[S] > 0, then

V̂T =
{
V (1+HS)

∣∣V ∈V̂T−1, ᾱTF−(H) ≤ E[S] ≤ ᾱTF+(H) a.s. on {V > 0},

ᾱTG−(H) ≤ E[S] ≤ ᾱTG+(H) a.s. on {V < 0}
}
.(4.6)

In particular, H ≥ S−1 ≥ 0 a.s. on {V > 0} and H ≥ S̄−1 ≥ 0 a.s. on
{V < 0} for V (1 + HS) ∈ V̂T .

8. If ᾱT−1 > 0 and E[S] = 0, then

V̂T =
{
V (1 + HS)

∣∣ V ∈ V̂T−1,H ∈ [−S̄−1,−S−1] a.s. on {V > 0},

H ∈ [S−1, S̄−1] a.s. on {V < 0}
}
.(4.7)

Proof. The proof is an immediate consequence of our considerations. First, note
that the eight cases above are mutually exclusive and form a complete list of all pos-
sible cases. Assertion (1) follows from Proposition 3.6. Assertions (2)–(6) follow from
Proposition 3.8 and Theorem 4.1. Assertions (7) and (8) follow from Proposition 3.9
and Theorem 4.1.

5. Examples. Note that inequalities (4.2) and (4.3) are in general not easily
solved explicitly since ᾱT is part of the solution to be found.

The following result is an easy consequence of Theorem 4.1 and Theorem 4.2.
Corollary 5.1. Assume (St)1≤t≤T , T < ∞, is an i.i.d. sequence of random

variables St ∼ S with E[S] > 0 and P (S < 0) > 0. Then the following statements
hold:

1. ᾱ1 = α(S), and ᾱt strictly increases in 1 ≤ t ≤ T .

2. For 1 < t ≤ T , ᾱt = maxf,g≥0 R(ᾱt−1, f, g) and f̂t, ĝt ≥ 0 are optimal iff the
following inequalities hold:

ᾱtF−(f̂t) ≤ E[S] ≤ ᾱtF+(f̂t),(5.1)

ᾱtG−(ĝt) ≤ E[S] ≤ ᾱtG+(ĝt).(5.2)

3. The sequence (f̂t, ĝt)1<t≤T of optimal pairs can be chosen to be nonincreasing
in 1 < t ≤ T . If S admits a density with respect to the Lebesgue-measure on
R, then f̂t, ĝt are strictly decreasing and satisfy the following equation:

F ′(f̂t) = G′(ĝt) =
E[S]

ᾱt
.(5.3)

4. For 1 < t ≤ T ,

V̂t=
{
V (1+HS)

∣∣ V ∈ V̂t−1, ᾱtF−(H) ≤ E[S] ≤ ᾱtF+(H) a.s. on {V > 0},

ᾱtG−(H) ≤ E[S] ≤ ᾱtG+(H) a.s. on {V < 0}
}
.(5.4)
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Note. If S admits a density fS , then it is easy to check that F ′(f) = G′(g) iff∫ 1
g

− 1
f

ufS(u)du = 0. This can facilitate the problem of solving (5.3) considerably.

5.1. Optimization for random walks. Assume that S satisfies S ∈ {S, 0, S̄}
almost surely, where −∞ < S < 0 < S̄ < ∞, P (S = S), P (S = S̄) > 0, and
E[S] > 0. Note that in this case we have F+(h) = F−(h) = 0 for all 0 ≤ h < −S−1

and F+(h) = E[S−] for all h ≥ −S−1. Furthermore, G+(h) = G−(h) = −E[S] for
all 0 ≤ h < S̄−1 and G+(h) = E[S−] for all h ≥ S̄−1. Since ᾱT ≥ α(S), we find

(f̂ , ĝ) := (−S−1, S̄−1) to solve RS(α, f̂ , ĝ) = supf,g≥0 RS(α, f, g) for all α ≥ 0. By
Corollary 5.1, we find the optimal strategy described in the introduction. Note also

that F (f̂) = 0 and G(ĝ) = 1− ĝE[S] so that RS(α, f̂ , ĝ) + 1 = (α+ 1) 1+f̂E[S]
1−ĝE[S] follows

by a simple calculation. We find for T > 1, ᾱT = (ᾱT−1 + 1) 1+f̂E[S]
1−ĝE[S] − 1. In the

i.i.d. case (St ∼ S for all 1 ≤ t ≤ T ), we find ᾱT = ( 1+f̂E[S]
1−ĝE[S] )

T − 1 for all T ≥ 1.

For P (S ∈ {−1, 1}) = 1, this simplifies to ᾱT = ( P (S=1)
P (S=−1) )

T − 1, as claimed in the

introduction. It easily follows from Proposition 2.2 and Corollary 5.1(1) that it is not
optimal to continue gambling after reaching a zero wealth change. It is easy to check
that the corresponding ᾱ diverges to infinity when we try to approximate Brownian
motion by a sequence of such random walk models.

6. Some remarks on the multidimensional case. For a random variable X
with c.d.f. FX , define the right-continuous inverse qX of FX by qX(s) := inf{t ∈
R| FX(t) > s}, s ∈ (0, 1). For random variables X,Y ∈ L∞, we say X stochastically
dominates Y in 2nd order (Y �2 X) if∫ t

−∞
FX(s)ds ≤

∫ t

−∞
FY (s)ds ∀ t ∈ R.(6.1)

Recall the following result; see, e.g., [12, Thm. 2.58].
Theorem 6.1. For X,Y ∈ L∞, the following conditions are equivalent:
1. Y �2 X.
2. E[U(Y )] ≤ E[U(X)] for all nondecreasing concave functions U defined on R.
3. For all c ∈ R, E[(c + X)−] ≤ E[(c + Y )−].

Lemma 6.2. Assume E[S] = E[S̃] and S̃ �2 S for an FT -measurable S̃ ∈ L1,
independent of FT−1. Then RS(α, f, g) ≥ RS̃(α, f, g) for all α, f, g ≥ 0. In particular,
αV calculated with respect to S is greater than or equal to αV calculated with respect
to S̃ for all V ∈ VT−1.

Proof. The result follows from Theorem 6.1, which implies E[(±1 + hS)−] =
hE[(±1

h + S)−] ≤ hE[(±1
h + S̃)−] = E[(±1 + hS̃)−] for all h > 0.

Let at time T − 1 gambles Si, i ∈ I �= ∅ be available, where Si ∈ L1(FT ) is
independent of FT−1 and E[Si] ≥ 0 for all i ∈ I. Without loss of generality, we can
assume E[Si] ∈ {0, 1} for all i ∈ I. Assume that there exist �2-maximal elements
in {Si| i ∈ I}; i.e., assume that there exists an Ĩ ⊆ I such that for all i ∈ I with
E[Si] > 0, there exists an ī ∈ Ī such that Si �2 S ī.

Lemma 6.2 immediately implies the following result.
Proposition 6.3. In the above setting, we have

αI := sup
i∈I

sup
f,g≥0

RSi(α, f, g) = sup
i∈Ī

sup
f,g≥0

RSi(α, f, g).(6.2)

In particular, if there exists an ī ∈ I such that E[S ī] > 0 and Si �2 S ī for all i ∈ I
with E[Si] > 0, then αI = supf,g≥0 RSī(α, f, g).
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This result allows us, e.g., to deal with the classical CAPM (capital asset pricing
model; see [22]) or its (symmetric) α-stable generalizations (1 < α ≤ 2; see [10]) by
reducing the multidimensional case to the one-dimensional case.

Acknowledgments. I am grateful to the anonymous referees for their helpful
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Abstract. In this paper we solve the mixed zero-sum stochastic differential game problem in
the general case. The main tool is the notion of a local solution of backward stochastic differential
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1. Introduction. Suppose the dynamics of a stochastic system is described by
a functional differential equation of the form

dxt = f(t, x., ut, vt)dt + Σ(t, x.)dBt, t ≤ T, and x0 = x̄0 ∈ Rm.

Here the stochastic processes (ut)t≤T and (vt)t≤T are adapted and stand for, respec-
tively, the intervention functions of two agents c1 and c2 on that system. Additionally,
the agents are allowed to exit from the control of the system when they decide, i.e.,
c1 (resp., c2) can stop controlling at a stopping time τ (resp., σ). The actions of the
agents are not free and their advantages are antagonistic, which means that between
c1 and c2 there is a payoff J(u, τ ; v, σ) which is a cost for c1 and a reward for c2.

The problem we are interested in is finding a saddle-point for the payoff functional
J(u, τ ; v, σ), i.e., a quadruple (u∗, τ∗; v∗, σ∗) which satisfies that for any (u, τ) and
(v, σ), we have

J(u∗, τ∗; v, σ) ≤ J(u∗, τ∗; v∗, σ∗) ≤ J(u, τ ; v∗, σ∗).

This property of (u∗, τ∗; v∗, σ∗) means that when the agents c1 and c2 control with
(u∗, τ∗) and (v∗, σ∗), respectively, it is advantageous for both to keep the same control.
Otherwise, if one of them decides unilaterally to change a strategy, it is penalized if
the other keeps its initial one. Actually, when c1 chooses (u∗, τ∗) as a control action
and keeps it, then the best choice for c2 is to act with (v∗, σ∗). If c2 deviates, it would
get a lesser amount (than what it would obtain if it acts with (v∗, σ∗)). Conversely if
c2 chooses to control with (v∗, σ∗), then the best choice for c1 is to act with (u∗, τ∗);
otherwise c1 will pay a greater amount.

This problem is a zero-sum game of mixed type because it combines control and
stopping.

Mixed game problems are linked to backward stochastic differential equations
(BSDEs) with two reflecting barriers, which were first introduced by Cvitanic and
Karatzas in [6] (see also [19] and [16]). In [16], Hamadène and Lepeltier showed
that if the BSDE with two reflecting barriers associated with the mixed game has a

∗Received by the editors April 8, 2004; accepted for publication (in revised form) December 5,
2005; published electronically April 21, 2006.

http://www.siam.org/journals/sicon/45-2/44280.html
†Laboratoire de Statistique et Processus, Université du Maine, 72085 Le Mans Cedex 9, France

(hamadene@univ-lemans.fr).

496



MIXED ZERO-SUM STOCHASTIC DIFFERENTIAL GAME PROBLEM 497

solution, then the game has a value and a saddle-point. The expression of the saddle-
point is given explicitly. However, solutions for BSDEs with two reflecting barriers
are obtained mainly under two conditions. The first one is the well-known Moko-
bodski’s hypothesis, which requires the existence of a difference of two nonnegative
supermartingales between the barriers [6], [16]. The second one is a regularity as-
sumption on one of the barriers which, roughly speaking, should be a semimartingale
[6], [19]. For general barriers the solution may not exist. Therefore the mixed game
problem remains open in the general case, i.e., without assuming either Mokobodski’s
hypothesis or regularity of one of the barriers.

Thus the main objective of this paper is to solve this problem in its general setting.
We show that, in order to solve the mixed game problem, it is enough to solve locally
its associated double obstacle reflected BSDE. Therefore we prove that the game has
a saddle-point and a value function which is also continuous.

A particular case of the mixed game problem is the well-known Dynkin game.
Actually the latter corresponds to the case when the agents have no control actions
but just stopping. The Dynkin game has been widely studied in the past [1, 2,
4, 5, 10, 23, 25, 26, 29]. However, to our knowledge, the most general paper on this
subject is the one by Lepeltier and Maingueneau [25]. They proved, without assuming
Mokobodski’s hypothesis, the existence of the value function for the game which is a
right continuous with left limits process. So as a by-product of our result on mixed
games, we deduce that, in the case of Brownian filtration, the value function of the
Dynkin game is continuous. Additionally, we give a convenient characterization of
the saddle-point.

Another setting of Dynkin games that deserves to be mentioned is the one with
mixed strategies. This consists of the relaxation of the stopping times. They are
replaced by either nondecreasing processes or processes whose sections are stopping
times. For more details on this setting see, e.g., the paper by Touzi and Vieille [30]
for the case of finite duration T and the one by Laraki and Solan [24] for the case
when T = ∞. In this framework the required properties for the processes that define
the payoff of the game are somehow less stringent than in the usual setting.

Finally, let us point out that when the controllers are not allowed to stop the
game (i.e., σ = τ = T ), this problem turns into the well-known zero-sum stochastic
differential game, which was studied by many authors, e.g., Elliott [11], Davis and
Elliott [8], and Hamadène and Lepeltier [17], [18].

In the second part of this paper we deal with American game options, which we
briefly introduce. In a financial market let us assume we have two agents, a broker
c1 and a trader c2. The trader pays a premium to the broker and has the right to
ask for a payment (a “contingent claim” in the usual language of financial markets),
provided by the broker, when he decides to exercise within a period of time [0, T ].
Thus when c2 decides to exercise at time σ, she gets an amount equal to Lσ. The
difference with the standard American options is that the broker is allowed to cancel
the contract which binds her to the trader. In that case he pays a money penalty.
Indeed, if c1 decides to cancel the contract at time τ , she pays c2 an amount equal to
Lτ + ατ (ατ stands for the money penalty). If c1 and c2 agree to stop the option at
τ , then the reward for c2 is equal to Lτ + α′

τ with 0 ≤ α′
t ≤ αt.

This problem is typically a Dynkin game. As usual, the main issues are as follows:
(i) What is the fair price of the option at t ∈ [0, T ]?
(ii) Does a hedging strategy for the broker exist?
(iii) When it is optimal for the broker (resp., trader) to cancel (resp., exercise)

the option?
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Cvitanic and Ma [7] and Kifer [20] dealt with American game options. Both
papers showed that the value of the option is given by Y0, where (Yt)t≤T is the value
function of the associated Dynkin game. In addition, in [20], the author showed the
existence of a hedge which replicates the option for the broker in a complete financial
market. However, Kifer, whose work is based heavily on the results of [25], dealt with
a less general setting than ours. Additionally, in our work we obtain more regularity
properties for the model. In [7] the authors make use of BSDEs but consider only
specific processes (Lt)t≤T and (αt)t≤T , namely, Itô processes.

In this paper we show that the value of the option at any t ∈ [0, T ] is given by
ertYt, where r is the credit rate of the nonrisky asset and (Yt)t≤T is the continuous
local solution for a specific BSDE with two reflecting barriers. Moreover a hedging
strategy after t for the broker, against the game option, exists. We do not require any
restriction on the processes (Lt)t≤T and (αt)t≤T .

This paper is organized as follows. In section 2, we present the mixed game
problem, while section 3 is related to BSDEs with two reflecting barriers. We give
the main theorem, which allows us to solve the mixed zero-sum stochastic differential
game problem. The proof is given in the appendix. In section 4, we deal with the
mixed game problem and show the existence of the value and of a saddle-point for
the game. The expression of the latter is given. Moreover we consider an example for
which we give a numerical result. Finally, in the last section we study the American
game options in a complete financial market. We give the fair price of the option at
any time t ∈ [0, T ] and show the existence of a hedging strategy after t. Once again
we deal with an example and give some numerical results.

2. Setting of the mixed zero-sum stochastic differential game problem.
Throughout this paper (Ω,F , P ) is a fixed probability space on which is defined a
standard m-dimensional Brownian motion B = (Bt)t≤T , whose natural filtration is
(F 0

t := σ{Bs, s ≤ t})t≤T . We denote by (Ft)t≤T the completed filtration of (F 0
t )t≤T

with the P -null sets of F ; therefore (Ft)t≤T satisfies the usual conditions, i.e., it is
right continuous and complete. Moreover

• P is the σ-algebra on [0, T ] × Ω of Ft-progressively measurable sets;
• for any stopping time ν, Tν is the set of Ft-measurable stopping times τ such

that P-a.s. ν ≤ τ ≤ T ; T0 will be simply denoted T ;
• H2,k is the set of P-measurable processes w = (wt)t≤T , Rk-valued and square

integrable w.r.t. dt⊗ dP ;
• S2 is the set of P-measurable and continuous processes w′ = (ω′

t)t≤T such
that E[supt≤T |w′

t|2] < ∞.
We now introduce the mixed stochastic differential game problem.
Let C be the space of continuous functions x̄ from [0, T ] into Rm and let F̄t be

the σ-field of C generated by {Πs : x̄ ∈ C �→ x̄s, s ≤ t}. By D we denote the σ-field
of [0, T ]× C consisting of all the subsets D, which have the property that the section
of D at time t is in F̄t and the section of D at x̄ is Lebesgue measurable for any x̄
(see, e.g., [11] for more details).

Let us consider a mapping Σ : (t, x̄) ∈ [0, T ] × C �→ Σ(t, x̄) ∈ Rm×m satisfying
the following:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(1.1) Σ is D-measurable.
(1.2) There exists a constant C such that |Σ(t, x̄) − Σ(t, x̄′)| ≤ C‖x̄− x̄′‖t and

|Σ(t, x̄)| ≤ C(1 + ‖x̄‖t), where for any x̄ ∈ C and t ≤ T, ‖x̄‖t = sups≤t |x̄s|.
(1.3) For any (t, x̄) ∈ [0, T ] × C, the matrix Σ(t, x̄) is invertible and |Σ−1(t, x̄)| ≤

C(1 + ‖x̄‖mt ) for some constants C and m ≥ 0.
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Let x0 ∈ Rm and let x = (xt)t≤T be the solution of the following standard
functional differential equation:

xt = x0 +

∫ t

0

Σ(s, x.)dBs, t ≤ T ;(1)

here we emphasize that Σ depends not only on xt but also on the path of the process
x up to time t. The process (xt)t≤T exists, since Σ satisfies (1.1)–(1.3) (see, e.g., [28,
p. 375]).

Let A (resp., B) be a compact metric space and U (resp., V) be the space of
P-measurable processes u := (ut)t≤T (resp., v := (vt)t≤T ) with values in A (resp.,
B). Let f : [0, T ] × C ×A×B → Rm be such that⎧⎪⎪⎨
⎪⎪⎩

(1.4) there exists a constant C such that |f(t, x̄, ũ, ṽ)| ≤ C(1 + ‖x̄‖t) for any
t, x̄, ũ, and ṽ;

(1.5) for any (t, x̄) ∈ [0, T ] × C, the mapping (ũ, ṽ) �→ f(t, x̄, ũ, ṽ) is continuous;
(1.6) for any (ũ, ṽ) ∈ A×B, the function (t, x̄) �→ f(t, x̄, ũ, ṽ) is D-measurable.

For (u, v) ∈ U × V, let Γu,v := (Γu,v
t )t≤T be the local martingale defined by

dΓu,v
t = Γu,v

t Σ−1(t, x.)f(t, x., ut, vt)dBt, t ≤ T, and Γu,v
0 = 1.

As Σ and f verify (1.1), (1.3), (1.4), and (1.6), the measure Pu,v defined by Pu,v(A) =
E[Γu,v

T 1A] for A ∈ F is actually a probability on (Ω,F) (see, e.g., [13]). Additionally,
thanks to Girsanov’s theorem (see, e.g., [21, p. 191] or [28, p. 331]), under the proba-
bility Pu,v, the process dBu,v

t = dBt−Σ−1(t, x.)f(t, x., ut, vt)dt, t ≤ T , is a Brownian
motion and (xt)t≤T satisfies

xt = x0 +

∫ t

0

f(s, x., us, vs)ds +

∫ t

0

Σ(s, x.)dBu,v
s , t ≤ T,(2)

which means that (xt)t≤T is a weak solution for the stochastic functional differential
equation (2).

The process x = (xt)t≤T stands for the dynamics of the system when it is not
controlled. On that system, two agents c1 and c2 intervene. A control action for c1
(resp., c2) is a process u = (ut)t≤T (resp., v = (vt)t≤T ) which belongs to U (resp., V).
Thereby U (resp., V) is called the set of admissible controls for c1 (resp., c2). When
c1 and c2 act with, respectively, u and v, the law of the dynamics of the system is
the same as the one of x under Pu,v. It turns out that the interventions of the agents
give rise to a drift f(t, x., ut, vt) in the dynamics.

As previously mentioned, an intervention strategy for an agent combines control
and stopping. Therefore a strategy for c1 (resp., c2) is a pair (u, τ) (resp., (v, σ)),
where u (resp., v) is an admissible control and τ (resp., σ) a stopping time. It implies
that the agents keep controlling until one of them decides to stop and the system is
actually stopped at τ ∧ σ. So assume that c1 (resp., c2) chooses (u, τ) (resp., (v, σ))
as a strategy of intervention which is not free and generates a payoff, which is a cost
for c1 and a reward for c2. The expression of that payoff is given by

J(u, τ ; v, σ) = Eu,v

[∫ τ∧σ

0

h(s, x., us, vs)ds + Uτ1[τ<σ] + Lσ1[σ<τ<T ](3)

+ Qτ1[τ=σ<T ] + ξ1[τ=ν=T ]

]
,
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where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1.7) h : [0, T ] × C ×A×B → R+ is D ⊗ B(A×B)/B(R+)-measurable and for
any (t, x̄) ∈ [0, T ] × C, the mapping h(t, x̄, ., .) : (ũ, ṽ) ∈ A×B �→ h(t, x̄, ũ, ṽ)
is continuous. In addition there exists a constant C such that for any
(t, x̄, ũ, ṽ) ∈ [0, T ] × C ×A×B, |h(t, x̄, ũ, ṽ)| ≤ C(1 + ‖x̄‖t). The process
(h(t, x.(ω), ut, vt))t≤T stands for the instantaneous payoff between c1 and c2,

(1.8) U = (Ut)t≤T , Q = (Qt)t≤T , and L = (Lt)t≤T are processes of S2 such that
Lt ≤ Qt ≤ Ut,∀ t ≤ T,

(1.9) ξ ∈ L2(Ω, FT , dP ;R) and satisfies P-a.s. LT ≤ ξ ≤ UT .

The meaning of J(u, τ ; v, σ) is as follows:
(i) When the two agents decide to stop at the same time τ = σ < T , c2 obtains

from c1 an amount equal to
∫ τ

0
h(s, x, us, vs)ds + Qτ1[τ=σ<T ] + ξ1[τ=σ=T ].

(ii) If c1 is the first to decide to stop controlling at τ < T , he pays c2 the amount∫ τ

0
h(s, x, us, vs)ds + Uτ .
(iii) If c2 is the first to decide to stop controlling at σ < T , he gets from c1 the

amount
∫ σ

0
h(s, x, us, vs)ds + Lσ.

The difference Ut − Lt is the money penalty that c1 pays for the unilateral decision
to exit from the system, while Qt − Lt is a money penalty for c1, which corresponds
to the situation when both agree to stop controlling before T .

The problem we are interested in is finding two intervention strategies (u∗, τ∗)
and (v∗, σ∗), respectively, for c1 and c2 such that for any (u, τ) and (v, σ), we have

J(u∗, τ∗; v, σ) ≤ J(u∗, τ∗; v∗, σ∗) ≤ J(u, τ ; v∗, σ∗).

The quadruple (u∗, τ∗; v∗, σ∗) is called a saddle-point for the zero-sum mixed stochas-
tic differential game.

The particular case when h ≡ 0 and f ≡ 0 corresponds to the well-known Dynkin
game studied by many authors; see, e.g., [1, 2, 4, 5, 6, 10, 23, 25, 26, 29].

3. Connection with BSDEs with two reflecting barriers. Let ϕ : [0, T ] ×
Ω ×R1+m → R satisfy the following conditions:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(2.1) ∀(y, z) ∈ R1+m, the process (ϕ(t, ω, y, z))t≤T is P-measurable and the
process (ϕ(t, ω, 0, 0))t≤T belongs to H2,1.

(2.2) ϕ is uniformly Lipschitz with respect to (y, z); i.e., there exists a constant
C such that |ϕ(t, ω, y, z) − ϕ(t, ω, y′, z′)| ≤ C(|y − y′| + |z − z′|) ∀t, y, y′, z,
and z′.

A solution for the double obstacle reflected BSDE, whose coefficient (resp., terminal
value; resp., lower and upper barriers) is ϕ (resp., ξ; resp., L and U), is a quadruple
(Ȳt, Z̄t, K̄

+
t , K̄−

t )t≤T of P-measurable processes with values in R1+m+1+1 such that⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Ȳ , K̄± ∈ S2, Z̄ ∈ H2,m ; K̄± are nondecreasing processes (K̄±
0 = 0);

Ȳt = ξ +

∫ T

t

ϕ(s, Ȳs, Z̄s)ds + (K̄+
T − K̄+

t ) − (K̄−
T − K̄−

t ) −
∫ T

t

Z̄sdBs ∀t ≤ T ;

Lt ≤ Ȳt ≤ Ut ∀t ≤ T and

∫ T

0

(Us − Ȳs)dK̄
−
s =

∫ T

0

(Ls − Ȳs)dK̄
+
s = 0.

(4)

For general processes L and U , (4) may not have a solution. Actually if L ≡ U ,
and L is not a semimartingale, then obviously there is no solution. As shown in
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[16], in order to solve the mixed game problem, it is sufficient to solve its associated
BSDE with two reflecting barriers, which is of type (4) with a specific drift ϕ. Indeed,
ϕ is just the minmax of the Hamiltonian function of the game. However, a careful
examination of the proof of Theorem 4 in [16] shows that it is unnecessary to solve the
associated BSDE in [0, T ], but just in [0, θ], where θ is an appropriate stopping time.
In a way, we need to solve (4) locally and not globally. This observation is the key
point of this work. Theorem 3.1 below provides a local solution for the above reflected
BSDE, which enables us to solve the mixed game problem in its general setting, i.e.,
without assuming either Mokobodski’s hypothesis or regularity of the barriers. The
proof of this theorem, given in the appendix, is based on a penalization scheme of a
BSDE with one reflecting barrier and concatenation.

Theorem 3.1. There exists a P-measurable lower semicontinuous process (Yt)t≤T

such that
(i) YT = ξ;
(ii) for any stopping time ν, there exist another stopping time θν ≥ ν, a process

(Zν
s )s≥0 ∈ H2,m, and two nondecreasing processes (Kν,±)s≥0 ∈ S2 (Kν,±

ν = 0) such
that the quadruple (Y,Zν ,Kν,±) satisfies P-a.s.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀s ∈ [ν, θν ], Ys = Yθν +

∫ θν

s

ϕ(s, Ys, Z
ν
s )ds + (Kν,+

θν
−Kν,+

s )

− (Kν,−
θν

−Kν,−
s ) −

∫ θν

s

Zν
s dBs;

∀s ∈ [ν, θν ], Ls ≤ Ys ≤ Us and

∫ θν

ν

(Ys − Ls)dK
ν,+
s =

∫ θν

ν

(Ys − Us)dK
ν,−
s = 0;

Y is continuous on [ν, θν ];

(5)

(iii) if τ∗ν := inf{s ≥ ν, Ys = Us} ∧ T and σ∗
ν := inf{s ≥ 0, Ys = Ls} ∧ T , then

τ∗ν ∨ σ∗
ν ≤ θν .

4. Resolution of the mixed zero-sum stochastic differential game. We
focus once again on the mixed zero-sum stochastic differential game introduced in
section 2. We show it has a value and a saddle-point; the expression of the latter is
given. To do so we use the notion of local solutions for BSDEs with two reflecting
barriers introduced by Theorem 3.1.

Thus let us set H(t, x̄, z, u, v) = zΣ−1(t, x̄)f(t, x̄, u, v) + h(t, x̄, u, v) for any
(t, x̄, z, u, v) ∈ [0, T ] × C × Rm × A × B. The function H is called the Hamiltonian
associated with the game. We now make the following assumption:

[H] We assume that

⎧⎨
⎩

(i) the function Σ−1.f is bounded;
(ii) infu∈A supv∈B H(t, x̄, z, u, v) = supv∈B infu∈A H(t, x̄, z, u, v) for any (t, x̄, z) ∈

[0, T ] × C ×Rm.

Assumption [H](ii), called the Isaacs condition, is quite natural in zero-sum differential
games (see, e.g., [8, 11, 16]). We have the following result.
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Proposition 4.1. There exist two D ⊗ B(Rm)-measurable functions u∗ and v∗

from [0, T ] × C ×Rm into A and B, respectively, such that
(i) (u∗(t, x̄, z), v∗(t, x̄, z)) is a saddle-point for H, i.e., for any t, x̄, z, u, v we have

H(t, x̄, z, u∗(t, x̄, z), v) ≤ H(t, x̄, z, (u∗, v∗)(t, x̄, z)) ≤ H(t, x̄, z, u, v∗(t, x̄, z));

(ii) the function z �→ H(t, x̄, z, (u∗, v∗)(t, x̄, z)) is uniformly Lipschitz.
Proof. The function (t, x̄, u, v) �→ Σ−1(t, x̄).f(t, x̄, u, v) (resp., h(t, x̄, u, v)) is D⊗

B(A×B)-measurable. In addition, the functions f and h are continuous w.r.t. (u, v)
and the sets A and B are compact. Therefore, according to Benes’ selection theorem
[3], there exist two D ⊗B(Rm)-measurable functions u∗ and v∗ from [0, T ] × C ×Rm

into A and B, respectively, such that

inf
u∈A

sup
v∈B

H(t, x̄, z, u, v) = sup
v∈B

H(t, x̄, z, u∗(t, x̄, z), v)

and

sup
v∈B

inf
u∈A

H(t, x̄, z, u, v) = inf
u∈A

H(t, x̄, z, u, v∗(t, x̄, z)).

It follows that

inf
u∈A

H(t, x̄, z, u, v∗(t, x̄, z)) ≤ H(t, x̄, z, (u∗, v∗)(t, x̄, z)) ≤ sup
v∈B

H(t, x̄, z, u∗(t, x̄, z), v).

Then taking into account [H](ii), we obtain

inf
u∈A

H(t, x̄, z, u, v∗(t, x̄, z)) = H(t, x̄, z, (u∗, v∗)(t, x̄, z)) = sup
v∈B

H(t, x̄, z, u∗(t, x̄, z), v).

Henceforth (u∗, v∗)(t, x̄, z) is a saddle-point for the function (u, v) �−→ H(t, x̄, z, u, v).
Next, for any z, z′ ∈ Rm we have∣∣∣∣ inf

u∈A
sup
v∈B

H(t, x̄, z, u, v) − inf
u∈A

sup
v∈B

H(t, x̄, z′, u, v)

∣∣∣∣
≤ sup

u∈A
sup
v∈B

|H(t, x̄, z, u, v) −H(t, x̄, z′, u, v)| ≤ ‖Σ−1.f‖.|z − z′|.

The result follows because of the boundedness of Σ−1.f .
For (t, ω, z) ∈ [0, T ] × Ω ×Rm, let us set

H∗(t, ω, z) = H(t, x.(ω), z, (u∗, v∗)(t, x.(ω), z)),

where x is the solution of (1). Let (Yt)t≤T be the process constructed as in Theo-
rem 3.1, but associated with (H∗, ξ, L, U) (note that H∗ does not depend on y). Using
once again Theorem 3.1 with ν = 0, let (Zt,K

+
t ,K−

t )t≤T be the triple of processes
and θ the stopping time such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(i) Z ∈ H2,m,K± ∈ S2 nondecreasing (K±
0 = 0);

(ii) ∀t ≤ θ, Yt = Yθ +

∫ θ

t

H∗(s, ω, Zs)ds + (K+
θ −K+

t )

− (K−
θ −K−

t ) −
∫ θ

t

ZsdBs ; YT = ξ;

(iii) ∀t ≤ θ, Lt ≤ Yt ≤ Ut and

∫ θ

0

(Ys − Ls)dK
+
s =

∫ θ

0

(Ys − Us)dK
−
s = 0;

(iv) Y is continuous on [0, θ].

(6)
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Let τ∗ := inf{s ≥ 0, Ys = Us} ∧ T and σ∗ := inf{s ≥ 0, Ys = Ls} ∧ T ; then
we know that τ∗ ∨ σ∗ ≤ θ. On the other hand, if u∗ := (u∗(t, x, Zt))t≤T and v∗ :=
(v∗(t, x, Zt))t≤T , then the controls u∗ and v∗ belong to U and V, respectively, since
u∗(t, x̄, z) and v∗(t, x̄, z) are D ⊗ B(Rm)-measurable. We are ready to give the main
result of this paper.

Theorem 4.2. The strategy (τ∗, u∗;σ∗, v∗) is a saddle-point for the mixed zero-
sum stochastic differential game; i.e., it satisfies

J(u∗, τ∗; v, σ) ≤ J(u∗, τ∗; v∗, σ∗) = Y0 ≤ J(u, τ ; v∗, σ∗) ∀ (v, σ) and (u, τ).

Additionally, Y0 is the value of the game, i.e.,

Y0 = inf
u∈U ;τ∈T

sup
v∈V;σ∈T

J(u, τ ; v, σ) = sup
v∈V;σ∈T

inf
u∈U ;τ∈T

J(u, τ ; v, σ).

Proof. Let us show that Y0 = J(τ∗, u∗;σ∗, v∗). First recall that τ∗ ∨ σ∗ ≤ θ and
that Y is continuous on [0, θ]. In addition K+ and K− are continuous on [0, θ] and
move only when Y reaches either L or U ; thus K+

τ∗∧σ∗ = K−
τ∗∧σ∗ = 0. It follows that

Y0 = Yτ∗
∧σ∗ + K+

τ∗∧σ∗ −K−
τ∗∧σ∗ +

∫ τ∗∧σ∗

0

H(r, x, Zr, (u
∗, v∗)(r, x, Zr))dr

−
∫ τ∗∧σ∗

0

ZrdBr

= Yτ∗
∧σ∗ +

∫ τ∗∧σ∗

0

h(r, x, (u∗, v∗)(r, x, Zr))dr −
∫ τ∗∧σ∗

0

ZrdB
u∗,v∗

r .

As (
∫ t

0
ZrdB

u∗,v∗

r )s≤T is an (Ft, P
u∗,v∗

)-martingale, taking expectation we get

Y0 = Eu∗,v∗
[Y0] = Eu∗,v∗

[
Yτ∗

∧σ∗ +

∫ τ∗∧σ∗

0

h(r, x(ω), Zr, (u
∗, v∗)(r, x(ω), Zr))dr

]

because Y0 is F0-measurable, and hence deterministic. Now P-a.s., and also Pu∗,v∗
-a.s.

(since they are equivalent probabilities); we have

Yτ∗∧σ∗ = Yτ∗1[τ∗<σ∗] + Yσ∗1[σ∗<τ∗] + Yσ∗1[σ∗=τ∗<T ] + ξ1[τ∗=σ∗=T ].

But Yτ∗1[τ∗<σ∗] = Yτ∗1[τ∗<σ∗].1[θ<T ] + Yτ∗1[τ∗<σ∗].1[θ=T ]. On [θ < T ], τ∗ ≤ θ <
T , and Y is continuous on [0, θ]; therefore Yτ∗ = Uτ∗ . On the other hand, on
[θ = T ], Y is continuous on [0, T ] and Yτ∗1[τ∗<σ∗] = Uτ∗1[τ∗<σ∗], since in this case
τ∗ < σ∗ implies τ∗ < T . It follows that Yτ∗1[τ∗<σ∗] = Uτ∗1[τ∗<σ∗]. In the same
way we have Yσ∗1[σ∗<τ∗] = Lσ∗1[σ∗<τ∗]. Finally, Yσ∗1[σ∗=τ∗<T ] = Lσ∗1[σ∗=τ∗<T ] =
Uτ∗1[σ∗=τ∗<T ] = Qτ∗1[σ∗=τ∗<T ] due to L ≤ Q ≤ U . Thus we have

Yτ∗∧σ∗ = Uτ∗1[τ∗<σ∗]+Lσ∗1[σ∗<τ∗]+Qσ∗1[σ∗=τ∗<T ]+ξ1[τ∗=σ∗=T ] P - and Pu∗,v∗
-a.s.,

and then

Y0 = Eu∗,v∗

[∫ τ∗∧σ∗

0

h(r, x, (u∗, v∗)(r, x, Zr))dr + Uτ∗1[τ∗<σ∗] + Lσ∗1[σ∗<τ∗]

+ Qσ∗1[σ∗=τ∗<T ] + ξ1[τ∗=σ∗=T ]

]

= J(u∗, τ∗; v∗, σ∗).
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Next let v = (vt)t≤T be an admissible control for c2 and let σ ∈ T . Let us show
that Y0 ≥ J(u∗, τ∗; v, σ). Once again since τ∗ ∧ σ ≤ θ (thanks to τ∗ ≤ θ), we have

Y0 = Yτ∗∧σ + K+
τ∗∧σ +

∫ τ∗∧σ

0

H(r, x, Zr, (u
∗, v∗)(r, x, Zr))dr −

∫ τ∗∧σ

0

ZrdBr

= Yτ∗∧σ +

∫ τ∗∧σ

0

{H(r, x, Zr, (u
∗, v∗)(r, x, Zr)) −H(r, x, Zr, u

∗(r, x, Zr), vr)}dr

+

∫ τ∗∧σ

0

h(r, x, u∗(r, x, Zr), vr)dr −
∫ τ∗∧σ

0

ZrdB
u∗,v
r + K+

τ∗∧σ.

Here, without τ∗ ≤ θ we would not have been able to write this equality since in that
case we were not sure whether τ∗∧σ ≤ θ. As K+

τ∗∧σ ≥ 0 and H(r, x, Zr, (u
∗, v∗)(r, x, Zr))−

H(r, x, Zr, u
∗(r, x, Zr), vr) ≥ 0, then

Y0 ≥ Yτ∗∧σ +

∫ τ∗∧σ

0

h(r, x, Zr, u
∗(r, x, Zr), vr)dr −

∫ τ∗∧σ

0

ZrdB
u∗,v
r .

Once more (
∫ s

0
ZrdB

u∗,v
r )s≤T is an (Fs, P

u∗,v)-martingale; then taking the expectation

with respect to Pu∗,v and taking into account the fact that Y0 is deterministic, we
obtain

Y0 = Eu∗,v[Y0] ≥ Eu∗,v

[
Yτ∗∧σ +

∫ τ∗∧σ

0

h(r, x, u∗(r, x, Zs), vr)dr

]
.

But once again

Yτ∗∧σ = Yτ∗1[τ∗<σ] + Yσ1[σ<τ∗] + Yτ∗1[τ∗=σ<T ] + ξ1[τ∗=σ=T ],

and Yσ1[σ<τ∗] ≥ Lσ1[σ<τ∗], Yτ∗1[τ∗<σ] = Uτ∗1[τ∗<σ]. Additionally, Yτ∗1[τ∗=σ<T ] =
Uτ∗1[τ∗=σ<T ] ≥ Qτ∗1[τ∗=σ<T ]. Therefore we have

Y0 ≥ Eu∗,v

[∫ τ∗∧σ

0

h(r, x, u∗(r, x, Zr), vr)dr + Uτ∗1[τ∗<σ] + Lσ1[σ<τ∗]

+ Qτ∗1[τ∗=σ<T ] + ξ1[τ∗=σ=T ]

]

= J(τ∗, u∗;σ, v)

and Y0 = J(u∗, τ∗; v∗, σ∗) ≥ J(u∗, τ∗; v, σ). In the same way we can show that
Y0 = J(u∗, τ∗; v∗, σ∗) ≤ J(u, τ ; v∗, σ∗) for any τ ∈ T and u an admissible control for
c1. It follows that (u∗, τ∗; v∗, σ∗) is a saddle-point for the game.

Finally, let us show that the value of the game is Y0. We proved that

J(u∗, τ∗; v, σ) ≤ Y0 = J(u∗, τ∗; v∗, σ∗) ≤ J(u, τ ; v∗, σ∗)

for any (u, v) ∈ U × V and τ, σ ∈ T . Thereby

Y0 ≤ inf
u∈U,τ∈T

J(u, τ ; v∗, σ∗) ≤ sup
v∈V,σ∈T

inf
u∈U,τ∈T

J(u, τ ; v, σ).
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On the other hand

Y0 ≥ sup
v∈V,σ∈T

J(u∗, τ∗; v, σ) ≥ inf
u∈U,τ∈T

sup
v∈V,σ∈T

J(u, τ ; v, σ).

Now due to the inequality

inf
u∈U,τ∈T

sup
v∈V,σ∈T

J(u, τ ; v, σ) ≥ sup
v∈V,σ∈T

inf
u∈U,τ∈T

J(u, τ ; v, σ)

we have

Y0 = inf
u∈U,τ∈T

sup
v∈V,σ∈T

J(u, τ ; v, σ) = sup
v∈V,σ∈T

inf
u∈U,τ∈T

J(u, τ ; v, σ).

The proof is now complete.
Let t ∈ [0, T ] be fixed; for τ , σ ∈ Tt, and (u, v) ∈ U ×V, we define the conditional

payoff after t as follows:

Jt(u, τ ; v, σ) := Eu,v

[∫ τ∧σ

t

h(s, x, us, vs)ds + Uτ1[τ<σ] + Lσ1[σ<τ<T ]

+ Qτ1[τ=σ<T ] + ξ1[τ=ν=T ]|Ft

]
.

In the previous result we characterized Y0 as the value of the game. However, more
can be said about the process (Yt)t≤T . Actually we have the following proposition.

Proposition 4.3. The process (Yt)t≤T is continuous, and for any stopping time
ν we have

Yν = ess inffu∈U ;τ∈Tν ess supv∈V;σ∈Tν
Jν(u, τ ; v, σ)

= ess supv∈V;σ∈Tν
ess inffu∈U ;τ∈TνJν(u, τ ; v, σ);

(7)

i.e., the process (Yt)t≤T is the value function of the game.
Proof. Let ν be a stopping time. Let θν (≥ ν) be the stopping time with which

(Zν
s )s∈[0,T ] ∈ H2,m and (Kν,±

s )s∈[0,T ] ∈ S2 nondecreasing (Kν,±
ν = 0) are such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀s ∈ [ν, θν ], Ys = Yθν +

∫ θν

s

H∗(r, Zν
r )dr + (Kν,+

θν
−Kν,+

s )

− (Kν,−
θν

−Kν,−
s ) −

∫ θν

s

Zν
r dBr, YT = ξ,

∀s ∈ [ν, θν ], Ls ≤ Ys ≤ Us and

∫ θν

ν

(Yr − Lr)dK
ν,+
r =

∫ θν

ν

(Yr − Ur)dK
ν,−
r = 0,

Y is continuous on [ν, θν ].

(8)

The existence of θν , Zν , and Kν,± stems from Theorem 3.1. If τ∗ν = inf{s ≥
ν, Ys = Us}∧T and σ∗

ν = inf{s ≥ ν, Ys = Ls}∧T , then P-a.s., τ∗ν ∨σ∗
ν ≤ θν . For s ≥ 0,

let u∗
s = u∗(s, x, Zν

s ) and v∗s = v∗(s, x, Zν
s ); then u∗ and v∗ are admissible controls for

c1 and c2, respectively. Along the same lines as in the proof of Theorem 4.2 we can
show that Yν = Jν(u

∗, τ∗ν ; v∗, σ∗
ν). On the other hand if τ , σ ∈ Tν and (u, v) ∈ U ×V,

then

P -a.s. Yν ≤ Jν(u, τ ; v∗, σ∗
ν) and Yν ≥ Jν(u

∗, τ∗ν ; v, σ),

from which we can infer relation (7). We now focus on the continuity of (Yt)t≤T .
In the construction of Y we used an increasing scheme, but it is possible to use a
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decreasing scheme by making the penalization at (11) on the barrier U . Therefore
there exists an upper semicontinuous process Ỹ such that for any stopping time ν
equality (7) is satisfied with Ỹν instead of Yν . It follows that Yν = Ỹν , P-a.s. for any
stopping time ν. The optional section theorem (see [9, p. 220]) implies that P-a.s. for
any t ≤ T , Yt = Ỹt. Therefore the process Y is both upper and lower semicontinuous;
i.e., it is continuous.

Remark 4.4. (i) The value function of the zero-sum mixed game does not depend
on the values Qs, s < T , of the process Q.

(ii) In the case when h ≡ 0 and f ≡ 0, the problem is just the well-known
zero-sum Dynkin game. Our results, Theorem 4.2 and Proposition 4.3, imply the
game has a value function and a saddle-point when L and U are merely continuous
processes. We do not require further conditions of Mokobodski type or regularity of
the barriers. In addition, the value function is continuous and the saddle-point τ∗, σ∗

is characterized as the first times when we have Y = U and Y = L, respectively.
Those properties of Dynkin games were not known. Actually in [25], for example, the
authors show just that the value function is right continuous with left limits and that
a saddle-point exists for bounded processes L and U and when Q = L. Additionally,
a characterization such as ours of the saddle-point is not obtained.

Example 4.5. Let us consider the following example:

dxt = xtdBt, t ≤ 1, and x0 = 1;
A = [0, 1], B = [−1, 1], f(t, x, u, v) = xt(u− v),

and h(t, x, u, v) = min{|xt|, 2} +
1

2
(u2 + v2).

Therefore H(t, x, p, u, v) = p(u−v)+min{|xt|, 2}+ 1
2 (u2+v2), and obviously the Isaacs

condition is satisfied with u∗(p) = 1[p<−1] − p1[−1≤p≤0] and v∗(p) = 1[p<0] − 1[p≥0] for
any p ∈ R. It follows that

H∗(t, x, p) := H(t, x, p, u∗(p), v∗(p)) = pu∗(p) − pv∗(p) + min{|xt|, 2}
+ 1

2 (u∗(p)2 + v∗(p)2)

= p1[p<−1] − p21[−1≤p≤0] + |p| + min{|xt|, 2}
+ 1

2{1 + 1[p<−1] + p21[−1≤p≤0]}.

Assume that for t ≤ 1, Ut = min(2, xt), Lt = min(1, 1
3xt), ξ = min(2, x1), and let

(Yt)t≤1 be the value function of the associated mixed stochastic differential game.
Figure 1 shows a simulation of a path of the process Y and an evaluation of Y0.

5. Application in finance. Let M be a financial market where, for the sake of
simplicity, we have a bond (Ct)t≤T whose evolution is

dCt = rCtdt, t ≤ T, C0 > 0,

and one risky asset, whose price (St)t≤T is given by

dSt = St(μdt + νdBt), t ≤ T, S0 > 0.

Let t ∈ [0, T ] be fixed and let X be a nonnegative Ft-measurable random variable. A
self-financing portfolio after t, whose endowment at t is X, is a P-measurable process
π = (βs, γs)s∈[t,T ] with values in R2 such that, P-a.s.,

(i)

∫ T

t

{|βs| + (γsSs)
2}ds < ∞,

(ii) if Aπ,X
s = βs.Cs + γs.Ss, then Aπ,X

s = X +

∫ s

t

βudCu +

∫ s

t

γudSu ∀s ∈ [t, T ].
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Fig. 1. Trajectory of the value function (Yt)t≤1 (Y0 = 0.9142).

Let P ∗ be the unique probability on (Ω,F) under which the actualized price of the
risky asset is a martingale, i.e.,

dP ∗

dP
:= exp

{
−ν−1(μ− r)BT − 1

2
(ν−1(μ− r))2T

}
.

Therefore under P ∗, by Girsanov’s theorem (see [21, p. 191] or [28, p. 331]), the
process (Wt = Bt + ν−1(μ− r)t)t≤T is an (Ft, P

∗)-Brownian motion.
An American game or Israeli option is a contract between a broker c1 and a trader

c2 who are, respectively, the seller and the buyer of the option. The trader pays
an initial amount (the price of the option) which guarantees a payment of (Lt)t≤T

(a “contingent claim” in the usual language of financial markets). The trader can
exercise whenever he decides before the maturity T of the option. Thus, if the trader
decides to exercise at τ , he gets the amount Lτ . On the other hand, the broker is
allowed to cancel the contract which binds him to c2. Therefore if he chooses σ as
the contract cancellation time, he pays the amount Uσ equal to at least the one that
would earn c2 if he decided to exercise at σ, i.e., Uσ ≥ Lσ. The difference Uσ − Lσ is
the premium that the broker pays for his decision to cancel the contract. If c1 and c2
decide together to stop the contract at the same time τ , then c2 gets a reward equal
to Qτ1[τ<T ] + ξ1[τ=T ].

In [7], the authors consider this problem, but with payoffs L and U as Itô processes
(they also suppose that Q ≡ L). Additionally, in [20] Kifer studied this problem in
detail. However, since his work is based on the paper by Lepeltier and Maingueneau
[25], he was able to consider only the case when Q = U . Our framework is more
general and we have deduced more properties of the solution of the problem (e.g.,
continuity of the fair price, characterization of the optimal strategy) than Kifer did.

Let us now consider the probability space (Ω,F , P ∗) endowed with the Brownian
motion (Wt)t≤T . Let (Ỹ )t≤T be the continuous process (through Proposition 4.3) such
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that for any t ≤ T , there exist a stopping time θt ≥ t and a process (Z̃s)s∈[t,T ] of H2,m

and (K̃+
s , K̃−

s )s∈[t,T ], which are a pair of nondecreasing processes of S2 ((K̃+
t , K̃−

t ) =
(0, 0)), such that⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∀s ≤ T, e−rsLs ≤ Ỹs ≤ e−rsUs and ỸT = e−rT ξ;

Ỹs = Ỹθt + (K̃+
θt
− K̃+

s ) − (K̃−
θt
− K̃−

s ) −
∫ θt

s

Z̃rdWr ∀s ∈ [t, θt],∫ θt

t

(e−ruUu − Ỹu)dK̃−
u =

∫ θt

t

(e−ruLu − Ỹu)dK̃+
u = 0.

According to Proposition 4.3, if we set τ∗t := inf{s ≥ t, Ỹs = e−rsUs} ∧ T and σ∗
t :=

inf{s ≥ t, Ỹs = e−rsLs} ∧ T , then we have

∀ τ, σ ∈ Tt, Γ̄t(τ
∗
t , σ) ≤ Ỹt = Γ̄t(τ

∗
t , σ

∗
t ) ≤ Γ̄t(τ, σ

∗
t ),(9)

where Γ̄t(τ, σ) = E∗[e−rτUτ1[τ<σ]+e−rσLσ1[σ<τ ]+e−rτQτ1[τ=σ<T ]+e−rT ξ1[τ=σ=T ]|Ft].
A hedge for the broker against the game option after t is a pair (π, τ), where π is

a self-financing portfolio after t, whose endowment at t is X and τ is a stopping time
≥ t, satisfying

Aπ,X
s∧τ ≥ R(s, τ) := Uτ1[τ<s] + Ls1[s<τ ] + Qs1[s=τ<T ] + ξ1[s=τ=T ] ∀s ∈ [t, T ]P -a.s.

Since the broker is allowed to cancel the option he does not need to hedge with a
portfolio up to maturity T but only up to its cancellation time. This is the main
reason why a hedging strategy for the broker has two components, a portfolio and a
stopping time. The quantity R(s, τ) is the amount that the broker has to pay if the
option is exercised at s or cancelled at τ .

In [20], Kifer showed that the value (the fair price) of the option at t = 0 is Ỹ0

and a hedge exists. We show that the fair price of the option at time t is ertỸt and a
hedge after t exists also.

First, as usual (see, e.g., [14], [22]), we define the value of the option at t by
Vt, where (Vt)t≤T is an rcll (right continuous with left limits) process which satisfies
∀t ≤ T , P -a.s.

Vt := ess inf{X ≥ 0, Ft-measurable such that there exists a hedge (π, τ) after t
against the game option, where π is a self-financing portfolio after t whose
endowment at t is X}.

Then we have the following theorem.
Theorem 5.1. P-a.s., for any t ≤ T , Vt = ertỸt. Moreover a hedge after t

against the option exists.
Proof. Let t ≤ T be fixed and let (π, τ) be a hedge after t against the game option.

Therefore τ ≥ t, and π = (βs, γs)s∈[t,T ] is a self-financing portfolio whose value at t is

X, satisfying Aπ,X
s∧τ ≥ R(s, τ) ∀s ∈ [t, T ]. But

e−rs∧τAπ,X
s∧τ = e−rtX + ν

∫ s∧τ

t

γuSue
−rudWu ≥ e−rs∧τR(s, τ) ∀s ∈ [t, T ].(10)

Let σ be a stopping time ≥ t. Putting s = σ and taking the conditional expectation
in (10) we have

e−rtX ≥ E∗[e−rτ∧σR(σ, τ)|Ft].
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Therefore

e−rtX ≥ ess supσ≥tE
∗[e−rτ∧σR(σ, τ)|Ft]

≥ ess infτ≥tess supσ≥tE
∗[e−rτ∧σR(σ, τ)|Ft] = Ỹt

because of (9) and Proposition 4.3. It follows that Vt ≥ ertỸt. Let us now show the
reverse inequality. Since τ∗t ≤ θt, then for any s ≥ t we have

Ỹs∧τ∗
t

= Ỹt − K̃+
s∧τ∗

t
+

∫ s∧τ∗
t

t

Z̃udWu.

On the other hand, since Ỹτ∗
t
1[τ∗

t <T ] = e−rτ∗
t Uτ∗

t
1[τ∗

t <T ] ≥ e−rτ∗
t Qτ∗

t
1[τ∗

t <T ], then

Ỹs∧τ∗
t

= Ỹs1[s<τ∗
t ] + Ỹτ∗

t
1[τ∗

t <s] + Ỹτ∗
t
1[s=τ∗

t <T ] + ξ1[s=τ∗
t =T ]

≥ e−rsLs1[s<τ∗
t ] + e−rτ∗

t Uτ∗
t
1[τ∗

t <s] + e−rτ∗
t Qτ∗

t
1[s=τ∗

t <T ] + ξ1[s=τ∗
t =T ]

= e−rs∧τ∗
t R(s, τ∗t ).

Henceforth we have

Ỹt +

∫ s∧τ∗
t

t

Z̃udWu ≥ e−rs∧τ∗
t R(s, τ∗t ) ∀s ∈ [t, T ].

Next for s ∈ [t, T ] let us set M̃s := ers(Ỹt +
∫ s∧τ∗

t

t
Z̃udWu), γs = ersZ̃s(νSs)

−11[s≤τ∗
t ],

and βs = (M̃s − γsSs)C
−1
s . Therefore for any s ∈ [t, T ] we obviously have M̃s =
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Fig. 2. S0 = 2, r = μ = ν = 1, T = 1, Lt = (St − 1)+, Ut = 1.1(St − 1)+, and ξ = 1.05(S1 − 1)+.
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βsCs + γsSs. Additionally, using Itô’s formula we obtain

∀s ∈ [t, T ], M̃s = ertỸt +

∫ s

t

eruZ̃u1[u≤τ∗
t ]dWu +

∫ s

t

rM̃udu

= ertỸt +

∫ s

t

βudCu +

∫ s

t

γudSu.

It follows that (βs, γs)s∈[t,T ] is a self-financing portfolio whose value at t is ertỸt.

Since M̃s∧τ∗
t
≥ R(s, τ∗t ) for any s ∈ [t, T ], then ((βs, γs)s∈[t,T ], τ

∗
t ) is a hedge against

the game option. It implies that ertỸt ≥ Vt and then ertỸt = Vt P-a.s. As Ỹ is
continuous and V is rcll, those processes are undistinguishable, i.e., P-a.s. for any
t ≤ T , Vt = ertỸt. This ends the proof.

We finally present a numerical result of an example. Let us take S0 = 2, r =
μ = ν = 1, T = 1, Lt = (St − 1)+, Ut = 1.1(St − 1)+, and finally ξ = 1.05(S1 − 1)+.
Figure 2 shows a simulation of a path of the process (Ỹt = Vte

−t)t≤1 (V0 = 1.0746).

Appendix. The proof of Theorem 3.1, divided into five steps, is given for the
case when ν = 0. If ν is not equal to 0, it just needs a slight modification.

For n ≥ 0, let ϕn : [0, T ]×Ω×R1+m → R such that ϕn(t, ω, y, z) = ϕ(t, ω, y, z)+
n(Lt−y)+. The function ϕn is uniformly Lipschitz with respect to (y, z). According to
the result of El-Karoui et al. [12, Theorem 5.2], there exists a process (Y n, Zn,K−,n)
solution of the BSDE with one reflecting barrier associated with (ϕn, ξ, U), i.e.,

(11)⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Y n ∈ S2, Zn ∈ H2,m ; K−,n is a continuous nondecreasing process with K−,n
0 = 0;

Y n
t = ξ +

∫ T

t

ϕ(s, Y n
s , Zn

s )ds + n

∫ T

t

(Ls − Y n
s )+ds− (K−,n

T −K−,n
t ) −

∫ T

t

Zn
s dBs;

Y n
t ≤ Ut ∀t ≤ T and

∫ T

0

(Us − Y n
s )dK−,n

s = 0.

As ϕn ≤ ϕn+1, thus a comparison theorem (see, e.g., [12, Theorem 4.1]) implies
that for any n ≥ 0, Y n ≤ Y n+1 ≤ U . Let ν be a stopping time, let n ≥ 0, and
δnν = inf{s ≥ ν, Y n

s = Us}∧T . Since Y n ≤ Y n+1 we have δn+1
ν ≤ δnν and the sequence

of stopping times (δnν )n≥0 converges to another stopping time δν := limn→∞ δnν . In
what follows, δn0 (resp., δ0) will be simply denoted δn (resp., δ).

First let us give the following result.
Proposition A.1. There exists a process Y := (Yt)t≤T such that P-a.s. for

any t ≤ T , Y n
t → Yt as n → ∞ and (Y n)n≥0 → Y in H2,1 . Moreover Y is lower

semicontinuous and satisfies

P-a.s. ∀t ≤ T,Lt ≤ Yt ≤ Ut, and YT = ξ.

Proof. Since P-a.s. for any n ≥ 0 we have Y n ≤ Y n+1 ≤ U and Y n is continuous,
there exists a P-measurable lower semicontinuous process (Yt)t≤T such that P-a.s.
for any t ≤ T , Y n

t → Yt as n → ∞, Yt ≤ Ut, and YT = ξ. On the other hand, the
dominated convergence theorem implies that (Y n)n≥0 → Y in H2,1.

We want to show that P-a.s. for any t ≤ T , Yt ≥ Lt. It is enough to show that
P-a.s., Yν ≥ Lν (ν is a “whatever” stopping time); then the result follows from the
optional section theorem [9, p. 220].
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For any n ≥ 0, the process Y n satisfies (see, e.g., [12])

Y n
ν = ess infτ∈TνE

[∫ τ

ν

ϕ(s, Y n
s , Zn

s )ds + n

∫ τ

ν

(Ls − Y n
s )+ds

+ Uτ1[τ<T ] + ξ1[τ=T ]|Fν

]

and

Y n
ν = E

[∫ δnν

ν

ϕ(s, Y n
s , Zn

s )ds + n

∫ δnν

ν

(Ls − Y n
s )+ds + Uδnν 1[δnν <T ] + ξ1[δnν =T ]|Fν

]
.

Therefore we have

(12)

Y n
ν ≥ E

[
−
∫ δnν

ν

|ϕ(s, Y n
s , Zn

s )|ds + n

∫ δnν

ν

(Ls − Y n
s )+ds + Uδnν

1[δnν <T ] + ξ1[δnν =T ]|Fν

]
.

Since the process K−,n moves only when Y n reaches the barrier U , then for any s ≤ T
from (11) we have

Y n
(s∨ν)∧δnν

= Y n
δnν

+

∫ δnν

(s∨ν)∧δnν

ϕ(r, Y n
r , Zn

r )dr+n

∫ δnν

(s∨ν)∧δnν

(Lr−Y n
r )+dr−

∫ δnν

(s∨ν)∧δnν

Zn
r dBr.

Therefore basic calculations (see, e.g., [12]) imply the existence of a constant C, which
does not depend on n, such that

E

[∫ δnν

ν

|Zn
r |2dr

]
≤ C ∀n ≥ 0,(13)

since Y n
δnν

is uniformly bounded in L2(Ω, F, P ). As Y 0 ≤ Y n ≤ U , ϕ is Lipschitz, and

taking into account (13), we deduce from (12) that

∫ δν

ν

(Lr − Yr)
+dr = 0,P-a.s.(14)

On the other hand, for any s ≤ T we have, due to δν ≤ δnν ,

Y n
(s∨ν)∧δν

= Y n
δν+

∫ δν

(s∨ν)∧δν

ϕ(r, Y n
r , Zn

r )dr+n

∫ δν

(s∨ν)∧δν

(Lr−Y n
r )+dr−

∫ δν

(s∨ν)∧δν

Zn
r dBr,

which implies

Y n
(s∨ν)∧δν

= Y n
ν −

∫ (s∨ν)∧δν

ν

ϕ(r, Y n
r , Zn

r )dr − n

∫ (s∨ν)∧δν

ν

(Lr − Y n
r )+dr

+

∫ (s∨ν)∧δν

ν

Zn
r dBr ∀s ≤ T.

From Y n ≤ Y n+1 and (13), using a result of Peng [27, Theorem 2.1] we deduce that
the process (Y(s∨ν)∧δν )s≤T is right continuous, and hence Y is right continuous on
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[ν, δν ]. Therefore on the set {ν < δν}, we obtain from (14) that Ys ≥ Ls for s ∈ [ν, δν [
and Yν ≥ Lν . The set {ν = δν} is Fν-measurable, and thus from (12) we have

(15)

1{ν=δν}Y
n
ν ≥ E

[
1{ν=δν}

{
−
∫ δnν

ν

|ϕ(s, Y n
s , Zn

s )|ds + Uδnν
1[δnν <T ] + ξ1[δnν =T ]

}
|Fν

]
.

But

E

[
1{ν=δν}

∫ δnν

ν

|ϕ(s, Y n
s , Zn

s )|ds
]
→ 0 as n → ∞.

Then taking the limit in (15), if necessary extracting a subsequence, we obtain

1{ν=δν}(Yν − Uδν1[δν<T ] − ξ1[δν=T ]) ≥ 0

which implies 1{ν=δν}(Yν − Lν) ≥ 0. It follows that P-a.s. Yν ≥ Lν and the optional
section theorem yields the desired result.

On [0, δ] the process Y satisfies a BSDE with one reflecting lower barrier. Actually
we have the following lemma.

Lemma A.2. There exist two P-measurable processes (K̃+
s )s≤T and (Z̃s)s≤T with

values, respectively, in R+ and Rm such that P-a.s.⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

E

[∫ T

0

|Z̃s|2ds
]
< ∞; K̃+ is continuous nondecreasing and K̃+

0 = 0;

Ys = Yδ +

∫ δ

s

ϕ(u, Yu, Z̃u)du + (K̃+
δ − K̃+

s ) −
∫ δ

s

Z̃udBu ∀s ∈ [0, δ];∫ δ

0

(Ys − Ls)dK̃
+
s = 0.

(16)

Proof. We know that the process K−,n of (11) moves only when Y n reaches the
barrier U ; therefore for any n ≥ 0 and s ∈ [0, δ] we have

Y n
s = Y n

δ +

∫ δ

s

ϕ(u, Y n
u , Zn

u )du + n

∫ δ

s

(Lu − Y n
u )+du−

∫ δ

s

Zn
udBu

since δ ≤ δn. As limn→∞ E[|Y n
δ − Yδ|2] = 0 and Yδ ≥ Lδ, the sequences

((Zn
s 1[s≤δ])s≤T )n≥0 and

⎛
⎝
(
n

∫ s∧δ

0

(Lu − Y n
u )+dr

)
s≤T

⎞
⎠

n≥0

converge, respectively, in H2,m and S2 to Z̃ and K̃+. In addition we have
∫ δ

0
(Yu −

Lu)dK̃+
u = 0. The proof of those claims is the same as the proof of Theorem 5.2

in [12] in the part related to the penalization method (6th paragraph). The minor
changes are that the terminal time is a bounded stopping time and that the terminal
value Y n

δ depends on n. But we have limn → ∞ Y n
δ = Yδ ≥ Lδ. Therefore those

changes are irrelevant. It follows that (Y, Z̃, K̃+) satisfies (16).
Next for n ≥ 0 and ν a stopping time let θnν = inf{s ≥ δν , Y

n
s ≤ Ls} ∧ T . Since

Y n ≤ Y n+1, then θnν ≤ θn+1
ν ; therefore θnν → θν as n → ∞ and θν is also a stopping

time. In what follows, θ0 will be simply denoted θ.
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Let us deal with the convergence of Y n
t∧θn for t ∈ [δ, θ].

Proposition A.3. P-a.s. we have
(i) for any t ∈ [δ, θ[, Y n

t∧θn → Yt as n → ∞;
(ii) on the set [Yδ = Lδ] (resp., [Yδ > Lδ]), Y

n
θn → Yθ (resp., Lθ1[θ<T ] + ξ1[θ=T ])

as n → ∞.
Proof. (i) Let ω be fixed. If t ∈ [δ(ω), θ(ω)[, then there exists an n0(ω) such

that for n ≥ n0 we have θn ≥ t and Y n
t∧θn = Y n

t → Yt. Let us focus on (ii). If
ω ∈ [Yδ = Lδ], one has θn(ω) = δ(ω) and θ(ω) = δ(ω), since Y n ≤ Y . It follows
that Y n

θn(ω) = Y n
δ (ω) = Y n

θ (ω) → Yθ(ω) = Yδ(ω). Assume instead ω ∈ [Yδ > Lδ]. As
Y n ↗ Y , there exists n1(ω) such that for n ≥ n1(ω) we have Y n

δ (ω) > Lδ(ω). The
continuity of Y n and L implies that for n ≥ n1, θ

n(ω) > δ(ω). Let us now write

Y n
θn = Y n

θn1[θ<T ] + Y n
θn1[θ=T ].

We note that for n ≥ n1, Y n
θn1[θ<T ] = Lθn1[θ<T ] → Lθ1[θ<T ], while Y n

θn1[θ=T ] →
ξ1[θ=T ] as n → ∞. To see the latter, suppose there exists k(ω) such that Y k(ω) does

not reach L(ω) after δ(ω). Then for n ≥ k, we have θn(ω) = T since Y k ≤ Y n;
therefore Y n

θn1[θ=T ] → ξ1[θ=T ]. Otherwise, for any n ≥ 0, Y n(ω) reaches L(ω) after
δ(ω); this implies θ(ω) = T and necessarily LT (ω) = ξ(ω), and thus at least for
n ≥ n1, Y

n
θn1[θ=T ] = Lθn1[θ=T ] → ξ1[θ=T ].

It follows that for ω ∈ [Yδ > Lδ], Y
n
θn → Lθ1[θ<T ] + ξ1[θ=T ], as n → ∞.

On [δ, θ], the process Y satisfies a BSDE with one upper reflecting barrier. Specif-
ically we have the following proposition.

Proposition A.4.

(i) P-a.s. Yθ1[θ<T ] = Lθ1[θ<T ].

(ii) There exist two processes Z̃1 ∈ H2,m and a nondecreasing K̃1− ∈ S2 with
K̃1−

δ = 0 such that⎧⎪⎪⎨
⎪⎪⎩
∀t ∈ [δ, θ], Yt = Yθ +

∫ θ

t

ϕ(s, Ys, Z̃
1
s )ds− (K̃1−

θ − K̃1−
t ) −

∫ θ

t

Z̃1
sdBs;∫ θ

δ

(Ys − Us)dK̃
1−
s = 0.

(17)

(iii) P-a.s. Yδ1[δ<T ] = Uδ1[δ<T ].
Proof. Let us set ζ := limn→∞ Y n

θn = Yθ1[Yδ=Lδ] + (Lθ1[θ<T ] + ξ1[θ=T ])1[Yδ>Lδ]

and let us consider a (Y ′, Z̃ ′, K̃ ′−) solution of the BSDE with one upper barrier U on
[0, θ], i.e.,⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Y ′, K̃ ′− ∈ S2, Z̃ ′ ∈ H2,m; K̃ ′− is nondecreasing and K̃ ′−
0 = 0;

∀t ≤ θ, Y ′
t = ζ +

∫ θ

t

ϕ(s, Ys, Z̃
′
s)ds− (K̃ ′−

θ − K̃ ′−
t ) −

∫ θ

t

Z̃ ′
sdBs;

∀t ≤ θ, Y ′
t ≤ Ut and

∫ θ

0

(Y ′
s − Us)dK̃

′−
s = 0.

(18)

Let us emphasize that in the arguments of ϕ we have Y and not Y ′.
To begin, we show that P-a.s. ∀t ≤ T, Y n

(t∨δ)∧θn → Y ′
(t∨δ)∧θ as n → ∞. From

(11), for n ≥ 0 and t ∈ [δ, θ] we have

Y n
t∧θn = Y n

θn +

∫ θ

t

1[s≤θn]ϕ(s, Y n
s , Zn

s )ds− (K−,n
θn −K−,n

t∧θn) −
∫ θ

t

1[s≤θn]Z
n
s dBs
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since either θn = δ or Y n
t ≥ Lt for t ∈ [δ, θn]. Using Itô’s formula for t ∈ [δ, θ] we get

(Y n
t∧θn − Y ′

t )2 +

∫ θ

t

|Zn
s 1[s≤θn] − Z̃ ′

s|2ds = (Y n
θn − ζ)2

+ 2

∫ θ

t

(Y n
s∧θn − Y ′

s ){1[s≤θn]ϕ(s, Y n
s , Zn

s )

− ϕ(s, Ys, Z̃
′
s)}ds− 2

∫ θ

t

(Y n
s∧θn − Y ′

s )(dK−,n
s∧θn − dK̃ ′−

s )

− 2

∫ θ

t

(Y n
s∧θn − Y ′

s )(1[s≤θn]Z
n
s − Z̃ ′

s)dBs.

But for t ∈ [δ, θn],∫ θ

t

(Y n
s∧θn − Y ′

s )(dK−,n
s∧θn − dK̃ ′−

s )

=

∫ θn

t

(Y n
s − Y ′

s )(dK−,n
s − dK̃ ′−

s ) −
∫ θ

θn

(Y n
θn − Y ′

s )dK̃ ′−
s

≥ −
∫ θ

θn

(Y n
θn − Y ′

s )dK̃ ′−
s ≥ −2 sup

s≤θ
|Us|(K̃ ′−

θ − K̃ ′−
θn )

due to
∫ θn

t
(Y n

s − Y ′
s )(dK−,n

s − dK̃ ′−
s ) ≥ 0. On the other hand, for t ∈ [θn, θ],

∫ θ

t

(Y n
s∧θn − Y ′

s )(dK−,n
s∧θn − dK̃ ′−

s ) = −
∫ θ

t

(Y n
θn − Y ′

s )dK̃ ′−
s ≥ −2 sup

s≤θ
|Us|(K̃ ′−

θ − K̃ ′−
θn ).

Therefore for any t ∈ [δ, θ] we have

(Y n
t∧θn − Y ′

t )2 +

∫ θ

t

|Zn
s 1[s≤θn] − Z̃ ′

s|2ds ≤ (Y n
θn − ζ)2 + 4 sup

s≤θ
|Us|(K̃ ′−

θ − K̃ ′−
θn )

+ 2

∫ θ

t

(Y n
s∧θn − Y ′

s )(1[s≤θn]ϕ(s, Y n
s , Zn

s ) − ϕ(s, Ys, Z̃
′
s))ds

− 2

∫ θ

t

(Y n
s∧θn − Y ′

s )(1[s≤θn]Z
n
s − Z̃ ′

s)dBs.

(19)

For t ∈ [δ, θ], the following estimate holds true:∫ θ

t

(Y n
s∧θn − Y ′

s )(1[s≤θn]ϕ(s, Y n
s , Zn

s ) − ϕ(s, Ys, Z̃
′
s))ds

=

∫ θ

t

(Y n
s∧θn − Y ′

s )[1[s≤θn](ϕ(s, Y n
s , Zn

s ) − ϕ(s, Ys, Z̃
′
s)) + (1[s≤θn] − 1)ϕ(s, Ys, Z̃

′
s)]ds

≤
∫ θ

t

{C1[s≤θn]|Y n
s∧θn − Y ′

s |(|Y n
s − Ys| + |Zn

s − Z̃ ′
s|)

+ |1[s≤θn] − 1||ϕ(s, Ys, Z̃
′
s)||Y n

s∧θn − Y ′
s |}ds

≤
∫ θ

t

{
C|Y n

s∧θn − Y ′
s |2 + C|Y n

s∧θn − Ys|2 +
1

4
|Zn

s 1[s≤θn] − Z̃ ′
s|2

}
ds

+

∫ θ

t

|1[s≤θn] − 1||ϕ(s, Ys, Z̃
′
s)||Y n

s∧θn − Y ′
s |ds,
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where C is a constant independent of n, which may change from one line to another.
Substituting in (19) and replacing t by (t ∨ δ) ∧ θ for t ∈ [0, T ], we obtain

(Y n
(t∨δ)∧θn − Y ′

(t∨δ)∧θ)
2 +

3

4

∫ θ

(t∨δ)∧θ

|Zn
s 1[s≤θn] − Z̃ ′

s|2ds

≤ (Y n
θn − ζ)2 + 4 sups≤θ |Us|(K̃ ′−

θ − K̃ ′−
θn )

+

∫ θ

(t∨δ)∧θ

{C|Y n
s∧θn − Y ′

s |2 + C|Y n
s∧θn − Ys|2}ds

+

∫ θ

δ

|1[s≤θn] − 1||ϕ(s, Ys, Z̃
′
s)||Y n

s∧θn − Y ′
s |ds

−2

∫ θ

(t∨δ)∧θ

(Y n
s∧θn − Y ′

s )(1[s≤θn]Z
n
s − Z̃ ′

s)dBs.

(20)

Taking expectations in bhs (both hand sides) and using Gronwall’s inequality [15,
p. 195] we obtain

∀t ≤ T, E[(Y n
(t∨δ)∧θn − Y ′

(t∨δ)∧θ)
2] → 0 as n → ∞,

since

E[(Y n
θn−ζ)2+2 sup

s≤θ
|Us|(K̃ ′−

θ −K̃ ′−
θn )+

∫ θ

δ

|Y n
s∧θn−Ys|2+|1[s≤θn]−1||ϕ(s, Ys, Z̃

′
s)|2ds] → 0

as n → ∞. Finally in (20), taking the supremum in t, expectations in bhs, and using
first the Burkholder–Davis–Gundy inequality (see [21, p. 166] or [28, p. 160]) and then
the inequality |a.b| ≤ ε|a|2 + 1

ε |b|2 for any a, b ∈ Rk and ε > 0, we get

E

[
sup
t≤T

|Y n
(t∨δ)∧θn − Y ′

(t∨δ)∧θ|2
]
→ 0 as n → ∞.

According to Proposition A.3, for any t ≤ T , limn → ∞ Y n
(t∨δ)∧θn = Y(t∨δ)1[t<θ] +

ζ1[t≥θ]; therefore uniform convergence implies that the process (Y(t∨δ)1[t<θ]+ζ1[t≥θ])t≤T

is continuous, and for any t ≤ T we have Y ′
(t∨δ)∧θ = Y(t∨δ)1[t<θ] + ζ1[t≥θ]. It follows

that for any t ∈ [δ, θ], Y ′
t = Yt1[t<θ] + ζ1[t=θ].

Let us show (i). If δ = θ < T , then for any n ≥ 0, δ = θn = θ and Y n
θn = Y n

δ ≤ Lδ;
therefore taking the limit we obtain Yθ = Lθ since Yθ ≥ Lθ (Proposition A.1).

Next, suppose that δ < θ < T (then Lδ < Yδ), and let (tn)n≥0 be a sequence
of real numbers which converges increasingly to θ. Then limn → ∞ Ytn = ζ = Lθ

since θ < T (thanks to A.3(ii)), but the process Y is lower semicontinuous, and thus
Yθ ≤ limn → ∞ Ytn = Lθ. Henceforth we have also Yθ = Lθ.

We now focus on (ii). Since Yθ1[θ<T ] = Lθ1[θ<T ], then ζ = Yθ, and for any

t ∈ [δ, θ], Y ′
t = Yt. For t ≤ T , let us set Z̃1

t = Z̃ ′
t1[δ≤t≤θ] and K̃1−

t = K̃ ′−
(t∨δ)∧θ − K̃ ′−

δ ;

therefore the triple (Y, Z̃1, K̃1−) satisfies (17). As a by-product we have also the
continuity of Y on [δ, θ].

Finally, it remains to show that Yδ1[δ<T ] = Uδ1[δ<T ]. For ω ∈ [Yδ > Lδ] ∩
[δ < T ] we have θ(ω) > δ(ω), and since Y is continuous on [δ, θ] then Yδ(ω) =
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limn→∞Yδn(ω) ≥ lim supn→∞Y n
δn(ω) = limn→∞Uδn(ω) = Uδ(ω) which implies Yδ(ω) =

Uδ(ω).
Let us now show that Yδ = Uδ on [Yδ = Lδ] ∩ [δ < T ].
For n ≥ 0, let νn = inf{s ≥ δ, Y n

s = Ls} ∧ T. On [Yδ = Lδ], δ ≤ νn ≤ δn for any
n ≥ 0; therefore limn→∞ νn = δ. From (11), for any n ≥ 0 we have

1[Yδ=Lδ]Y
n
νn ≥

(
Y n
δn +

∫ δn

νn

ϕ(u, Y n
u , Zn

u )du−
∫ δn

νn

Zn
udBu

)
1[Yδ=Lδ]

≥ Y n
δn1[Yδ=Lδ] +

∫ δn

νn

1[Yδ=Lδ]ϕ(u, Y n
u , Zn

u )du−
∫ δn

νn

1[Yδ=Lδ]Z
n
udBu

since n(Lu − Y n
u )+ ≥ 0 and K−,n

δn = K−,n
νn on [Yδ = Lδ]. Using (13), we deduce that

E[
∫ δn

νn 1[Yδ=Lδ]ϕ(u, Y n
u , Zn

u )du] → 0 as n → ∞ since on [Yδ = Lδ], the sequence
(νn − δn)n≥0 → 0, and thus lim infn→∞ E[1[Yδ=Lδ](Y

n
νn − Y n

δn)] ≥ 0. But P-a.s. we
have

1[Yδ=Lδ](Y
n
νn − Y n

δn) = 1[Yδ=Lδ](Y
n
νn − Y n

δn)1[δ<T ] → 1[Yδ=Lδ](Lδ − Uδ)1[δ<T ],

and hence using the dominated convergence theorem we obtain

lim inf
n→∞

E[1[Yδ=Lδ](Y
n
νn − Y n

δn)] = lim
n→∞

E[1[Yδ=Lδ](Y
n
νn − Y n

δn)]

= E[1[Yδ=Lδ](Lδ − Uδ)1[δ<T ]] ≥ 0.

It follows that 1[Yδ=Lδ](Lδ − Uδ)1[δ<T ] = 0.
Remark A.5. The motivation of (iii) is related to the mixed zero-sum stochastic

differential game. Loosely speaking, we need to affirm that the process Y reaches U
before θ.

We finally give the main result of this section.
For t ≤ T , let us set Zt = Z̃t1[t≤δ] + Z̃1

t 1[δ<t≤θ], K
+
t = K̃+

t∧δ, and K−
t = K̃1−

t .
We can easily see that Z ∈ H2,m and that K± are nondecreasing processes belonging
to S2 and verify K±

0 = 0. Additionally, we have the following theorem.
Theorem A.6. The processes Y , Z, and K± satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(i) ∀t ≤ θ, Yt = Yθ +

∫ θ

t

ϕ(s, Ys, Zs)ds + (K+
θ −K+

t ) − (K−
θ −K−

t )

−
∫ θ

t

ZsdBs ; YT = ξ;

(ii) ∀t ≤ θ, Lt ≤ Yt ≤ Ut and

∫ θ

0

(Ys − Ls)dK
+
s =

∫ θ

0

(Ys − Us)dK
−
s = 0;

(iii) Y is continuous on [0, θ].

(21)

In addition if τ∗ = inf{s ≥ 0, Ys = Us} ∧ T and σ∗ = inf{s ≥ 0, Ys = Ls} ∧ T , then
P-a.s. τ∗ ∨ σ∗ ≤ θ.

Proof. (ii) For any t ≤ T we know that Lt ≤ Yt ≤ Ut and YT = ξ. By Lemma A.2,∫ θ

0
(Ys − Ls)dK

+
s =

∫ δ

0
(Ys − Ls)dK

+
s = 0. On the other hand,

∫ θ

0
(Ys − Us)dK

−
s =∫ θ

δ
(Ys − Us)dK

−
s = 0, because of A.4(ii) and the definition of K−.

(i) If t ∈ [δ, θ], then the equation is satisfied because of A.4(ii) being K+
θ −K+

t = 0.
Hence for t ∈ [0, δ],

Yt = Yδ +

∫ δ

t

ϕ(s, Ys, Z̃s)ds + (K̃+
δ − K̃+

t ) −
∫ δ

t

Z̃sdBs.
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On the other hand thanks to A.4(ii) we have

Yδ = Yθ +

∫ θ

δ

ϕ(s, Ys, Z̃
1
s )ds− (K̃1−

θ − K̃1−
δ ) −

∫ θ

δ

Z̃1
sdBs.

We plug the latter into the previous one to prove (i), since K+
δ = K+

θ and K̃1−
δ =

K̃1−
t = 0 for any t ≤ δ.

Point (iii) is an immediate consequence of (ii).
Finally, let us deal with the last point. If θ < T , the inequality stems from the

continuity of Y on [0, θ] and A.4(i),(iii). If θ = T , this is obvious.
The proof of Theorem 3.1 for ν = 0 is a direct consequence of the results estab-

lished in Propositions A.1, A.3, and A.4, Lemma A.2, Remark A.5, and Theorem A.6.
When ν �= 0, in the same way as before, we can construct a solution on the interval
[ν, θν ], where θν is a stopping time ≥ ν, which makes the claim of Theorem 3.1 valid.

Acknowledgments. The author thanks the referees for their helpful comments.
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OPTIMAL MEASUREMENT STRATEGY FOR NONLINEAR
FILTERING∗
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Abstract. In this paper we consider the question of an optimal measurement strategy for
nonlinear filtering. Given a set of measurement and observation options, the problem faced by
a designer is to choose the option that gives the best nonlinear filter. We develop the necessary
conditions of optimality whereby one can determine the best filter.
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1. Introduction. Throughout this paper, we use the filtered probability space
(Ω,F ,Ft, P ), where the filtration Ft, t ≥ 0, is an increasing family of subsigma alge-
bras of the sigma algebra F , which are right continuous having left limits. All the
random processes appearing in the equations are assumed to be Ft adapted.

Consider the system governed by stochastic differential equations of the form

dx(t) = f(t, x(t))dt + σ(t, x(t))dW (t), x(0) = ξ, t ≥ 0,

dy(t) = h(t, x(t))dt + σ0(t)dV (t), y(0) = 0, t ≥ 0,(1)

where the state x(t) ∈ Rn is the (unobserved) process to be estimated and y(t) ∈ Rm

is the (measurement or) observation process. The processes {W,V } are {Rd, Rm}
valued independent standard Brownian motions; f : R0 × Rn ≡ [0,∞) × Rn → Rn

and σ : R0 × Rn → M(n × d); the class of n × d matrices (with entries real) and
h : R0 × Rn → Rm and σ0 is an m × m matrix valued function; and x0 is an F0

measurable vector independent of the Wiener processes W and V.
Let ϕ be any bounded measurable function on Rn with values in R. The classical

problem of nonlinear filtering [8] is to estimate ϕ(x(t)) given the history of y up to
time t. It is well known that the best (unbiased minimum variance) filter is given by
the conditional expectation. That is,

ϕ̂(t) = E{ϕ(x(t))|Fy
t } =

∫
Rn

ϕ(ξ)Qy
t (dξ),(2)

where Fy
t ⊂ Ft denotes the smallest sigma algebra induced by the history of the

process y up to time t and Qy
t is the conditional probability measure of x(t) given this

history. In other words, for any Borel measurable set Γ ⊂ Rn,

Qy
t (Γ) = Prob . {x(t) ∈ Γ|Fy

t }.
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For any given measurement strategy determined by the function h, it is well known
that the probability measure valued process Qy

t (·) ≡ Qh
t (·) is governed by the Kushner–

Stratonovich equation, which is a nonlinear stochastic partial differential equation [7].
Thus, expression (2) can be written equivalently as

ϕ̂h(t) = E{ϕ(x(t))|Fy
t } =

∫
Rn

ϕ(ξ)Qh
t (dξ),(3)

emphasizing the dependence of the estimate on the measurement operator. In other
words, the estimate strongly depends on the measurement strategy, or measurement
devices and techniques, chosen entirely by h that appears in the observation equation.
Thus, one may have the option of choosing this from a set of feasible strategies. Let
M ≡ B(R0×Rn, Rm) denote the space of bounded Borel measurable maps. Furnished
with the sup norm topology, we have

‖h‖0 ≡ sup{‖h(t, x)‖, (t, x) ∈ R0 ×Rn},

which is a Banach space. Note that the inclusion map M ↪→ L∞(I × Rn, Rm) is
continuous. Let M0 be a closed convex possibly bounded subset of M.

Problem. Our basic problem is to find a measurement strategy ho ∈ M0 that
produces the best estimate out of all the estimates {ϕ̂h(t), h ∈ M0}.

This requires a quantitative measure that distinguishes one from the rest. The
most suitable measure for this is the entropy. Thus if we can find an admissible ho that
minimizes the entropy associated with the conditional probability measure Qh

t , t ≥ 0,
we have the best estimator (out of all the best unbiased minimum variance estimates).
Entropy measures have been employed in many applications of information theory, an
anthology of which is found in [1]. In addition, entropy measures are used in control
systems (see, for example, [2]). An application of entropy in estimation and tracking
problems is found in [3, 4], while minimax control problems using relative entropy as
a payoff are found in [13, 14]. Alternative methods addressing similar problems are
found in [11, 12].

Some notation. Let H denote the Hilbert space L2(R
n) and H ≡ Hm the

Cartesian product of m copies of the Hilbert space H, equipped with the natural
inner product and norm. For any pair of Hilbert spaces {X,Y }, we use L(X,Y ) to
denote the Banach space of bounded linear operators from X to Y. In the case when
X = Y , L(X,X) ≡ L(X).

The rest of the paper is organized as follows. In section 2 we present the math-
ematical formulation of a general optimization problem, which we specialize to our
original problem, which motivated this paper in the first place. We develop the nec-
essary conditions of optimality. In section 3 we deal with the original problem. We
conclude the paper with some comments and an elementary (one-dimensional) exam-
ple for illustration.

2. Formulation of the optimization problem. In this section we formulate
a general optimization problem and present the necessary conditions of optimality.

If one is willing to work with unnormalized bounded positive measures, one has
the unnormalized conditional density equation [5, 6, 9], which is linear. This equation
is given by

dμt = A∗(t)μtdt + B(hμt) · dy, t ≥ 0, μ0 = ν,(4)
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where A∗ is the adjoint of the infinitesimal generator A of the Markov process x, B
is simply the multiplicative linear operator

B(hμ) = (Γ(t)h)μ, with Γ(t) = (σ0(t)σ
∗
0(t))−1,

and x · y = (x, y) for x, y ∈ Rm. The relationship between Q and μ is simply the
normalization factor μt(1) = μt(R

n) which means Qt = μt/μt(1). Given the initial
measure μ0, one can prove the existence and uniqueness of the solution of this equation
in the space of countably additive bounded positive measures [10]. However, if μ0 = ν
is absolutely continuous with respect to the Lebesgue measure, with density q0 ∈ H ≡
L2(R

n), then the measure equation (4) is equivalent to the density equation

dρt = A∗(t)ρtdt + B(hρt) . dy, t ≥ 0, ρ0 = q0,(5)

and, further, under certain assumptions on the coefficients of the operator A and h,
one can prove that, for any finite interval I = [0, T ], the evolution equation (5) has
a unique solution ρ which belongs to C(I,H)∩L2(I, V )∩L∞(I,H) with probability
one, where V = H1 is the standard Sobolev space. For more details see [5]. In view of
the Girsanov theorem used in the original derivation of (5), it is known that one can
replace the observation with a Brownian motion Ŵ which, without loss of generality,
we assume to be a standard Brownian motion. Thus from now on we write (5) as

dρt = A∗(t)ρtdt + B(hρt) . dŴ , t ≥ 0, ρ0 = q0,(6)

and formulate the optimization problem using this equation. Let (F̂t, ↑, t ≥ 0) denote
the smallest family of increasing subsigma algebras of the sigma algebra (Ft, ↑, t ≥ 0)
with respect to which {Ŵ (s), 0 ≤ s ≤ t} is measurable for all t ≥ 0. Let X denote
any Hilbert space and Le

2(I,X) the Hilbert space of F̂t adapted X valued random
processes defined on I having square integrable second moments. Let R̄0 ≡ [0,∞],
� : I ×H → R̄0, and Ψ : H → R̄0. The objective functional is given by

J(h) ≡ E

{∫ T

0

�(t, ρt)dt + Ψ(ρT )

}
.(7)

The problem involves finding an ho ∈ M0 that minimizes the functional (7) subject
to the dynamic constraint (6). In order to develop necessary conditions of optimality
for this problem, we need some basic results.

In particular, we present the following lemma which proves the continuous de-
pendence and differentiability of the solution with respect to h ∈ M.

Without loss of generality, we assume that the operator A, and hence A∗, is time
invariant. For the time varying case, the semigroup is replaced with the transition
operator.

Lemma 1. Consider the system (6) with initial condition ρ0 = q0 ∈ H. Suppose
A∗ generates a C0 semigroup S(t), t ≥ 0, in H and the operator B is the mutiplication
operator mapping H to H ≡ Hm, and let M0 be a closed bounded subset of M. Then
the solution ρ is continuously dependent on h ∈ M0 and once Gâteaux differentiable.
Further, the Gâteaux differential of ρ at ho in the direction h − ho, denoted by po,
has the following properties: po ∈ Le

2(I,H), with sample paths belonging to C(I,H)
almost surely, and it satisfies the evolution equation

dpo = A∗podt + B(hopo) · dŴ (t) + B((h− ho)ρo) · dŴ (t), t ∈ I, po0 = 0.(8)
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Proof. Since S(t) is a semigroup in H, it is clear that there exists a number
K > 0, possibly dependent on T, such that

sup{‖S(t)‖≡‖S(t)‖L(H), t ∈ I} ≤ K.

Let hn ∈ M0, and let ρn be the corresponding solution of (6). Suppose hn s−→ ho

in the Banach space M and ρo is the solution corresponding to h0. We show that
ρn

s−→ ρo in Le
2(I,H). Clearly the solutions {ρn, ρ0} are mild and given by the

solutions of the integral equations

ρn(t) = S(t)ρ0 +

∫ t

0

S(t− s)B(hnρn) · dŴ ,

ρo(t) = S(t)ρ0 +

∫ t

0

S(t− s)B(hoρo) · dŴ , t ∈ I.

Subtracting the second equation from the first, we obtain

ρn(t) − ρo(t) =

∫ t

0

S(t− r)B(hn(ρn − ρo)) · dŴ

+

∫ t

0

S(t− r)B((hn − ho)ρo) · dŴ , t ∈ I.(9)

Since Γ(t) is bounded and M0 is a bounded subset of M , there exist constants c0, c1 >
0 such that

E ‖ρn(t) − ρo(t)‖2
H ≤ 2K2c2o

∫ t

0

E ‖ρn(r) − ρo(r)‖2
H dr

+ 2K2c21

∫ t

0

E ‖(hn − ho)ρo(r)‖2
H dr.(10)

Since the set M0 is a bounded subset of M , there exists a number 0 < m0 < ∞ such
that

sup{‖h‖B(I×Rn,Rm), h ∈ M0} ≤ m0.

Hence c0 = c1m0. Using the Gronwall inequality, it follows from inequality (10) that

E ‖ρn(t) − ρo(t)‖2
H ≤ c3

∫ T

0

E ‖(hn − ho)ρo(r)‖2
H dr ∀ t ∈ I,(11)

where

c3 = 2K2c21 exp{2K2c20T}.

Now by virtue of the Lebesgue dominated convergence theorem, it follows from (11)
that

ρn
s−→ ρo in Le

2(I,H).

This proves continuous dependence. Next, we prove Gâteaux differentiability. Let
h, ho ∈ M0. Since M0 is a closed convex set, the function hε ≡ ho + ε(h − ho) ∈ M0
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also for ε ∈ [0, 1]. Let ρo denote the solution of (6) corresponding to ho and ρε the
solution corresponding to hε. Define

pε ≡ {(ρε − ρo)/ε}.

Then one can easily verify that pε satisfies the evolution equation (in the mild sense)

dpε = A∗pεdt + B(hopε) · dŴ + B((h− ho)ρε) · dŴ , pε(0) = 0.(12)

Using the (Markov) semigroup, we observe that pε must be the solution of the integral
equation

pε(t) =

∫ t

0

S(t− r)B(hopε(r)) · dŴ (r)

+

∫ t

0

S(t− r)B((h− ho)ρε(r)) · dŴ (r), t ∈ I.(13)

It follows from continuous dependence of solution with respect to h, as proved in the
first part of this lemma, that ρε

s−→ ρo in Le
2(I,H) as ε → 0. This implies that the

second integral on the right side of (13) also converges strongly. Thus letting ε ↓ 0, it
follows from the above equation that

pε
s−→ po in Le

2(I,H).

In other words, po is the mild solution of the evolution equation

dpo = A∗podt+B(hopo) · dŴ (t) +B((h− ho)ρo) · dŴ (t), po(0) = 0, t ∈ I,(14)

which uniquely defines the Gâteaux differential of ρ at ho in the direction (h − ho).
This completes the proof.

Remark 1. Since H ≡ L2(R
n) is a Hilbert space, both T (t) and its adjoint

S(t) = T ∗(t) are strongly continuous bounded linear operators on H. See [6] or any
other book on semigroup theory.

Remark 2. Note that the semigroup S(t), t ≥ 0, is the adjoint of the Markov
semigroup T (t), t ≥ 0, defined by

(T (t)ϕ)(ξ) ≡
∫
Rn

Pt(ξ, dy)ϕ(y),

where Pt(ξ, dy) denotes the transition probability measure. Strictly speaking, these
semigroups are the continuous extensions of the Markov semigroups from the space
of bounded measurable functions B(Rn) to H. Further, they are positive semigroups
in the sense that (T (t)φ)(ξ) ≥ 0 given that φ(ξ) ≥ 0. Since a Markov semigroup is a
contraction semigroup, the number K used in Lemmas 1 and 2 can be taken as 1.

Now we are prepared to consider the optimization problem (6)–(7) with the con-
straints as specified there. Since we are going to consider entropy functionals later
and these functionals are concave, we shall not impose any convexity condition on our
objective functional. This is compensated by assuming that M0 is a closed bounded
subset of the Banach space M = B(I × Rn, Rm), implying the boundedness of the
solution set as proved in the following lemma.

Lemma 2. Suppose A∗ and the set M0 ⊂ M satisfy the assumptions of Lemma
1. Then, for any q0 ∈ H and for every h ∈ M0, (6) has a unique mild solution
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ρh ∈ Le
2(I,H). Further, the solution set S ≡ {ρh, h ∈ M0} is a bounded subset of

Le
2(I,H) ∩ Le

∞(I,H).
Proof. Recall that by definition, a mild solution ρh must satisfy the integral

equation

ρh(t) = S(t)q0 +

∫ t

0

S(t− r)B((hρh)(r)) · dŴ (r), t ∈ I.(15)

We will see that existence and uniqueness of a solution of this integral equation follow
from the fact that, for any given h ∈ M0, ρ −→ B(hρ) is a bounded linear (hence
Lipschitz) map in H. Indeed, since q0 ∈ H and h ∈ M0, it is easy to verify that the
operator G, defined by

(Gρ)(t) ≡ S(t)q0 +

∫ t

0

S(t− r)(B(hρ))(r) · dŴ (r), t ∈ I,

maps Le
2(I,H) into itself. This follows from the inequality

‖Gρ‖2
Le

2(I,H) ≤ 2K2
{
T |q0|2H + β2

h ‖ρ‖2
Le

2(I,H)

}
,

where βh ≡ sup{|Γ(t)h(t, x)|Rm , (t, x) ∈ I × Rn} and K ≡ sup{‖ S(t) ‖L(H), t ∈ I}.
On Le

2(I,H), we can introduce the metric d given by

d2(ρ, q) ≡ sup{E|ρ(s) − q(s)|2H , s ∈ I}.

Clearly, with respect to this metric topology, Le
2(I,H) is a complete metric space.

For t ∈ I, define d2
t (ρ, q) ≡ sup{E|ρ(r) − q(r)|2H , 0 ≤ r ≤ t}. Then using the operator

G as defined above, it is easy to verify that

d2
t (Gρ,Gq) ≤ K2β2

h

∫ t

0

d2
s(ρ, q)ds, t ∈ I.(16)

By successive substitution of (16) into itself, after n iterations we obtain

d2
t (G

nρ,Gnq) ≤ ((K2β2
ht)

n/n!)d2
t (ρ, q), t ∈ I.

Since t −→ dt is a nondecreasing function, it follows from this that

d2(Gnρ,Gnq) ≤ ((K2β2
hT )n/n!)d2(ρ, q).

Thus for n sufficiently large, the nth iterate Gn of the operator G is a contraction
on the metric space (Le

2(I,H), d), and hence by Banach fixed point theorem, Gn, and
hence G itself, has a unique fixed point which we denote by ρh. Thus ρh ∈ Le

2(I,H) is
the unique solution of the integral equation (15), and hence, by definition, this is the
unique mild solution of (6). Next we verify that the solution set is bounded. Taking
the H-norm, it follows from (15) that

E ‖ρh(t)‖2 ≤ 2K2E ‖q0 ‖2 + 2K2

∫ t

0

E ‖B(hρh)‖2
H dr, t ∈ I.

Since the set M0 ⊂ B(I × Rn, Rm) is bounded, c0 ≡ {βh, h ∈ M0} < ∞. Thus it
follows from this that

E ‖ρh(t)‖2 ≤ 2K2E ‖ρ0 ‖2 + 2K2c20

∫ t

0

E ‖ρh(r)‖2 dr, t ∈ I.(17)
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Applying the Gronwall lemma, we arrive at the estimate

E ‖ρh(t)‖2 ≤
(
2K2 exp

(
2K2c20T

))
E ‖ρ0 ‖2, t ∈ I, ∀ h ∈ M0.(18)

Since this is true for all t ∈ I, and for all h ∈ M0, the solution set S, corresponding to
the measurement constraints M0, is a bounded subset of Le

2(I,H) ∩ Le
∞(I,H). This

completes the proof.
Remark 3. It is not clear to us at this time if the solution set S is closed in

Le
2(I,H). Our conjecture is based on Mazur’s theorem which states that a convex set

in a locally convex topological space is closed if and only if it is weakly closed, and
the fact that the space B(I ×Rn, Rm) is continuously embedded in L∞(I ×Rn, Rm)
and hence M0, considered as a subset of L∞(I × Rn, Rm), is a weak star compact
subset of the space L∞(I ×Rn, Rm).

Here we are interested only in the optimality conditions. Now we are prepared to
present the necessary conditions of optimality. This is the main result of this paper.

Theorem 3. Suppose the cost integrand � and the terminal cost Ψ of the objective
functional (7) are once Gâteaux differentiable on H, � is measurable in t on I, and
the set of admissible measurement strategies M0 is a closed bounded convex subset of
M ≡ B(I ×Rn, Rm). Then, for a pair {ho, ρo}, satisfying the evolution equation

dρot = A∗ρotdt + B(hoρot ) . dŴ , t ≥ 0, ρ0 = q0,(19)

to be optimal, it is necessary that there exists a ψ ∈ Le
2(I,H) satisfying the adjoint

equation

dψ = −Aψdt + |B(ho)|2ψdt + �ρ(t, ρ
o(t))dt−B(hoψ) · dŴ ,(20)

ψ(T ) = −Ψρ(ρ
o
T )(21)

and the inequality

E

∫
I

(B((h− ho)ρo), B(hoψ))H dt ≥ 0 ∀ h ∈ M0.(22)

Proof. The proof is based on variational arguments. Let ho ∈ M0 be the optimal
strategy and ρ0 the solution of the evolution equation (6) corresponding to h = ho.
Let h ∈ M0 be any other element. Since M0 is a closed convex set, it is evident that

hε ≡ ho + ε(h− ho) ∈ M0 ∀ ε ∈ [0, 1].

Let ρε ∈ Le
2(I,H), having sample paths in C(I,H) almost surely, be the solution of

(6) corresponding to hε replacing h. By optimality of ho, it is clear that

J(hε) ≥ J(ho) ∀ ε ∈ [0, 1].(23)

By our assumption, both � and Ψ are Gâteaux differentiable on H and it follows
from Lemma 1 that the solutions are once Gâteaux differentiable. Thus the objective
functional J is also once Gâteaux differentiable. Denote the Gâteaux differential of
J at ho in the direction h − ho by dJ(ho, h − ho). By letting ε ↓ 0 to the difference
quotient

(1/ε)[J(hε) − J(ho)]
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and using Lemma 1, inequality (23), and Fubini’s theorem, we arrive at

dJ(ho, h− ho) = E

{∫
I

〈po(t), �ρ(t, ρo(t))〉H + 〈po(T ),Ψρ(ρ
o
T )〉H

}
≥ 0,(24)

where we have used �ρ,Ψρ to denote the first Fréchet derivatives of � and Ψ on H.
For ho to be optimal, it is necessary that this inequality hold for all h ∈ M0. Recall
that po is the solution of the variational equation

dpo = A∗podt+B(hopo) ·dŴ (t)+B((h−ho)ρo) ·dŴ (t), po(0) = 0, t ∈ I.(25)

Since po has continuous sample paths with probability one, the terminal values are well
defined random variables with values in H and have finite second moments. Clearly
the map

po → dJ(ho, h− ho)

is a continuous linear map from Le
2(I,H) to R. Further, it is also clear from the

variational equation (25) that the map

B((h− ho)ρo) → po

is a continuous linear map from Le
2(I,H) to itself. More precisely, this is a map from

the martingale ∫ t

0

B((h− ho)ρo) · dŴ → po.

Hence the composition map

B((h− ho)ρo) → dJ(ho, h− ho)

is a continuous linear map. Thus by the standard representation theorem for continu-
ous functionals on Hilbert spaces and classical martingale representation theory, there
exists a ψ ∈ Le

2(I,H) (having almost surely continuous sample paths) determining the

intensity of the martingale, Mt ≡
∫ t

0
B(hoψ)dŴ , t ≥ 0, dual to the first martingale

term of the variational equation (14), such that

dJ(ho, h− ho) ≡ E

{∫
I

〈po(t), �ρ(t, ρo(t))〉Hdt + 〈po(T ),Ψρ(ρ
o
T )〉H

}

= E

∫ T

0

(B((h− ho)ρo), B(hoψ))H dt.(26)

It follows from (24) and (26) that inequality (22) is necessary for ho to be optimal.
It remains to characterize the element ψ. Using the Itô differential of the functional
(po, ψ) and the variational equation (14), we obtain

d(po, ψ) = (dpo, ψ) + (po, dψ) + 〈dpo, dψ〉
= (A∗po + B(hopo) · dŴ + B((h− ho)ρo) · dŴ , ψ) + (po, dψ) + 〈dpo, dψ〉
= (po, dψ + Aψdt− |B(ho)|2ψdt + B(hoψ) · dŴ )

− (B((h− ho)ρoψ) · dŴ ) − (B((h− ho)ρo), B(hoψ))H dt,(27)
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where we have used the bracket 〈·, ·〉 to denote the quadratic variation term. The
formal application of the Itô differential rule can be justified rigorously by Yosida
approximation of the unbounded operator A∗ by a sequence of bounded operators
A∗

n ≡ nA∗R(n,A∗), where R(λ,A∗) denotes the resolvent of the operator A∗ for
λ ∈ ρ(A∗), the resolvent set of A∗. This off course requires some limiting arguments
in the process. This is a standard technique used in infinite-dimensional problems
with unbounded operators. We do not go into detail here; the interested reader
may consult any book on semigroup theory (e.g., [2]). Returning to our problem, by
integrating (27) over the interval I = [0, T ] and taking the expectation, we obtain

E(p0(T ), ψ(T )) = E

{∫
I

(po(t), dψ + Aψdt− |B(ho)|2ψdt + B(hoψ) · dŴ (t))

−
∫

(B((h− ho)ρo), B(hoψ))H dt

}
.(28)

Choosing ψ, existence of which is already proved, as any solution of the equation

dψ + Aψdt− |B(ho)|2ψdt + B(hoψ) · dŴ (t) = �ρ(t, ρ
o(t))dt, t ∈ I,(29)

we find that (28) reduces to

−E(p0(T ), ψ(T ))+E

∫
I

(po(t), �ρ(t, ρ
o(t))) dt = E

∫
I

(B((h−ho)ρo), B(hoψ))H dt.(30)

As it stands, no initial or boundary conditions have been specified so far for (29).
Choosing the boundary condition as

ψ(T ) = −Ψρ(ρ
o
T ),(31)

(29) determines ψ uniquely. As a result of this choice, (30) takes the form

E(p0(T ),Ψρ(ρ
o(T ))) + E

∫
I

(po(t), �ρ(t, ρ
o(t)))dt(32)

= E

∫
I

(B((h− ho)ρo), B(hoψ))H dt,

which coincides with expression (26) as required. In other words, ψ characterized by
the adjoint equation (29) with the boundary condition (31) satisfies the identity (26).
Combining (24) and (32), we obtain the inequality

dJ(h0, h− ho) = E

∫ T

0

(B((h− ho)ρo), B(hoψ))H dt ≥ 0.(33)

Observe that we have now derived all the necessary conditions. Equations (29) and
(31) give the adjoint equations (20), (21) as stated in the theorem. Since inequality
(33) holds for any h ∈ M0, we have the necessary inequality (22). This completes the
proof.

Implementation of the necessary conditions. The necessary conditions given
by (19)–(22), like the celebrated Pontryagin minimum principle, help to isolate candi-
dates from the set M0 which contain the optimal. Thus these conditions can be used
to construct an optimal measurement strategy h for the measurement channel (see
(1)). Necessary conditions for a risk-sensitive payoff in which (6) includes a potential
can be derived as well [15].
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3. Application to observer design. In this section we apply some results
of the previous section to design problems. For illustration we conclude with an
elementary example. Our objective is to determine the best observer from a given
family of options. The fundamental question is, What should be the appropriate
measure that distinguishes one or more members being the best from the given family
of options? Before we state the criteria, recall that the mutual information, associated
with the random element x(t) and the history of observation Yt

0 (dependent on the
history of x), denoted by I(x(t),Yt

0), is given by

I(x(t),Yt
0) = H(x(t)) −H(x(t)|Yt

0), t ≥ 0,

where H(x(t)) denotes the entropy of the random element x(t), and H(x(t)|Yt
0) is

the conditional entropy of x(t) given the measurement history Yt
0 up to time t. Since

the measurement history depends on the unknown process x, it is natural to choose
a measurement strategy that maximizes the mutual information. But since in the
filtering or estimation problem considered here nothing can be done to modify the
source x, this is equivalent to minimizing the conditional entropy H(x(t)|Yt

0). This
argument suggests the first of two possible criteria as described below. A related,
although alternative formulation, is found in [13].

Entropy functional. In order to reduce uncertainty in our estimates, it seems
to be appropriate to minimize the weighted entropy functional given by

Ψ(q) = −
∫
Rn

{q(x) log q(x)}φ(x)dx,(34)

where φ is a nonnegative continuous bounded function having compact support in
Rn. By setting φ ≡ 1, we obtain the classical entropy. In any case, the running cost
here is zero, that is, � ≡ 0. Thus the cost functional is given by

J(h) ≡ E{Ψ(ρhT )},(35)

where ρh denotes the solution of the filtering equation (6) corresponding to the choice
of h ∈ M0. In this case, the adjoint equation is given by

−dψ = Aψdt− |B(ho)|2ψdt + B(hoψ) · dŴ (t), t ∈ I,

ψ(T ) = − (1 + log ρoT )φ.(36)

Remark 4. In some communication problems, the entropy functional may have
to be maximized. Applications requiring source coding, those requiring the jamming
of opponents’ information exchange capabilities, etc. are some examples in which one
wants to maximize uncertainty (information). In this situation, the necessary condi-
tions of optimality (19), (20), (21) remain valid and the inequality (22) is reversed.

Relative entropy. Another possible measure is given by the relative entropy,
relative to a given density ν, similar to [14]. Suppose an ideal measure or density
ν(x), x ∈ Rn, is given. Then the objective functional may be taken to be one that
measures the closeness of the chosen ρh from the desired one. This requires that the
elements of the solution set S ≡ {ρh, h ∈ M0}, or a closed subset of this, be absolutely
continuous with respect to the desired density ν. Thus we may consider the relative
entropy

J(h) ≡ H(ρhT |ν) =

∫
Rn

log
(
ρhT (x)/ν(x)

)
ρhT (x)dx

=

∫
Rn

{
ρhT (x)/ν(x)

}{
log

(
ρhT (x)/ν(x)

)}
ν(x)dx(37)
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as the objective functional. The problem involves choosing an ho ∈ M0 that minimizes
the relative entropy

J(h) ≡ H(ρhT |ν)

over the admissible set M0. Again the adjoint system is given by (36) with the terminal
condition given by

ψ(T ) = −(1 + log(ρhT /ν)).

Remark 5. Often engineers have a very specific and physically implementable and
relatively inexpensive family of measurement options that determine the set M00 ⊂
M0. For example, M00 may be described by a family of neural networks

M00 ≡
{
h ∈ M0 : h(t, x) =

p∑
k=1

αk(t)ϕk(x), x ∈ Rn

}
,

where {ϕk : Rn −→ Rm} are the basis functions of the neural network. Note that
currently, neural networks are built by the use of a whole class of continuous as well as
discontinuous elementary functions, and therefore are able to generate a wide variety
of bounded measurable functions. Once a structure is put in, all that the engineer
needs to do is choose the weights {αk, k = 1, 2, . . . , p} optimally. Clearly this set is
determined only by a finite number of time dependent functions taking values from
a given set Λ ⊂ Rp. In fact, one may wish to simplify further and choose constant
weights. This can be done relatively easily by the use of the general algorithm given
in the previous section. Implementation of an element from M0 may be expensive and
technically difficult. Let h∗ ∈ M0 be an ideal choice and ρ∗ the corresponding ideal
density. Falling back to the inexpensive and physically implementable class M00, one
wishes to make a choice that comes as close as possible to the ideal. Here, one may
use the relative entropy H(ρh|ρ∗) as the objective functional and choose an h from
the set M00 that minimizes the objective functional

J(h) ≡ H(ρh|ρ∗).

This is precisely the problem stated above.

Remark 6. Note that we have used unnormalized densities, and thus the entropies
and the relative entropies are not the true entropies according to strict definition. In
any case, they are related to the normalized densities as follows. Let en(ρ) denote the
normalized entropy and e(ρ) the unnormalized entropy corresponding to any density
ρ. One can easily verify that they are related by the identity

e(ρ) = ‖ρ‖ (en(ρ) − log ‖ρ‖).

Similarly one can verify that the unnormalized relative entropy is related to the nor-
malized by the identity

H(ρ|ν) = Hn(ρ|ν) + ‖ρ‖ log(‖ρ‖ / ‖ν ‖),

where ‖ρ‖≡
∫
Rn ρ(x)dx.
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An elementary example. Here we present an elementary example to illustrate
the basic procedure. Consider a noisy signal {x(t), t ≥ 0} (vector or scalar valued)
which is a Markov diffusion process, in particular an Itô process, with the correspond-
ing infinitesimal generator A. Then there exist a pair of functions {b, a} such that the
differential generator A and its formal adjoint A∗ are given by

(Aϕ)(x) ≡ (1/2)a(x)(∂2/∂x2)ϕ + b(x)(∂/∂x)ϕ, x ∈ R,

(A∗ϕ)(x) ≡ (1/2)(∂2/∂x2)(aϕ) − (∂/∂x)(bϕ), x ∈ R.

Let the measurement process be given by the scalar valued signal {y(t), t ∈ I} gener-
ated by a noisy measurement device given by

dy = β tanh(F (t)x(t))dt + σ0dV, σ0 �≡ 0.

The function {F (t), t ≥ 0} represents an on-off sampler given by

F (t) =

{
1 for t ∈ Ii, i = 0, 2, 4, 6, . . . ,
0 for t ∈ Ii, i = 1, 3, 5, . . . ,

where the intervals {Ii} are mutually disjoint, each having a fixed length with the
union covering the positive half of the real line, ∪∞

i=0Ii = R+ = [0,∞). The hyperbolic
tangent is used to represent a nonlinear (saturating) amplifier and β is the amplifier
gain with admissible values β ∈ [0, α] ≡ Λ. The objective is to find the best amplifier
gain β∗ ∈ Λ that minimizes the terminal entropy given by expression (35). One
possible way to compute the optimal solution is by the following algorithm. We start
with any arbitrary element β0 ∈ Λ and solve for ρ0 the density equation

dρ = A∗ρdt + (1/σ2
0)(h0ρ) · dŴ , ρ(0) = q0,

h0(t, x) = β0 tanh(F (t)x).

Using the pair (β0, ρ0) in the adjoint system

−dψ = Aψdt− (1/σ0)4(h0)2ψdt + (1/σ0)2(h0ψ) · dŴ
ψ(T ) = −(1 + log ρ0

T ),

we obtain ψ0. The triple {β0, ρ0, ψ0} is then used to compute the gradient D̃J(β0)
as follows:

D̃J(β0) ≡
∫
I×R

{E(ρ0ψ0)(1/σ0)4β0(tanh2(F (t)x)}dxdt.

Using this gradient, define the next best value for β as follows:

β1 = β0 − εD̃J(β0) for ε > 0 so that β1 ∈ Λ,

giving

h1(t, x) = β1 tanh(F (t)x).

Using this new value, the iteration starts all over again from step one, giving ρ1 leading
to the pair {β1, ρ1}. This is then used for solving the adjoint system yielding ψ1. The
triple {β1, ρ1, ψ1} is used to compute the gradient D̃J(β1). These steps produce two
sequences {βk, J(βk) = J(hk)}. Comparing the difference |J(βk+1)− J(βk)| with the
specified tolerance, we see that the iteration is stopped if satisfied or continued if not.
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Abstract. This work concerns the shape optimization problem governed by some elliptic
equations in exterior domains. The existence of optimal solutions is obtained and the so-called
∧
Γ-property for a family O of open subsets is established; i.e., if Ωm,Ω ∈ O are such that Ωm → Ω
in the Hausdorff metric, then for any K ⊂⊂ RN \ Ω, there exists m(K) > 0 such that for all
m ≥ m(K),K ⊂⊂ RN \ Ωm.
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1. Introduction. Let D ⊂ RN , N ≥ 1, be a given bounded and open subset.
We shall study the existence of the following shape optimization problem:

(P ) MinΩ∈O

∫
RN\Ω

J(x, uΩ, . . . , D
luΩ) dx

subject to

⎧⎨
⎩

AuΩ = f in RN \ Ω,

uΩ ∈ W l,p
0 (RN \ Ω).

(1.1)

Here f ∈ Lq(RN ) is a given function with 1
p + 1

q = 1, 1 < p, q < ∞; l ≥ 1 is an
integer; O is a certain family of open subsets contained in D, which will be defined in
section 2; J is a functional; and A is a nonlinear elliptic operator, which will be made
precise in section 3.

There have been many works on the existence theory for shape optimization
problems governed by elliptic equations (cf. [3], [4], [5], [7], [9], [10], [11], [13], [14],
and [15]). In all these works, the domains in which the elliptic equations are defined
are bounded. To the best of our knowledge, the shape optimization problems governed
by elliptic equations defined on unbounded domains have not yet been studied. The
problem (P ) studied in this work is a shape optimization problem governed by elliptic
equations on exterior domains. This work is inspired by [14], where the following
shape optimization problem was studied:

(P1) MinΩ∈O

∫
Ω

J(x, uΩ, . . . , D
luΩ) dx
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subject to ⎧⎨
⎩

AuΩ = f in Ω,

uΩ ∈ W l,p
0 (Ω).

Like most shape optimization problems governed by elliptic equations defined on
bounded domains, the existence of optimal shapes for problem (P1) can be implied
by the following (cf. [14], [11]):

(i) If {Ωm}∞m=1 ⊂ O, then there is a subsequence {Ωmk
}∞k=1 of {Ωm}∞m=1 such

that Ωmk
→ Ω in the Hausdorff metric and Ω ∈ O.

(ii) If {Ωm}∞m=1 ⊂ O and Ω ∈ O are such that Ωm → Ω in the Hausdorff metric,
then for any open subset K with K ⊂⊂ Ω, i.e., K ⊂ Ω, there is an integer m(K) > 0
such that for all m ≥ m(K),K ⊂⊂ Ωm (this property is called the Γ-property for O).

(iii) If {Ωm}∞m=1 ⊂ O and Ω ∈ O are such that Ωm → Ω in the Hausdorff metric,
then χΩm

→ χΩ a.e. in RN .

(iv) If u ∈ W l,p(RN ) and u = 0 a.e. in RN \Ω for some Ω ∈ O, then u ∈ W l,p
0 (Ω).

However, conditions (i)–(iv) cannot guarantee the existence of the optimal solu-
tions for problem (P ) since the equations in problem (P ) are defined on the exterior
domains. In this paper, we observe that the existence of the optimal solutions for
problem (P ) can be implied by (i), (ii), (iv) and the following:

(iii)′ If {Ωm}∞m=1 ⊂ O and Ω ∈ O are such that Ωm → Ω in the Hausdorff metric,
then for any open subset K with K ⊂⊂ RN \ Ω, there exists an integer m(K) > 0

such that for all m ≥ m(K),K ⊂⊂ RN \Ωm. (This property is called the
∧
Γ-property

for O.)

Moreover, we establish the
∧
Γ-property for O. We must mention that the Γ-

property holds for any family of open subsets contained in D, but the
∧
Γ-property

holds only for certain families of open subsets contained in D, which will be shown in
section 2.

2.
∧
Γ-property for O. In this section, we shall introduce the family O, which

is the same as that in [14], and prove the
∧
Γ-property for O.

Let Ω ⊂ RN be a bounded and open subset. We say that Ω is of class C if the
following conditions (2.1), (2.2), and (2.3) are fulfilled. There is a family FΩ of real
valued continuous functions g defined on S(0, kΩ), where S(0, kΩ) ⊂ RN−1 is the open
ball centered at 0 and is of radius kΩ > 0 such that

∂Ω =
⋃

g∈FΩ

{Rg(s, 0) + og + g(s)yg; s ∈ S(0, kΩ)}.(2.1)

Here og ∈ ∂Ω is a certain point, which gives the center of the local system of axes, and
Rg : RN → RN is a certain unitary rotation operator such that Rg(0, 0, . . . , 0, 1) = yg,
where the unit vector yg gives the local vertical direction. Moreover, for g ∈ FΩ, there
is aΩ > 0 such that

Rg(s, 0) + og + (g(s) − t)yg ∈ Ω for all t ∈ (0, aΩ), s ∈ S(0, kΩ),(2.2)

and

Rg(s, 0) + og + (g(s) + t)yg ∈ RN \ Ω for all t ∈ (0, aΩ), s ∈ S(0, kΩ).(2.3)
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Roughly speaking, ∂Ω is locally the graph of a continuous function satisfying the
segment property, and Ω is under the graph.

By the Lebesgue lemma, it follows from (2.1) that there is an rΩ ∈ (0, kΩ) such
that the restricted local charts defined on S(0, rΩ) also give a covering of ∂Ω:

∂Ω =
⋃

g∈FΩ

{Rg(s, 0) + og + g(s)yg; s ∈ S(0, rΩ)}.(2.4)

Let k0, r0, a0 be positive constants with r0 < k0. We define O(k0, r0, a0) to be
the family of all open subsets Ω contained in D such that every Ω ∈ O(k0, r0, a0) is
of class C with kΩ ≥ k0, aΩ ≥ a0, rΩ ≤ r0, where kΩ, aΩ, and rΩ are given as in (2.1)–
(2.4). In what follows, we will write O for O(k0, r0, a0) for simplicity of notation.
Moreover, we require that the family of functions F = ∪Ω∈OFΩ be equicontinuous
and equibounded on S(0, k0).

We define the usual topology on O by the Hausdorff–Pompeiu distance between
the complementary sets, i.e.,

(2.5)

ρ(Ω1,Ω2) = max{supx∈D\Ω1
d(x,D \ Ω2), supy∈D\Ω2

d(D \ Ω1, y)} for all Ω1,Ω2 ∈O,

where d(·, ·) denotes the Euclidean metric in RN . We denote by Hlim the limit in
terms of (2.5).

By Theorem 1 of Chapter 3 in [11] and Theorem 2.1 in [14], the following result
follows immediately.

Lemma 2.1. For any sequence {Ωn}∞n=1 ⊂ O, there are subsequences {Ωnk
}∞k=1

of {Ωn}∞n=1 and Ω∗ ∈ O such that Hlimk→∞Ωnk
= Ω∗.

In [6] and [8], the Γ-property for O (indeed for any family of open subsets Ω ⊂ D)
was established.

Lemma 2.2 (Γ-property for O). Assume that {Ωn}∞n=1 ⊂ O,Ω0 ∈ O, and Ω0 =
HlimΩn. Then for each open subset K satisfying K ⊂ Ω0, there exists a positive
integer nK (depending on K) such that K ⊂ Ωn for all n ≥ nK .

The next lemma plays a key role in this paper.

Lemma 2.3 (

∧
Γ-property for O). Assume that {Ωn}∞n=1 ⊂ O,Ω0 ∈ O, and Ω0 =

HlimΩn. Then for any open subset K satisfying K ⊂ RN \Ω0, there exists a positive
integer nK such that K ⊂ RN \ Ωn for n ≥ nK .

Proof. Throughout the proof of Lemma 2.3, we shall use B(x, r) and S(y, r) to
denote the closed ball with center at x and radius r in RN and the open ball with
center at y and radius r in RN−1, respectively.

Let K be an open subset such that K ⊂ RN \Ω0. It suffices to prove that there is
a neighborhood UΩ0 of Ω0 such that UΩ0 ∩K = ∅ and Ωn ⊂ UΩ0 for n large enough.

We observe first that

infx∈K,y∈Ω0
d(x, y) ≡ c0 > 0(2.6)

and there are ε0 > 0 and a positive integer n0 such that{
x ∈ Ωn : d(x, ∂Ωn) ≥ ε0

2

}
�= ∅ for n ≥ n0.(2.7)

Indeed, since Ω0 ∈ O,Ω0 �= ∅, there exist x0 ∈ Ω0 and ε0 > 0 such that B(x0, ε0) ⊂
Ω0. Hence by Lemma 2.2, there is a positive integer n0 such that for all n ≥ n0,
B(x0, ε0) ⊂ Ωn. Hence x0 ∈ {x ∈ Ωn : d(x, ∂Ωn) ≥ ε0

2 }, and thus (2.7) holds.
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Now we take ε > 0 such that ε < 1
2min

{
ε0, a0, k0−r0,

c0
12

}
. By the equicontinuity

of the family ∪Ω∈OFΩ, there is 0 < δ(ε) < ε
2 such that

|g(s) − g(
∼
s)| < ε

2
for all g ∈ FΩ and Ω ∈ O,(2.8)

for all s,
∼
s∈ S(0, k0) and |s− ∼

s |RN−1 ≤ δ(ε).

Let Ω1
n = {x ∈ Ωn : d(x, ∂Ωn) ≥ δ(ε)

2 } and Ω2
n = {x ∈ Ωn : d(x, ∂Ωn) < δ(ε)

2 }. It
is clear that by (2.7), Ω1

n �= ∅ for all n ≥ n0.
First we claim that

Ω1
n ⊂ Ω0 ⊂

{
x ∈ RN : d(x,Ω0) ≤

c0
12

}
.(2.9)

In order to prove (2.9), we observe that

RN
∖(

(D \ Ωn) +
δ(ε)

4
B(0, 1)

)
⊂ RN \ (D \ Ω0) ⊂ (RN \D) ∪ Ω0.(2.10)

Indeed, since Ω0 = HlimΩn, we have that (see page 48 of [12])

inf{λ ≥ 0|D \Ωn ⊂ (D \Ω0)+λB(0, 1), D \Ω0 ⊂ (D \Ωn)+λB(0, 1)} → 0 as n → ∞.

Thus there is a positive integer n0(ε) ≥ n0 such that for all n ≥ n0(ε),

inf{λ ≥ 0|D \ Ωn ⊂ (D \ Ω0) + λB(0, 1), D \ Ω0 ⊂ (D \ Ωn) + λB(0, 1)} ≤ δ(ε)

8
,

and then for each n ≥ n0(ε), there is a λn with 0 ≤ λn ≤ δ(ε)
4 such that

D \ Ω0 ⊂ (D \ Ωn) + λnB(0, 1) ⊂ (D \ Ωn) +
δ(ε)

4
B(0, 1),

from which the first inclusion in (2.10) follows. The second inclusion in (2.10) is
obvious.

Then we prove that

Ω1
n ⊂ RN

∖(
(D \ Ωn) +

δ(ε)

4
B(0, 1)

)
for all n ≥ n0(ε).(2.11)

By contradiction, we assume that there exists xn ∈ Ω1
n and xn ∈ (D\Ωn)+ δ(ε)

4 B(0, 1).
It follows from the latter that

xn = yn +
δ(ε)

4
zn for some yn ∈ D \ Ωn and zn ∈ B(0, 1).

Hence d(xn, yn) ≤ δ(ε)
4 . By Lemma A in the appendix, there exists wn ∈ ∂Ωn

satisfying d(xn, wn) ≤ d(xn, yn) ≤ δ(ε)
4 , which leads to a contradiction and implies

(2.11) as desired.
Notice that Ωn ⊂ D for all n ≥ 1. Equation (2.9) follows immediately from (2.10)

and (2.11).
Next we claim that

Ω2
n ⊂

{
x ∈ RN : d(x,Ω0) ≤

c0
12

}
.(2.12)
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Let n ≥ n0(ε) be arbitrary but fixed and let x ∈ Ω2
n. It suffices to find z ∈ Ω0 such

that d(x, z) ≤ c0
12 .

To this end, we notice that there exists y ∈ ∂Ωn such that

d(x, y) = d(x, ∂Ωn) <
δ(ε)

2
.(2.13)

By (2.4), there is a g ∈ FΩn
and an sn ∈ S(0, rn) such that

y = Rg(sn, 0) + og + g(sn)yg.

By (2.8), we get that

−ε

2
< g(s) − g(sn) <

ε

2
for all s ∈ S(0, k0) ∩ S

(
sn,

δ(ε)

2

)
,

which, together with (2.2), implies that

{
Rg(s, 0) + og + (g(sn) − t)yg ∈ RN : s ∈ S(0, k0) ∩ S

(
sn,

δ(ε)

2

)
,

t ∈
[ε
2
, a0 −

ε

2

]}

=

{
Rg(s, 0) + og + g(s)yg − (g(s) − g(sn) + t)yg ∈ RN :

s ∈ S(0, k0) ∩ S

(
sn,

δ(ε)

2

)
, t ∈

[ε
2
, a0 −

ε

2

]}

⊂
{
Rg(s, 0) + og + (g(s) − t)yg ∈ RN : s ∈ S(0, k0) ∩ S

(
sn,

δ(ε)

2

)
, t ∈ (0, a0)

}
⊂ Ωn.

(2.14)

Since sn ∈ S(0, rn), rn ≤ r0 < k0, and 0 < 2δ(ε) < ε < k0−r0
2 , we get

S

(
sn,

δ(ε)

2

)
⊂ S(0, k0).

Then by (2.14), we have that

(2.15){
Rg(s, 0) + og + (g(sn) − t)yg ∈ RN : s ∈ S

(
sn,

δ(ε)

2

)
, t ∈

[ε
2
, a0 −

ε

2

]}
⊂ Ωn.

Now we take z = Rg(sn, 0) + og + (g(sn) − ε)yg. Since 0 < 2δ(ε) < ε < a0

2 , it follows
from (2.15) that

z ∈ Ωn, d(z, ∂Ωn) ≥ min

{
δ(ε)

2
,
ε

2
, a0 −

3ε

2

}
=

δ(ε)

2
(2.16)

and

d(y, z) = ε.(2.17)
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By (2.13) and (2.17), we have that

d(x, z) ≤ d(x, y) + d(y, z) ≤ 2ε ≤ c0
12

.

By (2.9) and (2.16), we get z ∈ Ω0. Thus we have proved (2.12).
By (2.9) and (2.12), we get that

Ωn ⊂
{
x ∈ RN : d(x,Ω0) ≤

c0
12

}
.

Take UΩ0
=

{
x ∈ RN : d(x,Ω0) <

c0
6

}
. Then by (2.6), we have that

UΩ0 ∩K = ∅ and Ωn ⊂ UΩ0
.

This completes the proof.

Finally, we shall show by a counterexample that the
∧
Γ-property may not hold for

some family
∼
O of open subsets Ω ⊂ D, even though each Ω in

∼
O is of class C.

Example. Let

D = {(x, y) ∈ R2 : |x| < 2, |y| < 2},
∼
O = {Ω ⊂ D : Ω is open and of class C},

Ω0 =

{
(x, y)∈R2 : 0<y < 1 − |x|, 1

2
< |x|< 1

}
∪
{

(x, y)∈R2 : |x| ≤ 1

2
, 0 < y <

1

2

}
,

Ωn = Ω0 ∪
{

(x, y) ∈ R2 :
1

2
≤ y < 1 − n|x|, |x| < 1

2n

}
, n ≥ 1,

and

K =

{
(x, y) ∈ R2 : |x| < 3

2
, |y| < 1

}∖{
(x, y) ∈ R2 : |x| ≤ 5

4
, |y| ≤ 3

4

}
.

One can easily check that

(i) Ω0 ∈
∼
O and Ωn ∈

∼
O, n = 1, 2, . . . ;

(ii) Ω0 = HlimΩn;
(iii) K ⊂ RN \ Ω0, but K ∩ Ωn �= ∅ for any n ≥ 1.

Thus
∼
O has no

∧
Γ-property.

Figures 1–3 show the regions Ω0,Ωn, and K.

3. Existence of optimal shape for problem (P ). In this section, we shall
first introduce the elliptic operator A and cost functional J in problem (P ) given in
section 1, and then prove the existence of an optimal shape for problem (P ).

Let A be a differential operator from W l,p(RN ) to W−l,q(RN ) defined by

Az =
∑
|α|≤l

(−1)|α|DαAα(x, z, . . . , Dlz), x ∈ RN .(3.1)

Here α is a multi-index such that |α| ≤ l and Aα : RN × RT → R (T is the number
of all partial derivatives in RN from the order 0 to the order l) satisfies the following:
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Fig. 3. K is the region occupied by imaginary lines.

(H1) For each multi-index α, Aα is measurable in x ∈ RN and continuous in the
other variables (denoted by ξ ∈ RT ) as follows:

|Aα(x, ξ)| ≤ c1(|ξ|p−1
RT + μ(x)), x ∈ RN , ξ ∈ RT ,

where μ ∈ Lq(RN ) is a given function, ξ = (ξα)|α|≤l, and c1 is a positive constant
independent of α.

(H2) There exists a positive constant c2 such that for almost all x ∈ RN and all
ξ, η ∈ RT , ∑

|α|≤l

(Aα(x, ξ) −Aα(x, η))(ξα − ηα) ≥ c2|ξ − η|p
RT .
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(H3) There exists a positive constant c3 such that for almost all x ∈ RN and all
ξ ∈ RT ,

∑
|α|≤l

Aα(x, ξ)ξα ≥ c3

( ∑
|α|=l

|ξα|p + |ξ0|p
)
,

where ξ0 ≡ ξα with α = 0 is the component of ξ corresponding to the 0 order partial
derivative, and ξα, |α| = l, are the components of ξ corresponding to the highest order
partial derivatives.

Let O be given as in section 2 and let Ω ∈ O. We say uΩ ∈ W l,p
0 (RN \ Ω) is a

weak solution of (1.1) if

∑
|α|≤l

∫
RN\Ω

Aα(x, uΩ, . . . , D
luΩ) ·Dαv dx =

∫
RN\Ω

f · v dx(3.2)

for all v ∈ W l,p
0 (RN \ Ω).

Theorem 3.1. Under assumptions (H1)−(H3), (1.1) has a unique weak solution
for each open and bounded subset Ω ⊂ RN .

Proof. It follows from (H2) that for almost all x ∈ RN and all ξ, η ∈ RT ,∑
|α|≤l

(Aα(x, ξ) −Aα(x, η))(ξα − ηα) ≥ 0.(3.3)

Now we shall show that

A : W l,p
0 (RN \ Ω) → W−l,q(RN \ Ω) is coercive.(3.4)

Indeed, it follows from (H3) that

〈Au, u〉W l,p
0 (RN\Ω),W−l,q(RN\Ω)

‖u‖W l,p
0 (RN\Ω)

≥
c3

(∑
|α|=l ‖Dαu‖p

Lp(RN\Ω)
+ ‖u‖p

Lp(RN\Ω)

)
‖u‖W l,p

0 (RN\Ω)

≥ C‖u‖p−1

W l,p
0 (RN\Ω)

→ +∞ as ‖u‖W l,p
0 (RN\Ω) → +∞,

which implies (3.4). Here and throughout the proof of Theorem 3.1, C denotes several
positive constants.

Then by (H1), (3.3), (3.4), and using the same arguments as those in Proposi-
tion 1.2 of Chapter 2 in [1], we infer that (1.1) has at least one weak solution.

Next, we prove the uniqueness. Suppose that u1 and u2 are two weak solutions
of (1.1); then by (H2) and (3.2), we obtain that

0 =
∑
|α|≤l

∫
RN\Ω

[Aα(x, u1, . . . , D
lu1) −Aα(x, u2, . . . , D

lu2)] · [Dαu1 −Dαu2] dx

≥ C‖u1 − u2‖p
W l,p

0 (RN\Ω)
,

which indicates that u1 = u2. This completes the proof.
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Next we suppose that the function J(x, ξ) : RN ×RT → R satisfies the following:
(H4) J is measurable in x ∈ RN and continuous in ξ ∈ RT ,

0 ≤ J(x, ξ) ≤ c4(|ξ|pRT + η(x)), x ∈ RN , ξ ∈ RT ,

with c4 > 0 and η ∈ L1(RN ).
The following lemma, which was provided in [14], will be used in our proof of the

existence of problem (P ).
Lemma 3.2. Let Ω be a bounded domain of class C. If z ∈ W l,p(RN ) and z = 0

a.e. in RN \ Ω, then z ∈ W l,p
0 (Ω).

The main result of the paper is as follows.
Theorem 3.3. The shape optimization problem (P ) has at least one solution.
Proof. Throughout the proof of Theorem 3.3, we shall use sptu and U(x, r) to

denote the support of u and the open ball in RN with center at x and radius r,
respectively.

Let d = MinΩ∈O
∫
RN\ΩJ(x, uΩ, . . . , D

luΩ) dx. It is obvious that d > −∞. Then

there exists a sequence {Ωn}∞n=1 ⊂ O such that

d = lim
n→∞

∫
RN\Ωn

J(x, un, . . . , D
lun) dx,(3.5)

where un ≡ uΩn is the weak solution of (1.1) in RN \Ωn. By Lemma 2.1, there exist a
subsequence of {Ωn}∞n=1, still denoted by itself, and Ω∗ ∈ O, such that Ω∗ = HlimΩn.

By taking v = un,Ω = Ωn in (3.2) and by (H3), we get that∑
|α|=l

‖Dαun‖pLp(RN\Ωn)
+ ‖un‖pLp(RN\Ωn)

≤ 1

2
‖un‖pLp(RN\Ωn)

+ C‖f‖q
Lq(RN )

,

which implies that

‖un‖W l,p
0 (RN\Ωn) ≤ C;

here and throughout the proof of Theorem 3.3, C denotes several positive constants
independent of n. Let

∧
un(x) =

⎧⎨
⎩

un(x) in RN \ Ωn,

0 in Ωn;
(3.6)

then {∧un}∞n=1 is bounded in W l,p(RN ). Hence there exists a subsequence of {∧un},
still denoted by itself, such that

∧
un →∧

u weakly in W l,p(RN ) and strongly in Lp(D)(3.7)

for some
∧
u∈ W l,p(RN ).

We observe that

∧
u (x) = 0 a.e. in Ω∗.(3.8)

Indeed, for any open subset K satisfying K ⊂ Ω∗, by Lemma 2.2, there is a positive
integer nK , such that K ⊂ Ωn ⊂ D for all n ≥ nK . Thus∫

K

| ∧
u (x)|p dx = lim

n→∞

∫
K

|∧un(x)|p dx ≤ lim
n→∞

∫
Ωn

|∧un(x)|p dx = 0,
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which implies that
∧
u (x) = 0 a.e. in K. Since K ⊂ K ⊂ Ω∗ is arbitrary, (3.8) follows.

We claim first that

∧
u (x) ∈ W l,p

0 (RN \ Ω
∗
).(3.9)

It suffices to construct a sequence of functions in W l,p
0 (RN \ Ω

∗
) converging to

∧
u in

the W l,p(RN \ Ω
∗
)-norm.

To this end, we let η 1
4
(x) = 4Nη(4x), where η : RN → R is defined by

η(x) =

{
c · exp

(
1

|x|2−1

)
if |x| < 1,

0 if |x| ≥ 1

with the constant c satisfying
∫
RN η(x) dx = 1, and let

ϕr(x) =
(
η 1

4
∗ χU(0,r+ 1

2 )

)
(x) =

∫
RN

η 1
4
(x− y)χU(0,r+ 1

2 )(y) dy.

One can easily check that ϕr(x) ∈ C∞
0 (RN ),

(3.10)

|Dαϕr(x)| ≤ C for all |α| ≤ l and x ∈ RN , ϕr(x) =

{
1 in U(0, r),

0 in RN \ U(0, r + 7
8 );

here and throughout the proof of Theorem 3.3, C denotes several positive constants
independent of r. Thus we have that

(ϕr
∧
u)(x) ∈ W l,p(RN ).

Let
∼
r0 > 0 be such that Ω

∗ ⊂ U(0,
∼
r0

2 ). Then for all r ≥ ∼
r0, the set

∼
Ωr = U(0, r +

1) \ Ω
∗

is of class C and RN \
∼
Ωr = Ω

∗ ∪ (RN \ U(0, r + 1)).
By (3.8) and (3.10), we obtain that

(ϕr
∧
u)(x) = 0 a.e. in RN \

∼
Ωr for all r ≥ ∼

r0;

then by Lemma 3.2, ϕr
∧
u ∈ W l,p

0 (
∼
Ωr), and thus

ϕr
∧
u ∈ W l,p

0 (RN \ Ω
∗
).

It is clear that ϕr
∧
u→∧

u in W l,p(RN \ Ω
∗
). Thus (3.9) holds.

Then we claim that

∑
|α|≤l

∫
RN\Ω∗

Aα(x,
∧
u, . . . ,Dl ∧

u) ·Dαv dx(3.11)

=

∫
RN\Ω∗

f(x) · v(x) dx for all v(x) ∈ W l,p
0 (RN \ Ω

∗
).
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It suffices to prove that

∑
|α|≤l

∫
RN\Ω∗

Aα(x,
∧
u, . . . ,Dl ∧

u) ·Dαv dx

=

∫
RN\Ω∗

f(x) · v(x) dx for all v(x) ∈ C∞
0 (RN \ Ω

∗
),

i.e., for each v(x) ∈ C∞
0 (RN \ Ω

∗
),

∑
|α|≤l

∫
sptv

Aα(x,
∧
u, . . . ,Dl ∧

u) ·Dαv dx =

∫
sptv

f(x) · v(x) dx.(3.12)

We observe that

∑
|α|≤l

∫
sptv

Aα(x,
∧
un, . . . , D

l∧un) ·Dαv dx =

∫
sptv

f(x) · v(x) dx.(3.13)

Indeed, we set

∧
v=

{
v in sptv,

0 in RN \ sptv.
(3.14)

By Lemma 2.3, there exists a positive integer n0(v) such that

spt
∧
v = sptv ⊂ RN \ Ωn for all n ≥ n0(v).(3.15)

Then for each n ≥ n0(v),
∧
v∈ C∞

0 (RN \ Ωn). Thus by (3.2), we have that

∑
|α|≤l

∫
RN\Ωn

Aα(x,
∧
un, . . . , D

l∧un) ·Dα ∧
v dx =

∫
RN\Ωn

f(x)· ∧
v dx,

which, together with (3.14) and (3.15), implies (3.13).
Now we shall prove that

Aα(x,
∧
un, . . . , D

l∧un) → Aα(x,
∧
u, . . . ,Dl ∧

u) weakly in Lq(sptv) for |α| ≤ l.(3.16)

Let ϕ ∈ C∞
0 (RN \ Ω

∗
) be a positive function such that

ϕ = 1 in sptv.(3.17)

By Lemma 2.3, there exists a positive integer n1 ≥ n0(v) such that

sptϕ ⊂ RN \ Ωn for all n ≥ n1.(3.18)

We set

∧
ϕ=

⎧⎨
⎩

ϕ in RN \ Ω
∗
,

0 in Ω
∗

(3.19)
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and

(3.20)

In ≡
∫
RN

∧
ϕ

∑
|α|≤l

(Aα(x,
∧
un, . . . , D

l∧un) −Aα(x,
∧
u, . . . ,Dl ∧

u)) · (Dα∧
un −Dα ∧

u) dx

=

∫
spt

∧
ϕ

∧
ϕ

∑
|α|≤l

(Aα(x,
∧
un, . . . , D

l∧un) −Aα(x,
∧
u, . . . ,Dl ∧

u)) · (Dα∧
un −Dα ∧

u) dx

≡ I1
n + I2

n + I3
n,

where

I1
n ≡

∫
spt

∧
ϕ

∑
|α|≤l

Aα(x,
∧
un, . . . , D

l∧un) ·Dα[
∧
ϕ (

∧
un−

∧
u)] dx,

I2
n ≡ −

∫
spt

∧
ϕ

∧
ϕ

∑
|α|≤l

Aα(x,
∧
u, . . . ,Dl ∧

u) · (Dα∧
un −Dα ∧

u) dx,

and

I3
n ≡ −

∫
spt

∧
ϕ

∑
|α|≤l

Aα(x,
∧
un, . . . , D

l∧un) · [Dα(
∧
ϕ (

∧
un−

∧
u))−

∧
ϕ (Dα∧

un −Dα ∧
u)] dx.

We claim that

In → 0 as n → ∞.(3.21)

Indeed, it follows from (3.2), (3.6), (3.7), (3.18), and (3.19) that

I1
n =

∫
RN\Ωn

∑
|α|≤l

Aα(x,
∧
un, . . . , D

l∧un) ·Dα[
∧
ϕ (

∧
un−

∧
u)] dx

=

∫
RN\Ωn

f ·
∧
ϕ (

∧
un−

∧
u) dx =

∫
sptϕ

f · ϕ(
∧
un−

∧
u) dx → 0 as n → ∞.

(3.22)

Then by (H1) and (3.7), we get that∑
|α|≤l

(‖Aα(x,
∧
un, . . . , D

l∧un)‖Lq(RN ) + ‖Aα(x,
∧
u, . . . ,Dl ∧

u)‖Lq(RN )) ≤ C,(3.23)

which implies

I2
n → 0 as n → ∞.(3.24)

Now we deal with the term I3
n. Since the term Dα(

∧
ϕ (

∧
un−

∧
u))−

∧
ϕ (Dα∧

un −Dα ∧
u)

does not contain any derivative of order l of
∧
un−

∧
u for any multi-index α with |α| ≤ l,

there exists a subsequence of {∧un}, still denoted by itself, such that for all multi-indices
α with |α| ≤ l,

Dα(
∧
ϕ (

∧
un−

∧
u))−

∧
ϕ (Dα∧

un −Dα ∧
u) → 0 strongly in Lp(spt

∧
ϕ),
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which, combined with (3.23), implies

I3
n → 0 as n → ∞.

This together with (3.20), (3.22), and (3.24) proves (3.21).
By (H2), (3.17), (3.19), and (3.21), we get that∫

sptv

∑
|α|≤l

|Dα∧
un −Dα ∧

u |p dx ≤
∫
RN

∧
ϕ

∑
|α|≤l

|Dα∧
un −Dα ∧

u |p dx ≤ CIn → 0.

Hence there exists a subsequence of {∧un}, still denoted by itself, such that

Dα∧
un → Dα ∧

u a.e. in sptv for |α| ≤ l,

which, combined with (H1), implies

Aα(x,
∧
un, . . . , D

l∧un) → Aα(x,
∧
u, . . . ,Dl ∧

u) a.e. in sptv for |α| ≤ l.

This together with (3.23) immediately shows (3.16).
Then by (3.16) we may pass to the limit for n → ∞ in (3.13) to get (3.12).
Next we claim that

d ≥
∫
RN\Ω∗

J(x,
∧
u, . . . ,Dl ∧

u) dx.(3.25)

Let RN \Ω
∗

= ∪∞
j=1Gj , where Gj , j = 1, . . . , are open and bounded subsets in RN \Ω

∗

such that Gj ⊂ Gj+1. By Lemma 2.3, for each j, there exists a positive integer nj

such that

Gj ⊂ RN \ Ωn for all n ≥ nj .

Thus

limn→∞

∫
RN\Ωn

J(x,
∧
un, . . . , D

l∧un) dx ≥ limn→∞

∫
Gj

J(x,
∧
un, . . . , D

l∧un) dx.(3.26)

By the same arguments as above, we may prove that there exists a subsequence of

{∧un}, still denoted by itself, such that

J(x,
∧
un, . . . , D

l∧un) → J(x,
∧
u, . . . ,Dl ∧

u) a.e. in Gj .

Then by (3.5) and (3.26) and using the Fatou lemma, we get that for each j,

d ≥
∫
Gj

J(x,
∧
u, . . . ,Dl ∧

u) dx.(3.27)

It is clear that

lim
j→∞

χGj (x) = χRN\Ω∗(x),(3.28)

where χGj and χRN\Ω∗ are the characteristic functions of Gj and RN \Ω∗
, respectively.
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Thus by (3.27) and (3.28) and using the Fatou lemma again, we get that

d ≥ limj→∞

∫
Gj

J(x,
∧
u, . . . ,Dl ∧

u) dx = limj→∞

∫
RN\Ω∗

χGjJ(x,
∧
u, . . . ,Dl ∧

u) dx

≥
∫
RN\Ω∗

J(x,
∧
u, . . . ,Dl ∧

u) dx.

This proves (3.25).
Finally, it follows from (3.9), (3.11), and (3.25) that Ω∗ is a solution of problem

(P ), and this completes the proof.

4. Application. In this section, we shall give some examples which are under
the framework of problem (P ).

Let Ω ⊂ RN , N ≥ 1, be an open and bounded subset, let O be the family defined
in section 2, and let u0 ∈ Lp(RN ) be a given observation function, where p ≥ 2.

Example 4.1. Consider the following p-Laplace elliptic equation in exterior do-
main RN \ Ω: ⎧⎨

⎩
−div(|∇u|p−2∇u) + k2|u|p−2u = f in RN \ Ω,

u ∈ W 1,p
0 (RN \ Ω),

(4.1)

where k �= 0 is a constant and f ∈ L
p

p−1 (RN ) is a given function. By the definition of
weak solution in section 3, uΩ ∈ W 1,p

0 (RN \ Ω) is a weak solution of (4.1) if∫
RN\Ω

|∇uΩ|p−2∇uΩ · ∇v dx + k2

∫
RN\Ω

|uΩ|p−2uΩ · v dx =

∫
RN\Ω

f · v dx(4.2)

for all v ∈ W 1,p
0 (RN \ Ω).

Consider the following shape optimization problem:

(P2) MinΩ∈O

∫
RN\Ω

|uΩ − u0|p dx,

where uΩ is the weak solution to (4.1). One can check that problem (P2) is a spe-
cial case of problem (P ). As p = 2, in quantum mechanics, (4.1) is known as the
Schrödinger equation and describes the steady state of a particle outside of a domain
shaped by Ω (cf. [2]), and thus problem (P2) may be understood to ask for the shape
Ω from among the family O such that the corresponding steady state u of the particle
distributed outside of Ω is “as close as possible” to a given state u0.

Example 4.2. Consider the following semilinear elliptic equation in exterior do-
main RN \ Ω: ⎧⎨

⎩
−�u + g(u) = f in RN \ Ω,

u ∈ W 1,2
0 (RN \ Ω),

(4.3)

where f ∈ L2(RN ) is a given function and g : R → R satisfies the following hypotheses:
(i) g : R → R is continuous;
(ii) there are a positive constant c and a function μ ∈ L2(RN ) such that for almost

all x ∈ RN and all y ∈ R,

|g(y)| ≤ c(|y| + μ(x));
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(iii) for all y, z ∈ R, (g(y) − g(z))(y − z) ≥ 0;

(iv) there is a positive constant
∼
c such that for all y ∈ R, g(y) · y ≥∼

c y2.

By the definition of weak solution in section 3, uΩ ∈ W 1,2
0 (RN \ Ω) is a weak

solution of (4.3) if∫
RN\Ω

∇uΩ · ∇v dx +

∫
RN\Ω

g(uΩ) · v dx =

∫
RN\Ω

f · v dx(4.4)

for all v ∈ W 1,2
0 (RN \ Ω).

We consider the following shape optimization problem:

(P3) MinΩ∈O

∫
RN\Ω

|uΩ − u0|2 dx,

where uΩ is the weak solution of (4.3). It is clear that problem (P3) is still under
framework (P ) after some simple modification.

Appendix.
Lemma A. Let U ⊂ RN , N ≥ 1, be an open subset. For any x ∈ U and y ∈ RN\U ,

there exists a constant t with 0 < t < 1 such that x + t(y − x) ∈ ∂U .
Proof. Since x ∈ U and U is an open subset of RN , there exists a constant

t0 ∈ (0, 1) such that

x + t0(y − x) ∈ U.

Let

t∗ = sup{0 ≤ t ≤ 1 : x + t(y − x) ∈ U}.

Then t0 ≤ t∗ ≤ 1.
Now we claim that

t∗ �= 1.

By contradiction, we assume that t∗ = 1. Then there exists a sequence {tn}∞n=1

with 0 ≤ tn ≤ 1 and x + tn(y − x) ∈ U such that tn → 1 as n → ∞. Thus
x + tn(y − x) → y ∈ U , which leads to a contradiction.

Next we claim that

x + t∗(y − x) ∈ ∂U.

By contradiction, we assume that x + t∗(y − x) �∈ ∂U. Then

x + t∗(y − x) ∈ U

or

x + t∗(y − x) ∈ RN \ U.

If x+ t∗(y−x) ∈ U , then there exists a positive constant 0 < δ < 1− t∗ such that

x + (t∗ + δ)(y − x) ∈ U,

which contradicts the fact that t∗ = sup{0 ≤ t ≤ 1 : x + t(y − x) ∈ U}.
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If x + t∗(y − x) ∈ RN \ U , then there exists a positive constant 0 <
∼
δ< t∗ such

that

x + t(y − x) ∈ RN \ U for all
∼
δ≤ t ≤ t∗,

which contradicts the fact that t∗ = sup{0 ≤ t ≤ 1 : x + t(y − x) ∈ U}.
This completes the proof.
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Abstract. A class of optimal control problems for semilinear elliptic equations with mixed
control-state constraints is considered. The existence of bounded and measurable Lagrange multi-
pliers is proven. As a particular application, the Lavrentiev-type regularization of pointwise state
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1. Introduction. In this paper, we consider the optimal control problem

minJ(y, u) :=

∫
Ω

ψ(x, y(x), u(x)) dx +

∫
Γ

ϕ(x, y(x)) ds(x)(1.1)

subject to the semilinear boundary value problem

(Ay)(x) + d(x, y(x)) = β(x)u(x) in Ω,
∂νy(x) + b(x, y(x)) = 0 on Γ

(1.2)

and to the mixed control-state constraints

0 ≤ u(x) ≤ c(x) + γ(x)y(x) a.e. in Ω,
u(x) ≤ e(x) a.e. in Ω.

(1.3)

We will investigate also another type of constraint that might be useful for ap-
plications. In this setting, A is a uniformly elliptic differential operator and Ω is a
bounded domain of R

N , N ≥ 2, with boundary Γ and outward unit normal ν. Precise
assumptions on and definitions of the quantities introduced above are formulated at
the end of this section.

The investigation of optimal control problems of this type is interesting for dif-
ferent reasons. First of all, they exhibit nice theoretical properties. As we shall prove
in this paper, the Lagrange multipliers associated with optimal solutions are quite
regular functions, while they are measures for pure state constraints. This higher
regularity allows for a better numerical analysis. For instance, second-order sufficient
optimality conditions have been discussed in a fairly complete way [15], [14]. For
pointwise state constraints, the associated theory is still partially open (cf. Casas et
al. [7]) since it works only for a small dimension of Ω if the constraints are imposed
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on the whole domain. Moreover, we mention the application of mixed constraints in
the numerical analysis that is briefly addressed in section 7.

Constraints of this type are also interesting for problems in which the difference
between control and state has to be bounded (problems of bottleneck type). An
application to optimal heating has been given in [19].

Our main issue is the existence of bounded and measurable Lagrange multipliers
associated with constraints (1.3). We shall consider the control u in L∞(Ω)—this is
the natural space obtained from the constraints. Therefore, the multipliers should
belong to the dual space L∞(Ω)∗, a space of Radon measures.

However, it is known from similar problems for linear and nonlinear parabolic
problems that the Lagrange multipliers are more regular under natural assumptions
[3], [4], [5], [18]. In fact, they can be constructed as functions of L2(Ω) or even
of L∞(Ω). Recently, the same result has been obtained for linear-quadratic elliptic
problems by the convex duality theory [17]. The elliptic case is more difficult than
the parabolic one due to the appearance of eigenvalues.

In principle, two ways are known for proving regularity. In [4], [5], the problems
are linearized at the optimal solution and the Lagrange multipliers are obtained by
the associated linear dual problem. Another technique was suggested later in [3]: An
application of a Kuhn–Tucker theorem in Banach spaces delivers existence of Lagrange
multipliers in L∞(Ω)∗. In a second step, these multipliers are shown to be bounded
functions. This step is fairly technical.

Here, we follow again the idea of linearization and application of duality the-
ory. We think that this approach is more elementary, although not simple as well.
Moreover, linearization and working with different norms and spaces seem to be in-
teresting on their own. Therefore, we devote a section to this issue. Later, we shall
embed problem (1.1)–(1.3) into a more general class of problems in function spaces
and prove the regularity of Lagrange multipliers for this general class. The result for
(1.1)–(1.3) is obtained as a conclusion.

Assumptions. Ω ⊂ R
N , N ≥ 2, is a bounded Lipschitz domain. The functions

ψ = ψ(x, y, u) : Ω × R
2 → R, d = d(x, y) : Ω × R → R, and ϕ, b : Γ × R → R are

measurable with respect to x for all fixed pairs (y, u) and differentiable with respect
to y and u for all fixed x. They satisfy the following conditions on boundedness and
Lipschitz continuity: There is a constant K > 0 and, for all M > 0, a constant
L(M) > 0 exists such that∣∣∣∣ψ(x, 0, 0) +

∂ψ

∂y
(x, 0, 0) +

∂ψ

∂u
(x, 0, 0)

∣∣∣∣ ≤ K

|ψ(x, y1, u1) − ψ(x, y2, u2)| +
∣∣∣∣∂ψ∂y (x, y1, u1) −

∂ψ

∂y
(x, y2, u2)

∣∣∣∣
+

∣∣∣∣∂ψ∂u (x, y1, u1) −
∂ψ

∂u
(x, y2, u2)

∣∣∣∣ ≤ L(M)
{
|y1 − y2| + |u1 − u2|

}
for all ui, yi with |ui| + |yi| ≤ M , i = 1, 2, and for a.a. x ∈ Ω. The functions d, ϕ, b
satisfy the same assumptions with respect to x ∈ Ω or x ∈ Γ.

The functions β, γ, c, e : Ω → R are bounded, measurable, and nonnegative. To
avoid a trivial problem, we assume that β �≡ 0. A is the uniformly elliptic differential
operator defined by

(Ay)(x) = −
N∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj
y(x)

)
+ c0(x)y(x)
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with functions aij that belong to C0,1(Ω̄), satisfy the condition aij(x) = aji(x), and
satisfy the condition of uniform ellipticity

N∑
i,j=1

aij(x)ξiξj ≥ δ0|ξ|2 a.e. on Ω

with some δ0 > 0 for all ξ ∈ R
N . We assume c0(x) ≥ 0 a.e. on Ω and ‖c0‖L2(Ω) > 0.

It holds that (∂d/∂y)(x, y) ≥ 0 and (∂b/∂y)(x, y) ≥ 0 for all y ∈ R and almost all
x ∈ Ω and Γ, respectively.

2. Lagrange multipliers and linearization. In (1.1)–(1.3), the state y is as-
sociated with u by a differentiable mapping G, y = G(u), and thus y can be eliminated
from the problem. Then J(y, u) = J(G(u), u) = f(u), and the state y can also be
eliminated in (1.3). Details are worked out in the next section. Finally, we arrive at a
differentiable mathematical programming problem in Banach spaces that admits the
following form:

min f(u), g(u) ≤K 0, u ∈ C.(2.1)

Here, f : U → R, g : U → Z are continuously Fréchet differentiable mappings defined
in real Banach spaces U , Z. Moreover, C ⊂ U is a convex set and K ⊂ Z is a
convex closed cone that defines a partial ordering ≤K in Z by z ≤K 0 ⇔ −z ∈ K. In
this sense, K can be considered as the nonnegative cone of Z, although the concrete
meaning can be quite different.

Assume that ū is a local solution of (2.1); i.e., for some r > 0 it holds that
f(ū) ≤ f(u) for all u ∈ U with ‖u − ū‖U ≤ r, g(u) ≤K 0, and u ∈ C. A Lagrange
multiplier is an element of the dual cone K+ of K,

K+ = {μ ∈ Z∗ : μ(z) ≥ 0 ∀z ∈ K},

where Z∗ is the dual space of Z, the Banach space of all linear and continuous func-
tionals on Z.

Definition 2.1. A Lagrange multiplier associated with ū is an element μ ∈ K+

such that the variational inequality

f ′(ū)(u− ū) + μ(g′(ū)(u− ū)) ≥ 0 ∀u ∈ C(2.2)

and the complementary slackness condition

μ(g(ū)) = 0(2.3)

hold true.
Remark. Equation (2.2) might be written as

〈f ′(ū) + g′(ū)∗μ, u− ū〉 ≥ 0 ∀u ∈ C

with the adjoint operator g′(ū)∗ and the pairing 〈·, ·〉 between Z∗ and Z. We avoid
g′(ū)∗ since it might be fairly complicated to find its concrete form in applications.
Moreover, we aim at finding μ in a more “regular” subspace of Z∗.

In our applications, Z is of type L∞(Ω) and K is the associated nonnegative cone.
It has a nonempty interior int K. Therefore, we are justified in requiring the following
constraint qualification (regularity of ū):
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There is a u0 ∈ C such that

−[g(ū) + g′(ū)(u0 − ū)] ∈ intK.(2.4)

Under this assumption, a Lagrange multiplier μ ∈ Z∗ exists, since (2.4) is equivalent
to the well-known regularity condition of Zowe and Kurcyusz [23]; see also [13] and
[20].

The condition of Zowe and Kurcyusz is sufficient for the existence of μ ∈ Z∗

[23]. However, we shall apply another conclusion of (2.4) that was used in [23] as an
auxiliary result: (2.4) permits us to view ū as the solution of the linearized problem.

Definition 2.2 (linearizing cone). Let z̄ ∈ K and ū ∈ C.

C(ū) = {v ∈ U : v = λ (u− ū), λ ≥ 0, u ∈ C},
K(z̄) = {w ∈ Z : w = λ (z − z̄), λ ≥ 0, z ∈ K}.

The set

L(ū) = {v ∈ U : v ∈ C(ū), g′(ū)v ∈ −K(−g(ū))}

is said to be the linearizing cone of the feasible set at ū.
Lemma 2.3. Under the regularity assumption (2.4), it holds that

f ′(ū) v ≥ 0 ∀v ∈ L(ū).(2.5)

For this result of [23], we refer to [20, Theorem 1.2.1] and condition (2.2) of [20].
The reason for (2.5) is that (2.4) ensures L(ū) ⊂ T (ū), where T (ū) is the so-called
tangent cone.

We rewrite (2.5) in a more convenient form. Obviously,

L(ū) = {v ∈ U : v = α (u− ū), g′(ū) v + β g(ū) ≤K 0, u ∈ C, α ≥ 0, β ≥ 0}.

Taking α = β = 1, we obtain from (2.5)

f ′(ū)(u− ū) ≥ 0(2.6)

for all u ∈ C with

g(ū) + g′(ū)(u− ū) ≤K 0.(2.7)

Theorem 2.4. If ū is a local solution of problem (2.1) that satisfies the constraint
qualification (2.4), then ū is a (global) solution of the linearized programming problem

min f ′(ū)u, g(ū) + g′(ū)(u− ū) ≤K 0, u ∈ C.(2.8)

Proof. This follows from rewriting (2.6) in the form f ′(ū)u ≥ f ′(ū)ū, together
with (2.7).

Theorem 2.5. Let the assumptions of Theorem 2.4 be satisfied. Then a Lagrange
multiplier μ ∈ K+ associated with ū exists. It is also a Lagrange multiplier for ū,
considered as the solution of (2.8). Conversely, let ū solve (2.8) and let μ be any
Lagrange multiplier for ū in (2.8). Then ū and μ together satisfy the first-order
necessary conditions for problem (2.1).

Proof. Define f̃(u) = f ′(ū)u, g̃(u) = g(ū) + g′(ū)(u− ū). Then we have for all u,

f̃ ′(u) ≡ f ′(ū), g̃′(u) ≡ g′(ū), g̃(ū) = g(ū).
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The first statement of the theorem follows from [23], since the regularity condition
(2.4) implies the one of Zowe and Kurcyusz. The converse is shown as follows: Let μ
be any Lagrange multiplier associated with ū as a solution of (2.8). By the associated
complementarity condition and the relations above, we get μ(g(ū)) = μ(g̃(ū)) = 0.
Moreover,

f ′(ū)(u− ū) + μ(g′(ū)(u− ū)) = f̃ ′(ū)(u− ū) + μ(g̃′(ū)(u− ū)) ≥ 0 ∀u ∈ C.

Therefore, (2.2) and (2.3) are satisfied, and thus μ is a Lagrange multiplier for
(2.1).

In view of this, we may concentrate on the linearized problem (2.8) to find a
Lagrange multiplier. Why is this helpful? There are two reasons: (2.8) can be consid-
ered in a space with coarser topology, where f and g are not differentiable. Moreover,
we shall be able to use cones of nonnegative functions with empty interior such as
(L2(Ω))+.

3. Transformation and linearization of the control problem. In this sec-
tion, we convert the elliptic optimal control problem (1.1)–(1.3) into a mathematical
programming problem and consider its linearization, together with an associated dual
problem.

Theorem 3.1. Under the general assumptions, for all u ∈ Lp(Ω), p > N/2, (1.2)
has a unique solution y = y(u) ∈ H1(Ω)∩C(Ω̄) =: Y . The associated control-to-state
mapping G : u �→ y is continuously Fréchet differentiable. Its derivative G′(ū) at
ū ∈ Lp(Ω) is given by G′(ū)u = v, where v solves the linearized equation

(Av)(x) + dy(x, ȳ(x))v(x) = β(x)u(x) in Ω,

∂νv(x) + by(x, ȳ(x))v(x) = 0 on Γ,
(3.1)

and ȳ = G(ū).
This result is standard. Existence of y ∈ L∞(Ω) follows for Lipschitz domains by

a truncation technique and the Stampacchia method, as in Casas [6] (see also Alibert
and Raymond [1]). In [6], the continuity of y was still shown for C1,1-domains. In
[1], continuity has been deduced from a result by Murthy and Stampacchia [12] that
holds in Lipschitz domains. The reader might also consult the monograph [21], where
these ideas are presented in detail in sections 4.1.3 and 7.1.2.

In what follows, we consider G and G′(ū) as operators with a range in C(Ω̄),
although their range is actually contained also in H1(Ω). Inserting y = G(u) into J ,
the elliptic problem (1.1)–(1.3) is transformed into

min f(u) := J(G(u), u)(3.2)

subject to

0 ≤ u(x) ≤ c(x) + γ(x)(G(u))(x),
u(x) ≤ e(x)

(3.3)

for almost all x ∈ Ω. If we consider u as a function of Lp(Ω), then 0 ≤ u(x) ≤ e(x),
and the assumption e ∈ L∞(Ω) guarantees u ∈ L∞(Ω). Therefore, from now on, we
fix U = L∞(Ω), Z = (L∞(Ω))2, K = (L∞(Ω)+)2, and we define g : U → Z by

(g(u))(x) =

(
u(x) − c(x) − γ(x)(G(u))(x)
u(x) − e(x)

)
.



LAGRANGE MULTIPLIERS 553

Moreover, we define C = L∞(Ω)+. Then (1.1)–(1.3) is equivalent to

min f(u), g(u) ≤K 0, u ∈ C.(3.4)

Let ū be a local solution of (3.4). “Local” is related to the topology of L∞(Ω). To
satisfy the regularity condition, we must assume the existence of u0 ∈ L∞(Ω) such
that (2.4) is fulfilled. We require here a stronger condition and assume that u0 = 0
satisfies (2.4). This means that ε > 0 exists such that

ε ≤ c(x) + γ(x)ȳ(x) − γ(x)(G′(ū)ū)(x),

ε ≤ e(x)(3.5)

is satisfied almost everywhere in Ω. This assumption appears to be natural in some
sense: the smallest function—namely u0(x)—should satisfy the upper bounds strictly.
Since some monotonicity follows from the maximum principle for elliptic equations,
this is reasonable. The next result is obtained as a direct conclusion of Theorem 2.4.

Lemma 3.2. If ū ∈ L∞(Ω) is a local solution of the optimal control problem
(1.1)–(1.3), and the regularity condition (3.5) is satisfied with some ε > 0, then ū is
also a solution of the linear optimal control problem

min f ′(ū)u

subject to u ∈ L∞(Ω) and

u(x) ≤ c(x) + γ(x)(G(ū))(x) + γ(x)(G′(ū)(u− ū))(x),

u(x) ≤ e(x),

u(x) ≥ 0.(3.6)

Transforming this problem into an elliptic control problem, we arrive at

min

{∫
Ω

ψy(x, ȳ(x), ū(x))y(x) dx +

∫
Γ

ϕy(x, ȳ(x))y(x) ds(x)

+

∫
Ω

ψu(x, ȳ(x), ū(x))u(x) dx

}
(3.7)

subject to the linearized equation (3.1) and

0 ≤ u(x) ≤ c(x) + γ(x)ȳ(x) + γ(x)y(x) − γ(x)(G′(ū)ū)(x),
u(x) ≤ e(x).

(3.8)

We introduce the fixed part of the right-hand side by

c̄(x) = c(x) + γ(x)ȳ(x) − γ(x)(G′(ū)ū)(x).

Moreover, we introduce an adjoint state p̂ ∈ H1(Ω) ∩ C(Ω̄) by

(A p̂)(x) + dy(x, ȳ(x))p̂(x) = ψy(x, ȳ(x), ū(x)) in Ω,

∂ν p̂(x) + by(x, ȳ(x))p̂(x) = ϕy(x, ȳ(x)) on Γ.
(3.9)

Then it holds that∫
Ω

ψy(x, ȳ(x), ū(x))y(x) dx +

∫
Γ

ϕy(x, ȳ(x))y(x) ds(x) =

∫
Ω

β(x)p̂(x)u(x) dx.
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This well-known relation is easily obtained from the weak formulation of (3.1) and
(3.9), respectively. With these notations, the linear programming problem (3.6) be-
comes equivalent to the primal problem

min

∫
Ω

a(x)u(x) dx(3.10)

subject to

u(x) ≤ c̄(x) + (Su)(x),

u(x) ≤ e(x),

u(x) ≥ 0(3.11)

with

a = β p̂ + ψu(·, ȳ, ū),

Su = γ G′(ū)u.

By our assumptions, it holds that a ∈ L∞(Ω), and S is a linear continuous operator
in L∞(Ω). The unknown function is u ∈ L∞(Ω). However, we also know that
‖Su‖L2(Ω) ≤ c‖u‖L2(Ω), and thus we can consider S as a linear continuous operator
in L2(Ω). Let us view S in this way and consider the linear programming problem
(3.10)–(3.11) for u ∈ L2(Ω) with all inequalities defined in L2(Ω) as well. Notice that
this does not change the feasible set, since 0 ≤ u ≤ e implies u ∈ L∞(Ω). Therefore,
ū solves the linear problem (3.11) in L2(Ω).

4. The dual linear problem. Let us now establish the dual problem associated
with the primal problem (3.10)–(3.11). In what follows, we denote by (· , ·) the inner
product in L2(Ω), and S∗ : L2(Ω) → L2(Ω) denotes the adjoint operator to S. By
Lagrange duality, the dual problem is obtained as follows: (3.10)–(3.11) is equivalent
to

min
u∈L2(Ω)

{
max

μ∈(L2(Ω)+)3
{(a, u) − (u, μ1) + (u− Su− c̄, μ2) + (u− e, μ3)}

}
,

where μ = (μ1, μ2, μ3). The dual problem is obtained by reversing the order of min
and max,

max
μ∈(L2(Ω)+)3

{
(−c̄, μ2) − (e, μ3) + min

u∈L2(Ω)
{(a− μ1 + μ2 − S∗μ2 + μ3, u)}

}
.

The minimum is −∞ if 0 �= a − μ1 + μ2 − S∗μ2 + μ3. This is meaningless for
maximization, and hence we obtain the dual problem as

max −
∫

Ω

(c̄(x)μ2(x) + e(x)μ3(x)) dx

subject to
μ2 + μ3 = −a + μ1 + S∗μ2

μi ≥ 0, i = 1, 2, 3.

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

(4.1)

We show that (4.1) is solvable. Moreover, the problems (3.10)–(3.11) and (4.1) turn
out to be in duality—they have the same optimal values. Preparing this discussion, we
finish this section by computing S∗. This operator is defined by (v , Su) = (S∗v , u)
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for all u, v ∈ L2(Ω). We recall that Su = γG′(ū)u = γy, where y is the solution of
(3.1). Therefore,

(v , Su) = (v , γy) = (γv , y) = (βq , u),

where q is the solution of the adjoint equation

(Aq)(x) + dy(x, ȳ(x))q(x) = γ(x)v(x) in Ω,
∂νq(x) + by(x, ȳ(x))q(x) = 0 on Γ.

(4.2)

This follows again in a standard way from the weak formulation of (3.1), (4.2). In
view of this, S∗ is given by

(S∗v)(x) = β(x)q(x),(4.3)

where q ∈ H1(Ω) is the solution of (4.2).

5. The duality relation. Here, we discuss the equality of the optimal values
for the primal problem (3.10)–(3.11) and its dual (4.1).

Theorem 5.1. If c̄(x) ≥ 0 and e(x) ≥ 0 hold a.e. in Ω, then the minimum of
(3.10)–(3.11) is equal to the supremum of (4.1).

Proof. We sketch the proof for convenience, since it is standard for continuous
linear programming problems. We refer, for instance, to [8], [10], [22], [9], to the
monograph [2] and—in the context of elliptic PDEs—to the recent paper [17].

(i) Define the convex cone E,

E = {(α, d1, d2) ∈ R × L2(Ω)2| ∃u ∈ L2(Ω), u ≥ 0, u ≤ d1 + Su, u ≤ d2, (a, u) ≤ α}.

We show that E is closed. In fact, if (αn, d1,n, d2,n) → (α, d1, d2) in R × L2(Ω)2 for
n → ∞, then there are un ∈ L2(Ω) such that

0 ≤ un ≤ d2,n ∀n = 1, 2, . . . .

Therefore, the sequence (un)∞n=1 is bounded in L2(Ω). By weak compactness, we can
assume un ⇀ u in L2(Ω). The weak continuity of S yields Sun ⇀ Su in L2(Ω).
Finally, convexity ensures weak closedness, and hence it holds in the limit that

0 ≤ u ≤ d2, u ≤ d1 + Su, (a, u) ≤ α.

This means that (α, d1, d2) is in E.
(ii) Let ᾱ denote the minimum for (3.10)–(3.11). Clearly, the primal problem

(3.10)–(3.11) has a solution; i.e., its infimum is attained. This follows from weak
compactness, since 0 ≤ u ≤ e gives boundedness of the feasible set. By definition,
(ᾱ − 1

n , c̄, e) �∈ E for all n ∈ N. Therefore, the element (ᾱ − 1
n , c̄, e) can be separated

from the set E by a closed hyperplane in R × L2(Ω)2: There are (βn, c
∗
n, e

∗
n) ∈ R ×

L2(Ω)2 such that (βn, c
∗
n, e

∗
n) �= (0, 0, 0), and

βn

(
ᾱ− 1

n

)
+ (c̄, c∗n) + (e, e∗n) < βnα + (d1, c

∗
n) + (d2, e

∗
n)(5.1)

holds for all (α, d1, d2) ∈ E. Inserting (ᾱ, c̄, e) in the right-hand side, it follows that
βn > 0 and w.l.o.g. βn = 1. We deduce that μ2,n := c∗n and μ3,n := e∗n satisfy the
constraints

μ2 + μ3 ≥ −a + S∗μ2,

μi ≥ 0, i = 2, 3.(5.2)
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To confirm this insert, for arbitrary u ≥ 0, d1 = u − Su, d2 = u, and α = (a , u) in
the right-hand side of (5.1). Denote its (fixed) left-hand side by γn. Then

γn < (a + μ2,n + μ3,n − S∗μ2,n , u)

must hold for all u ≥ 0. This implies a + μ2,n + μ3,n − S∗μ2,n ≥ 0, i.e., the upper
inequality of (5.2). Inserting α = 0, u = 0, d2 = 0, and arbitrary d1 ≥ 0, we obtain

γn < (d1 , μ2,n) ∀ d1 ≥ 0,

and hence μ2,n ≥ 0. In the same way, μ3,n ≥ 0 is shown.
Setting μ1 = μ2 + μ3 + a − S∗μ2, (5.2) becomes equivalent to the constraints of

(4.1). Moreover, inserting above (α, d1, d2) = (0, 0, 0) ∈ E,

−
∫

Ω

(c̄(x)μ2,n(x) + e(x)μ3,n(x)) dx > ᾱ− 1

n

is obtained for every n ∈ N. It is true in general that the dual supremum σ̄ is less
than or equal to the primal minimum ᾱ (cf. (6.13)), and hence

ᾱ ≥ σ̄ > ᾱ− 1

n
.

Now, n → ∞ yields ᾱ = σ̄, the statement of the theorem.
Remark. The main point in the proof was the closedness of E. It was deduced

from the boundedness of the sets {u ∈ L2(Ω)| 0 ≤ u ≤ d2,n}.
6. Solvability of the dual problem. To prove existence for the dual problem,

we rely on the nonnegativity and certain smoothing properties of S and S∗.
Lemma 6.1. S and S∗ are nonnegative, i.e.,

u ≥ 0 ⇒ Su ≥ 0 a.e. in Ω.

This follows from G′(ū) ≥ 0, a consequence of comparison principles for linear
elliptic equations: For u ≥ 0, we consider v−, the negative part of the solution
v = G′(ū)u of (3.1). By using v− as a test function in (3.1), we see that v− vanishes.
Here, β ≥ 0, γ ≥ 0 are used.

By their definitions, S and S∗ are linear and continuous operators in L2(Ω). We
shall estimate them in different Lp-norms for 1 ≤ p ≤ ∞. To match their domain
L2(Ω), we have to consider the intersection of Lp(Ω) with L2(Ω) in the estimates
below. For instance, we know from Theorem 3.1 that

‖Su‖L∞(Ω) ≤ cS ‖u‖Lp(Ω) ∀u ∈ Lp(Ω) ∩ L2(Ω), p ≥ N/2.

Lemma 6.2. With constants cS , δ > 0, the following estimates are fulfilled:

‖S∗v‖L∞(Ω) ≤ cS ‖v‖Lp(Ω) ∀v ∈ Lp(Ω) ∩ L2(Ω), p > N/2.(6.1)

‖S∗v‖Lp+δ(Ω) ≤ cS ‖v‖Lp(Ω) ∀v ∈ Lp(Ω) ∩ L2(Ω), 1 ≤ p ≤ N/2.(6.2)

Proof. (i) First estimate. S∗v is given by formula (4.3), where q is obtained as the
solution of the adjoint elliptic equation (4.2). The mapping v �→ q is continuous from
Lp(Ω) to L∞(Ω). This follows from Theorem 3.1 with γ substituted for β. Therefore,
the estimate ‖S∗v‖L∞(Ω) = ‖β q‖L∞(Ω) ≤ cS ‖v‖Lp(Ω) follows immediately.
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(ii) Some continuity properties. To avoid confusion of operators and their associ-
ated spaces, let us first mention that the solution mapping u �→ v for (3.1) is linear
and continuous from (H1(Ω))∗ to H1(Ω). We denote this operator by S. In this
sense, S is the restriction of S to L2(Ω) considered with a range in L2(Ω). Define,
for p > N/2, Sp : Lp(Ω) → L∞(Ω) as the restriction of S to Lp(Ω). By Theorem 3.1,
this operator is continuous. For arbitrary v ∈ L1(Ω), the mapping

u �→
∫

Ω

v (Sp u) dx

defines a functional ϕ ∈ Lp(Ω)∗ = Lp′
(Ω). The mapping v �→ ϕ is obviously continu-

ous from L1(Ω) to Lp′
(Ω). We denote this mapping by S⊗

p . It is the restriction of S∗
p

to L1(Ω), and hence we have

‖S⊗
p v‖Lp′ (Ω) ≤ c1 ‖v‖L1(Ω) ∀v ∈ L1(Ω).

This estimate holds in particular for all v ∈ L2(Ω). For such functions we have
S⊗
p v = S∗v. In fact, we find for all u ∈ L∞(Ω) and v ∈ L2(Ω),∫

Ω

(S⊗
p v)u dx =

∫
Ω

v (Sp u) dx = (v, Spu) = (v, Su) = (S∗v, u).

Since this is true for all u ∈ L∞(Ω), it must hold that S⊗
p v = S∗v for all v ∈ L2(Ω).

Therefore, the boundedness of S⊗
p extends to S∗:

‖S∗v‖Lp′ (Ω) ≤ c1‖v‖L1(Ω) ∀v ∈ L2(Ω).

This shows that S∗ can be extended to a continuous linear operator from L1(Ω) to
Lp′

(Ω). In fact, it is known from Alibert and Raymond [1] and Casas [6] that the
solution operator of the adjoint equation (4.2) is linear and continuous from L1(Ω) to
W 1,σ(Ω) for all σ < N/(N − 1). However, we do not rely on this deep result. We just
use the available following information.

We know in particular that S∗ is continuous from Lp0(Ω) to Lp1(Ω) and from
Lq0(Ω) to Lq1(Ω) for p0 = N , p1 = 2N , q0 = 1, q1 = p′ > 1, where p′ is associated
with the arbitrary but fixed p ∈ (N/2,∞) chosen at the beginning. It is now fairly
clear that the second estimate can be obtained by interpolation.

(iii) Second estimate. Define, for θ ∈ [0, 1], rj = rj(θ) by

1

rj
=

1 − θ

pj
+

θ

qj
, j = 0, 1.

Then the classical interpolation theorem in Triebel [16, §1.18.7, Thm. 1] ensures that
S∗ is continuous from Lr0(Ω) to Lr1(Ω). From now on, we need only simple calcula-
tions. Inserting the concrete values for pj , qj , we find

1

r0(θ)
=

1 − θ

N
+ θ,

1

r1(θ)
=

1 − θ

2N
+

θ

p′
.

Therefore,

1

r0(θ)
− 1

r1(θ)
=

1 − θ

N
+ θ − 1 − θ

2N
− θ

p′
=

1

2N
+ θ

(
1 − 1

2N
− 1

p′

)
.
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The difference 1/r0(θ) − 1/r1(θ) is a linear function of θ. It admits the values 1/2N
and 1 − 1/p′ > 0 for θ = 0 and θ = 1, respectively, and thus

1

r0(θ)
− 1

r1(θ)
≥ δ > 0

holds with δ = min(1/2N, 1 − 1/p′). After multiplication with r0r1 > 1, we get
r1(θ) − r0(θ) ≥ δr0r1 ≥ δ for all θ ∈ [0, 1], and hence r1 ≥ r0 + δ. Therefore, the
second estimate holds for all r0 = p ∈ [1, N ], in particular for p ∈ [1, N/2].

Theorem 6.3. If the regularity condition (3.5) is satisfied, then the dual problem
(4.1) has a solution μ̄ ∈ (L∞(Ω))3.

Proof. (i) Boundedness in L1. We know that the supremum ᾱ in (4.1) is finite.
Let (μi,n)∞n=1 ∈ L2(Ω), i = 1, 2, 3, be sequences such that the constraints of (4.1) are
satisfied and

−(c̄ , μ2,n) − (e , μ3,n) → ᾱ

for n → ∞. The regularity condition (3.5) gives c̄ ≥ ε and e ≥ ε a.e. on Ω, and hence

−(c̄, μ2,n) − (e, μ3,n) ≤ −ε (‖μ2,n‖L1(Ω) + ‖μ3,n‖L1(Ω)).

Therefore, the L1-norm of μ2,n and μ3,n is bounded. The boundedness of μ1,n in
L1(Ω) can now be obtained from the constraints of (4.1).

(ii) Boundedness in L1+δ. The constraints of (4.1) are equivalent to the con-
straints (5.2), i.e., μ2 ≥ 0, μ3 ≥ 0, and

μ2 + μ3 ≥ −a + S∗μ2.

In view of this, we have

μ2,n + μ3,n ≥ −a + S∗μ2,n.(6.3)

By Lemma 6.2 and the L1-boundedness of the sequence μ2,n, the sequence (S∗μ2,n)
is bounded in the reflexive Banach space L1+δ(Ω), and hence the right-hand side of
(6.3) is bounded in L1+δ(Ω). Now, we redefine μ2,n, μ3,n as follows: We take

μ̂2,n(x) + μ̂3,n(x) =

{
0, where − a(x) + (S∗μ2,n)(x) ≤ 0,
−a(x) + (S∗μ2,n)(x), where − a(x) + (S∗μ2,n(x)) > 0

(6.4)

and require 0 ≤ μ̂2,n ≤ μ2,n and 0 ≤ μ̂3,n ≤ μ3,n. Certainly, this is possible. Then,

|μ̂2,n(x)| + |μ̂3,n(x)| ≤ |a| + |(S∗μ2,n)(x)| a.e. on Ω,

and hence these new sequences are bounded in L1+δ(Ω). Moreover, μ̂2,n, μ̂3,n ≥ 0 and
μ̂2,n ≤ μ2,n, together with S∗ ≥ 0, show

μ̂2,n + μ̂3,n ≥ −a + S∗μ2,n ≥ −a + S∗μ̂2,n,

and thus the new functions are feasible. They have an objective value greater than
or equal to the pair μ2,n, μ3,n since c̄ ≥ 0 and e ≥ 0. In this way, we have found a
sequence with a better objective value that is bounded in the reflexive Banach space
L1+δ(Ω). By selecting weakly convergent subsequences we can assume that

μ̂2,n ⇀ μ2, μ̂3,n ⇀ μ3, n → ∞
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hold in L1+δ(Ω), where μ2, μ3 ∈ L1+δ(Ω) satisfy all constraints of the dual problem.
Moreover, the functions are optimal, and

μ1 := μ2 + μ3 + a− S∗μ2

is the associated optimal μ1.
(iii) Solution in (L∞(Ω))3. We have found an optimal triplet in (L1+δ(Ω))3 that

satisfies the nonnegativity constraints and

μ2 + μ3 ≥ −a + S∗μ2.(6.5)

By the smoothing property (6.2) of S∗, the function S∗μ2 belongs to L1+2δ(Ω). Ap-
plying the technique of (ii), we find μ̂2 ≥ 0, μ̂3 ≥ 0, which satisfy all constraints.
Moreover, they belong to L1+2δ(Ω) and have the same objective value (clearly, the
value cannot be improved further). Applying this bootstrapping technique, we ar-
rive after finitely many steps at the case when 1 + kδ > N/2. In the next step,
S∗ : L1+kδ(Ω) → L∞(Ω) is used to obtain μ̂i ∈ L∞(Ω), i = 1, 2, 3.

Theorem 6.4. Suppose that ū is a local solution of the optimal control problem
(1.1)–(1.3) that satisfies the regularity condition (3.5). Then there exist Lagrange
multipliers μi ∈ L∞(Ω), i = 1, 2, 3, satisfying with ū, ȳ, p̄ the optimality system that
consists of constraints (1.2)–(1.3), the adjoint equation

(Ap)(x) + dy(x, ȳ(x))p(x) = ψy(x, ȳ(x), ū(x)) − γ(x)μ2(x) in Ω,
∂νp(x) + by(x, ȳ(x))p(x) = ϕy(x, ȳ(x)) on Γ,

(6.6)

and, for almost all x ∈ Ω, the conditions

ψu(x, ȳ(x), ū(x)) + β(x)p(x) + μ3(x) + μ2(x) − μ1(x) = 0,(6.7)

μi(x) ≥ 0,(6.8)

(ū(x) − e(x))μ3(x) = 0,(6.9)

(ū(x) − γ(x)ȳ(x) − c(x))μ2(x) = 0,(6.10)

ū(x)μ1(x) = 0.(6.11)

Proof. We consider the optimal solutions μi ∈ L∞(Ω) of the dual problem (4.1)
and show that they fulfill the required properties. First, we mention

(a , ū) ≥ (a , ū) + (ū− c̄− Sū , μ2) + (ū− e , μ3)(6.12)

= (a + μ2 + μ3 − S∗μ2 , ū) − (c̄ , μ2) − (e , μ3)

≥ −(c̄ , μ2) − (e , μ3),(6.13)

since ū, μ2, μ3 ≥ 0 and the inequalities (3.11), (6.5) hold true. From the duality
relation of Theorem 5.1,

(a , ū) = −(c̄ , μ2) − (e , μ3),

we deduce that the inequalities (6.12), (6.13) must hold as equations, and hence

0 = (ū− c̄− Sū , μ2) = (ū− e , μ3) = (a + μ2 + μ3 − S∗μ2 , ū).(6.14)

By definition, c̄ = c + γ ȳ − Sū, and hence (6.14) yields∫
Ω

(ū− c− γ ȳ)μ2 dx =

∫
Ω

(ū− e)μ3 dx = 0.
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Thanks to ū− c− γȳ ≤ 0, ū ≤ e, and to the nonnegativity of μ2, μ3, this is equivalent
to (6.9)–(6.10). Inserting μ1 = a + μ2 + μ3 − S∗μ2, we obtain from (6.14)∫

Ω

ū μ1 dx = 0.

The nonnegativity of ū and μ1 implies (6.11). By definition, it holds that

a + μ2 + μ3 − μ1 − S∗μ2 = 0.(6.15)

The representation (4.3) for S∗ permits us to write

S∗μ2 = β q,(6.16)

where q solves the adjoint equation (4.2) with right-hand side γμ2. Moreover,

a = ψu(ȳ, ū) + β p̂,(6.17)

where p̂ is the solution of (3.9). Obviously, (6.15)–(6.17) are equivalent to (6.6)–(6.7).
The complete system of necessary conditions is shown.

7. An application to pointwise state constraints. Consider the optimal
control problem (1.1)–(1.2) subject to the pointwise constraints

0 ≤ u(x),(7.1)

0 ≤ c(x) + y(x).(7.2)

We know y ∈ C(Ω̄), and hence a Lagrange multiplier μ2 associated with (7.2) is in
general a regular Borel measure, provided that c ∈ C(Ω̄) (cf. Casas [6]). One way to
deal with (7.2) numerically by the Lavrentiev-type regularization

−λu(x) ≤ c(x) + y(x)(7.3)

with λ > 0 being small [11].
For the results of this section, we assume that the control problem (1.1), (1.2),

(7.1), (7.3) has a locally optimal solution ū ∈ L∞(Ω). Notice that this boundedness
does not follow from the constraints (7.1), (7.3).

We do not consider here the pass to the limit λ ↓ 0. However, we are able to show
that, for λ > 0 fixed, the associated Lagrange multiplier μ2 can be taken as a function
from L∞(Ω) again. For this result, the theory of the preceding sections needs a few
modifications. To simplify the notation, we write μ := μ2 below. Recall that now
γ(x) = 1, S = G′(ū) and therefore c̄ = c + ȳ − S ū.

The state constraints in (7.2) are meaningful only if c �≥ 0, since otherwise u ≥ 0
would imply c + y ≥ 0. Therefore, now we cannot assume c̄ ≥ 0 if we are interested
in taking λ small (consider, for instance, the linear case, where ȳ = Sū, and hence
c = c̄).

Our approach is based on linearization and needs the regularity condition (2.4).
For the case of the constraints (7.1), (7.3), this condition amounts to the existence of
u0 ∈ L∞(Ω) and ε > 0 such that

ε ≤ u0(x), ε− λu0(x) ≤ c̄(x) + S u0(x)(7.4)

for almost all x ∈ Ω. It is easy to see that this condition is satisfied for the function
u0(x) ≡ c0 if c0 is taken sufficiently large. Indeed, for c0 → ∞, the term −λ c0 in (7.4)
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tends to −∞, while S c0 remains nonnegative. Moreover, c̄ is bounded. Therefore,
(7.4) is satisfied for sufficiently large c0, and we are justified to linearize at any ū.

The associated linear programming problem for a local solution of the problem
(1.1), (1.2), (7.2), (7.3) that replaces (3.10)–(3.11) is now

min (a , u),

−λu ≤ c̄ + Su,(7.5)

u ≥ 0, u ∈ L∞(Ω).

We know that ū is a solution of that problem, since ū is supposed to be a local
solution of the optimal control problem in L∞(Ω) and the regularity condition is
satisfied. However, this information is related to the space L∞(Ω) that is not suitable
for obtaining regular Lagrange multipliers. Therefore, we show that the optimal value
of problem (7.5) does not increase if the feasible set is extended from L∞(Ω) to Lp(Ω)
with p > N/2.

Lemma 7.1. The optimal value of problem (7.5) does not change if its feasible set
is extended to all u ∈ Lp(Ω), p > max{2, N/2}, satisfying the associated constraints.

Proof. Let an arbitrary u ∈ Lp(Ω) be given such that u ≥ 0 and

−λu ≤ c̄ + S u a.e. in Ω.(7.6)

We construct a sequence of functions un ∈ L∞(Ω) such that un satisfies (7.6) and
un → u in Lp(Ω) as n → ∞. This implies the statement of the lemma.

By the smoothing property (6.2) of S, we know that c̄ + S u ∈ C(Ω̄). Define

K =
1

λ
‖c̄ + S u‖L∞(Ω)

and introduce the “cut-off” function

vn(x) =

{
n, u(x) > n,

u(x), u(x) ≤ n.

This function is bounded, measurable, and nonnegative. It holds that vn → u in
Lp(Ω) as n → ∞. For all n ≥ K we have

−λ vn ≤ c̄ + S u a.e. in Ω.

This inequality is trivial for all x with u(x) ≤ n, since vn(x) = u(x) is satisfied there.
In the remaining points, it holds that

−λ vn(x) = −λn ≤ −λK = −‖c̄ + S u‖L∞(Ω) ≤ c̄(x) + (S u)(x).

In view of vn → u, the continuity of S from Lp(Ω) to C(Ω̄) yields

−λ vn ≤ c̄ + S vn + εn

with εn ↓ 0 as n → ∞. For sufficiently large constant c0 > 0, we have

−λ c0 ≤ c̄ + S c0 − 1.

For all t ∈ [0, 1], the convex combination un := (1 − t) vn + t c0 is nonnegative and
satisfies

−λun ≤ c̄ + S un + (1 − t) εn − t.
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We take t = tn = εn/(1 + εn). Then (1 − tn) εn − tn = εn − tn (1 + εn) = 0, thus

−λun ≤ c̄ + S un,

and hence un fulfills the linearized constraints. Moreover, we have un → u,
n → ∞.

Lemma 7.1 ensures that ū is also a solution of the extended primal problem

min (a , u),

−λu ≤ c̄ + Su,(7.7)

u ≥ 0, u ∈ Lp(Ω).

The dual problem to (7.7) is

max (−c̄ , μ),

a ≥ λμ + S∗μ,(7.8)

μ ≥ 0, μ ∈ Lp′
(Ω),

where a function μ ∈ Lp′
(Ω) is to be found. We have already discussed that S⊗

p

maps L1(Ω) to Lp′
(Ω), and hence S∗ can be extended to a continuous operator in

Lp′
(Ω). Moreover, S∗ is nonnegative. We shall see that the constraints above imply

μ ∈ L∞(Ω), and hence μ ∈ L2(Ω) so that the notation S∗ in (7.8) is justified.
We show that both problems admit the same optimal values and that (7.8) has a

solution.
Lemma 7.2. The function a is nonnegative a.e. on Ω.
Proof. As the regularity condition is always satisfied here, Theorem 2.4 shows

that ū solves the linearized problem (7.5). Moreover, Lemma 7.1 ensures that ū is a
solution of the extended problem (7.7), too. Therefore, (7.7) must have at least the
optimal solution ū. For all u ≥ 0, ū + u satisfies the constraints of (7.5): obviously,
we have ū + u ≥ 0. Moreover,

−c̄ ≤ λ ū + Sū ≤ λ(ū + u) + S(ū + u)

follows from λ ≥ 0 and S ≥ 0. Assume that a(x) < 0 on M ⊂ Ω, where M has a
positive measure. Take

u(x) =

{
1 on M,
0 on Ω \M.

Then ū + u is feasible, but (a , ū + u) < (a , ū) would hold in contradiction to the
optimality of ū.

Theorem 7.3. The dual problem (7.8) admits a solution. Moreover, the maxi-
mum of the primal problem (7.5) is equal to the minimum of (7.8). The solution of
(7.8) is bounded and measurable and is a Lagrange multiplier associated with (7.2).

Proof. (i) Solvability of (7.8). We know from Lemma 7.2 that a is nonnegative.
Therefore, μ = 0 is feasible for (7.8). The feasible set is bounded in L∞(Ω), since
μ ≥ 0 implies S∗μ ≥ 0, and hence

a ≥ λμ + S∗μ ≥ λμ ≥ 0.

Now the existence of an optimal solution of (7.8) follows by weak∗-compactness.



LAGRANGE MULTIPLIERS 563

(ii) Equality of optimal values. Rewrite (7.8) in the form of a primal problem,
namely,

min (c̄ , μ),

λ μ + S∗μ ≤ a,(7.9)

μ ≥ 0.

Its dual admits the form

max (−a , u),

λ u + Su ≥ −c̄,(7.10)

u ≥ 0.

(If B is a linear continuous operator, then the general rule for establishing dual prob-
lems is as follows: If the primal problem is to minimize (c , u) subject to B u ≤ a and
u ≥ 0, then its dual is to maximize (−a , μ) subject to B∗ μ ≥ −c and μ ≥ 0.)

The optimal values of (7.9) and (7.10) are equal. To show this, we follow the
same steps as in the proof of Theorem 5.1. We introduce the cone

E := {(α, d) ∈ R × Lp′
(Ω)| ∃μ ≥ 0 : λμ + S∗μ ≤ d, (c̄, μ) ≤ α}.

Again, E is closed (boundedness of a sequence {αn, dn} in R × Lp′
(Ω) implies that

the associated sequence {μn} is bounded). Moreover, the element (ᾱ − 1
k , c̄) does

not belong to E for all k ∈ N. This element can be separated from E by a closed
hyperplane. Continuing as in the proof of Theorem 5.1 (here, the term e does not
occur), the equality of the optimal values of (7.9) and (7.10) is obtained. By changing
the signs, the same holds for problems (7.8) and (7.7). Lemma 7.1 completes the
proof. It follows as in section 6 that the solution μ ∈ L∞(Ω) of (7.8) is a Lagrange
multiplier associated with the mixed pointwise control-state constraint (7.2).
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pp. 220–231.
[10] N. Levinson, A class of continuous linear programming problems, J. Math. Anal. Appl., 16

(1966), pp. 73–83.
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564 A. RÖSCH AND F. TRÖLTZSCH
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Abstract. For given quasi-continuous (q.c.) functions g, h with g ≤ h and diffusion process
M determined by stochastic differential equations or symmetric Dirichlet forms, characterizations
of the value functions ẽg(s, x) = supσ J(s,x)(σ) and w̄(s, x) = infτ supσ J(s,x)(σ, τ) have been well
studied. In this paper, by using the time-dependent Dirichlet forms, we generalize these results
to time inhomogeneous diffusion processes. The difficulty of our case arises from the existence of
essential semipolar sets [Y. Oshima, Tohoku Math. J. (2), 54 (2002), pp. 443–449]. In particular,
excessive functions are not necessarily continuous along the sample paths. We get the result by
showing such a continuity of the value functions.
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1. Introduction and preliminaries. Let M = (Xt, P(s,x)) be a not necessarily
time homogeneous diffusion process on a locally compact separable metric space X.
For given (quasi-) continuous functions g, h on [0,∞) ×X and stopping times σ and
τ , let

J(s,x)(σ) = E(s,x)

(
e−σg(s + σ,Xσ)

)
,(1.1)

J(s,x)(σ, τ) = E(s,x)

(
e−σ∧τ

(
g(s + σ,Xσ)I{σ≤τ} + h(s + τ,Xτ )I{τ<σ}

))
.(1.2)

The main purpose of this paper is to characterize ẽg(s, x) = supσ J(s,x)(σ) and
w̄(s, x) = supσ infτ J(s,x)(σ, τ).

Usually, such a problem is considered for

Jf
(s,x)(σ, τ) = E(s,x)

(∫ σ∧τ

0

e−tf(s + t,Xt)dt

)
+ J(s,x)(σ, τ)(1.3)

instead of J(s,x)(σ, τ). But we use J(s,x)(σ, τ) because (1.3) is essentially reduced to
(1.2) by taking g +R1f and h+R1f instead of g and h, respectively, in (1.3), where
Rαf is the resolvent of M.

There are many works related to our problem. In particular, when M is a dif-
fusion process determined by a stochastic differential equation with Lipschitz con-
tinuous coefficients, the detailed results related to ẽg can be found in [1], [7] and
references therein. In the time homogeneous case, Nagai [10], [11] and Zabczyk [19]
used (symmetric) Dirichlet form theory to solve the problem. The diffusion process
M corresponding to the generator on Rd determined by

Aϕ(x) =

d∑
i,j=1

1

ρ(x)

∂

∂xi

(
aij(x)ρ(x)

∂ϕ

∂xj

)
(1.4)
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for uniformly elliptic functions (aij(x))i,j=1,2,...,d and a function ρ(x) > 0 belonging
to a Sobolev space on Rd is contained in their framework. See also [5] and [8] for
related results.

The purpose of this paper is to generalize those results to time inhomogeneous
diffusion processes including the case that (aij) in (1.4) admits to dependence on a
time parameter. In this case, the generator for each t is given by

A(t)ϕ(x) =

d∑
i,j=1

1

ρ(x)

∂

∂xi

(
aij(t, x)ρ(x)

∂ϕ

∂xj

)
(1.5)

and the coresponding Dirichlet form on L2(Rd; ρ(x)dx) is an extension of

E(t)(ϕ,ψ) =

d∑
i,j=1

∫
Rd

aij(t, x)
∂ϕ

∂xi

∂ψ

∂xj
ρ(x)dx.(1.6)

In the Lipschitz continuous and time homogeneous cases stated above, the (quasi-)
continuity of the value functions ẽg and w̄ follows naturally. The essential step in this
paper is to prove the fine and cofine continuities of the value functions.

The organization of this paper is as follows. In the rest of this section, the
notions of time-dependent Dirichlet forms and the basic properties of the associated
time inhomogeneous Markov processes are stated. In section 2, under the separability
condition, quasi-variational inequalities and their solutions are given. In section 3, the
optimal stopping problem is solved and is divided into three cases: (I) one obstacle
cases, (II) two obstacles cases under the separability condition, and (III) general two
obstacles cases.

Now we shall start with our settings. Let X be a locally compact separable metric
space and m a positive Radon measure on X with full support. We assume that we
are given a family (E(t), F )t≥0 of Dirichlet forms on H = L2(X;m) satisfying the
following conditions [4]:

(i) For each t ≥ 0, (E(t), F ) is an m-symmetric Dirichlet form on H.
(ii) For any ϕ ∈ F , E(t)(ϕ,ϕ) is a measurable function of t ≥ 0 and satisfies

λ−1‖ψ‖2
F ≤ E

(t)
1 (ψ,ψ) ≤ λ‖ψ‖2

F(1.7)

for some positive constant λ, where E
(t)
α (ψ,ψ) = E(t)(ψ,ψ) + α(ψ,ψ)m and ‖ψ‖2

F =

E
(0)
1 (ψ,ψ).

(iii) F is regular; that is, C0(X)∩F is uniformly dense in C0(X) and ‖ · ‖F -dense
in F , where C0(X) is the family of continuous functions on X with compact support.

(iv) For any t ≥ 0, (E(t), F ) is local; that is, for any ϕ,ψ ∈ F ∩ C0(X) such that
ϕ · ψ = 0, E(t)(ϕ,ψ) = 0.

For simplicity, we put E(t) = E(0) for t < 0. For each t, there exists an operator
A(t) from F to F ′ such that

−〈A(t)ϕ,ψ〉 = E(t)(ϕ,ψ)(1.8)

for any ϕ,ψ ∈ F . To consider an optimal stopping problem related to the time
inhomogeneous diffusion process Xt with generator A(t), we shall introduce the space-
time process Zt = (τ(t), Xt) on Z = R1 ×X with uniform motion τ(t). Formally, the
resolvent Rαf of Zt satisfies(

α− ∂

∂t
−A(t)

)
Rαf(t, x) = f(t, x).(1.9)
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To define Zt more rigorously, let us introduce the spaces H, F , and W. Put H =
{u(t, x) : u(t, ·) ∈ H, ‖u‖H < ∞}, where

‖u‖2
H =

∫
R1

‖u(t, ·)‖2
Hdt.

The space F is a family of measurable functions u ∈ H such that u(t, ·) ∈ F for all t
and ‖u‖F < ∞, where

‖u‖2
F =

∫
R1

‖u(t, ·)‖2
F dt.

The dual space F ′ is defined similarly by taking F ′ instead of F in the definition of
F . For any function f ∈ F , considering f as a function of t ∈ R1 with value in F ′,
the distribution derivative ∂f/∂t is defined as a function g(t, ·) on R1 with value in
F ′ such that ∫

R1

g(t, ·)ξ(t)dt =

∫
f(t, ·)ξ′(t)dt

for any ξ ∈ C∞
0 (R1). Using this derivative, define the space (W, ‖ · ‖W) by

W =

{
u ∈ F :

∂u

∂t
∈ F ′, ‖u‖W < ∞

}
,

‖u‖2
W =

∥∥∥∥∂u∂t
∥∥∥∥

2

F ′
+ ‖u‖2

F .

Further, define the bilinear form E by

E(u, v) =

⎧⎪⎪⎨
⎪⎪⎩

−
∫
R1

(
∂u

∂t
, v

)
dt +

∫
R1

E(t)(u(t, ·), v(t, ·))dt, u ∈ W, v ∈ F ,∫
R1

(
∂v

∂t
, u

)
dt +

∫
R1

E(t)(u(t, ·), v(t, ·))dt, u ∈ F , v ∈ W.

Then for f ∈ H, Rαf in (1.9) is considered as a version of Gαf ∈ W of the
solution of

Eα(Gαf, v) = (f, v)ν

for any v ∈ F , where Eα( , ) = E( , )+α( , )ν and dν(t, x) = dtdm(x). This equation
is equivalent to

−
(

∂

∂t
Gαf(t, ·), ϕ

)
+ E(t)

α (Gαf(t, ·), ϕ) = (f(t, ·), ϕ)

for any t ≥ 0 and ϕ ∈ F . The dual resolvent Ĝαf ∈ W is defined as a solution of(
∂

∂t
Ĝαf(t, ·), ϕ

)
+ E(t)

α

(
ϕ, Ĝαf(t, ·)

)
= (f(t, ·), ϕ)

for any t ≥ 0 and ϕ ∈ F . Then, for any f ∈ F (resp., f ∈ H), ‖αGαf‖F ≤ C1‖f‖F
(resp., ‖αGαf‖ ≤ ‖f‖H) for some constant C1 and limα→∞ αGαf = f in F (resp.,
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H) (see [14, Lemma 2.1], [16, I.3, I.4]). Similar results also hold for the dual resolvent

Ĝα.
To choose a version Rαf of Gαf , we need to define a capacity. A function u ∈ F

is called α-excessive if Eα(u,w) ≥ 0 for any nonnegative function w ∈ W. Then u ∈ F
is α-excessive if and only if u ≥ 0 and βGβ+αu ≤ u a.e. for all β > 0 (see [14]). We
denote by Pα the family of all α-excessive functions. In particular, put P = P1.

For any function h ∈ H, let

Lh = {u ∈ F : u ≥ h ν a.e.}

and LA = LIA . Then the following results hold (see [9] and [15]).
Lemma 1.1. For any ε > 0 and α > 0, there exists a unique function hα

ε ∈ W
such that

−
(
∂hα

ε

∂t
, ϕ

)
+ E(t)

α (hα
ε (t, ·), ϕ) =

1

ε

(
(hα

ε (t, ·) − h(t, ·))− , ϕ
)

(1.10)

for any ϕ ∈ F .
Theorem 1.2. Suppose that Lh ∩ W 
= ∅. Then eαh = limε↓0 h

α
ε converges

increasingly, strongly in H and weakly in F . Furthermore, eαh is the minimal function
of Pα ∩ Lh and satisfies

Aα (eαh , e
α
h) ≤ Eα (eαh , w)(1.11)

for any w ∈ Lh ∩W.
If u ∈ Pα, then there exists a positive Radon measure μα

u on Z such that

Eα(u,w) =

∫
Z

w(z)dμα
u(z) for any w ∈ C0(Z) ∩W.(1.12)

We omit the superfix α in eαh and μα
u if α = 1. For any open set A of Z such that

LA ∩W 
= ∅, put eA = eIA and μA = μeA . Then μA is supported by the closure Ā of
A. The capacity Cap(A) of A is defined by

Cap(A) = μA(Ā).

If there exists w ∈ W such that w = 1 a.e. on A, then

Cap(A) = Eα(eαA, w).(1.13)

The notion of the capacity is extended to any Borel set by the usual manner. A set
is called exceptional if it is of zero capacity. If a statement holds everywhere except
on an exceptional set, then we say the statement holds quasi-everywhere (q.e.).

An increasing sequence of closed sets {Fn} is called a nest if limn→∞ Cap(Z\Fn) =
0. A function u is called quasi-continuous (q.c.) if there exists a nest {Fn} of closed
sets such that u is continuous on each Fn. The quasi-lower semicontinuity is defined
similarly. Any function u ∈ W has a q.c. modification ũ. In particular, for any f ∈ H
and α > 0, Gαf and Ĝαf have q.c. modifications. The relation (1.12) can be extended
to w ∈ W by taking the q.c. modification. For any α-excessive function u ∈ F , define
its α-excessive modification ũ by ũ = limn→∞ nRn+αu. Since ũ is an increasing limit
of q.c. functions, ũ is quasi-lower semicontinuous. The following theorem and the
properties of the associated diffusion process can be found in [12], [14], [16], [17], and
[18].
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Theorem 1.3. There exist diffusion processes M = (Zt, Pz) and M̂ = (Ẑt, P̂z)
on Z satisfying the following conditions:

(i) The resolvents Rαf and R̂αf of M and M̂ are q.c. modifications of Gαf and

Ĝαf , respectively.
(ii) Let Zt = (τ(t), Xt) and Ẑt = (τ̂(t), X̂t) be the decompositions of Zt and Ẑt

into the processes on R1 and X, respectively. Then τ(t) = τ(0)+t and τ̂(t) = τ̂(0)−t.
(iii) For any open set A of Z, E.(e−ασA) is a quasi-lower semicontinuous modi-

fication of eαA, where σA is the hitting time of A.
For later use, we present two lemmas. The proof of Lemma 1.4 can be found in

[12, Lemma 3.7].

Lemma 1.4. For any α-excessive function u ∈ F , μ
(α)
u does not charge any Borel

set of zero capacity.
Lemma 1.5. Suppose that a sequence of 1-excessive functions {un} converges to

zero in H. Then there exists a subsequence {unk
} such that limk→∞ ũnk

= 0 quasi-
uniformly; that is, there exists a nest {Fn} such that limk→∞ ũnk

= 0 uniformly on
each Fn.

Proof. Since ũn is quasi-lower semicontinuous, there exists an open set Nk such
that Cap(Nk) < 1/2k and ũn is lower semicontinuous on Z \ Nk for all n. Put
Bn

k = {z ∈ Z \ Nk : ũn(z) > 1/2k} and Dn
k = Bn

k ∪ Nk. Then Dn
k is open and,

noting that (eNk
, p) = 〈μNk

, R̂1p〉 ≤ ||p||∞Cap(Nk) < ||p||∞/2k for any nonnegative
bounded continuous function p ∈ H, it holds that

(eDn
k
, p) ≤ (eBn

k
, p) + (eNk

, p) ≤ 2k (un, p) + ‖p‖∞Cap(Nk)

≤ 2k‖un‖H · ‖p‖H +
‖p‖∞

2k
.

For each k, take nk such that ‖un‖H ≤ 1/22k for any n ≥ nk. Then Fm = Z\∪∞
k=mDk

nk

is a closed set. Since {Z \ Fm} is a decreasing sequence of open sets such that

〈μZ\Fm
, R̂1p〉 =

(
eZ\Fm

, p
)
≤ 1

2m−1
(‖p‖H + ‖p‖∞)

for any p satisfying the stated conditions, limm→∞ Cap(Z\Fm) = limm→∞ μZ\Fm
(Z) =

0. Furthermore, limk→∞ unk
= 0 uniformly on each Fm.

2. Quasi-variational inequalities. In this section, we assume that we are given
two obstacles g, h ∈ F which are q.-c. and g ≤ h q.e. We say that the pair (g, h)
satisfies the separability condition if there exist ϕ,ψ ∈ P such that

g ≤ ϕ̃− ψ̃ ≤ h q.e.(2.1)

Define the sequences of 1-excessive functions {un} and {vn} inductively by

u0 = 0, vn = eun−1−h, un = evn+g.

For any φ ∈ P, let Lφ be a continuous linear functional on F defined by Lφ(w) =

A1(φ,w). In the proof of Lemma 5.2 in [14], one can see that 2Ĝ1Lφ − φ is 1-
coexcessive, and thus in particular nonnegative. Hence

φ ≤ 2Ĝ1Lφ ∈ W.(2.2)

Lemma 2.1. Suppose that the separability condition (2.1) holds. Then
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(i) un, vn are well defined.
(ii) limn→∞ un = ū and limn→∞ vn = v̄ converge increasingly, strongly in H, and

weakly in F .
(iii) ū ≤ ϕ, v̄ ≤ ψ, and g ≤ ū− v̄ ≤ h a.e.
Proof. Clearly u0 = 0 ≤ ϕ. Suppose that un−1 is defined and satisfies un−1 ≤ ϕ.

Then by the separability condition, un−1−h ≤ ϕ−h ≤ ψ. Thus un−1−h ≤ 2Ĝ1Lψ ∈
W by (2.2). Hence vn := eun−1−h is well defined and vn ≤ ψ by Theorem 1.2. Again,

by (2.2) and the separability condition, vn +g = eun−1−h +g ≤ ψ+g ≤ ϕ ≤ 2Ĝ1Lϕ ∈
W. Therefore un := evn+g is well defined and dominated by ϕ.

If un−1 ≤ un, then vn = eun−1−h ≤ eun−h = vn+1 and un = evn+g ≤ evn+1+g =
un+1. Thus un and vn are well defined and increasing relative to n. By virtue of (2.2),

A1(un.un) ≤ 2E1(un, Ĝ1Lϕ) ≤ 2‖un‖F‖Ĝ1Lϕ‖W .

Hence {‖un‖F} is bounded. Similarly, {‖vn‖F} is bounded and the assertion (ii)
holds by Lemma I.2.12 in [6].

Since un ≤ ϕ and vn ≤ ψ, the first assertion of (iii) holds. Furthermore, from
the definition, un−1 − h ≤ vn and vn + g ≤ un. This implies the second assertion of
(iii).

Theorem 2.2. Under the separability condition, ū = ev̄+g and v̄ = eū−h. In
particular,

A1(ū, ū) ≤ E1(ū, w) ∀w ∈ Lv̄+g ∩W,

A1(v̄, v̄) ≤ E1(v̄, w) ∀w ∈ Lū−h ∩W.

Moreover, if a pair of 1-excessive functions (u, v) satisfies g ≤ u− v ≤ h, then ū ≤ u
and v̄ ≤ v.

Proof. Since ū is a 1-excessive function in Lv̄+g, clearly ev̄+g ≤ ū. Conversely,
ū = limn→∞ un = limn→∞ evn+g ≤ ev̄+g by Lemma 2.1. Similarly, v̄ = eū−h. The
quasi-variational inequalities are already stated in Theorem 1.2. By Lemma 2.1, if
g, h satisfy the separability condition with (u, v) ∈ P × P, then un ≤ u, vn ≤ v for
any n. Since limn→∞ un = ū, limn→∞ vn = v̄, we obtain ū ≤ u, v̄ ≤ v.

A similar quasi-variational inequality for ū− v̄ also holds. But it will be given in
the next section because we use a probabilistic argument for the proof.

Lemma 2.3. For any g ∈ W, limk→∞ eg−g(k) = 0 in F .

Proof. Since g − g(k) ∈ Lg−g(k) ∩W,

A1

(
eg−g(k) , eg−g(k)

)
≤ E1

(
eg−g(k) , g − g(k)

)
= −E1

(
g − g(k), eg−g(k)

)
+ 2A1

(
eg−g(k) , g − g(k)

)
= −E1

(
g, eg−g(k) − kĜkeg−g(k)

)
+ 2A1

(
eg−g(k) , g − g(k)

)
(2.3)

≤ 2‖g‖W‖eg−g(k) − kĜkeg−g(k)‖F + 2‖g − g(k)‖F‖eg−g(k)‖F
≤ 4‖g‖W(C1 + 1)‖eg−g(k)‖F .

Hence A1(eg−g(k) , eg−g(k)) is bounded. By virtue of [16, III.Lemma 2.2], eg−g(k) con-
verges to 0 strongly in H, and hence weakly in F from [6, Lemma I.2.12]. Since

‖kĜkeg−g(k)‖F ≤ C1‖eg−g(k)‖F , by the same argument, limk→∞ kĜkeg−g(k) = 0
strongly in H and weakly in F . Hence from (2.3), limk→∞ A1(eg−g(k) , eg−g(k)) =
0.
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3. An optimal stopping problem. Let M and M̂ be the diffusion processes
given by Theorem 1.3. Denote by Rα and R̂α their associated resolvents. For any
stopping time σ, define Hσu by Hσu(z) = Ez (e−σu(Zσ)). In particular, put HB =
HσB

for the hitting time σB of the nearly Borel set B.
(I) One obstacle case:
Let g be a q.c. function of F such that Lg ∩W 
= ∅. As in the previous section,

denote by eg the minimal 1-excessive function of Lg. Then it is the minimal function
of Lg satisfying the quasi-variational inequality (1.11). The following result is a time
inhomogeneous version of Nagai’s result [10].

Theorem 3.1. Suppose that g ∈ F is q.c. and Lg ∩W 
= ∅. Then

ẽg(z) = sup
σ

Jz(σ) = Ez

(
e−σBg(ZσB

)
)
q.e.,(3.1)

where the supremum is taken over all stopping times σ and B = {z : ẽg(z) = g(z)}.
Proof. Noting that ẽg is the smallest 1-excessive function dominating g q.e., we

have for any stopping time σ,

Ez

(
e−σg(Zσ)

)
≤ Ez

(
e−σ ẽg(Zσ)

)
≤ ẽg(z) q.e.

Hence it is enough to show

ẽg(z) = Ez

(
e−σBg(ZσB

)
)
.(3.2)

This is essentially shown in [14, Lemma 6.2], but we shall give the outline of the
proof for completeness. For εn ↓ 0, let gn be a q.c. version of the solution of gn =
(1/εn)G1 ((gn − g)−) determined by Lemma 1.1. Let Bn = {z : gn(z) ≤ g(z)} and
σ̇n = σ̇Bn , where σ̇A is the first entry time of A defined by σ̇A = inf{t ≥ 0 : Zt ∈ A}.
Then

gn(z) =
1

εn
Ez

(∫ ∞

σ̇n

e−t(gn − g)−(Zt)dt

)
= Ez

(
e−σ̇ngn(Zσ̇n)

)
≤ Ez

(
e−σ̇ng(Zσ̇n)

)
≤ Ez

(
e−σ̇n ẽg(Zσ̇n

)
)
.

Put σ̇ = limn→∞ σ̇n. Then σ̇ ≤ σ̇B . By virtue of Theorem 1.2, since gn ↑ eg a.e., we
then have, for any nonnegative function f ∈ H,

(f, ẽg) = lim
n→∞

(f, gn) = lim
n→∞

Ef ·ν
(
e−σ̇ngn(Zσ̇n

)
)
≤ lim

n→∞
Ef ·ν

(
e−σ̇ng(Zσ̇n

)
)

= Ef ·ν
(
e−σ̇g(Zσ̇)

)
≤ Ef ·ν

(
e−σ̇ ẽg(Zσ̇)

)
≤ (f, ẽg).

Hence ẽg(z) = Ez

(
e−σ̇g(Zσ̇)

)
for a.e. z. Since g ≤ ẽg q.e., we also have g(Zσ̇) =

ẽg(Zσ̇), and hence σ̇B ≤ σ̇ a.s. Pz for a.e. z. Therefore σ̇ = σ̇B a.s. Pz and ẽg(z) =
Ez

(
e−σ̇Bg(Zσ̇B

)
)

for a.e. z. By taking the 1-excessive regularization, we get the
result.

Remark. Since σ̇B ≤ σB , it holds that

ẽg ≥ Hσ̇B
ẽg ≥ HB ẽg ≥ HBg q.e.

Hence Theorem 3.1 implies that Hσ̇B
ẽg = HB ẽg q.e. z. In particular, the set of

irregular points of B is exceptional.
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(II) Two obstacles case under the separability condition:
We assume that we are given two q.c. functions g, h ∈ F such that g ≤ h q.e. If

the separability condition (2.1) is satisfied, then there exists the minimal pair of finely
continuous functions (ū, v̄) given by Theorem 2.2. They are given by ū = limk→∞ ūk

and v̄ = limk→∞ v̄k with the solutions ūk, v̄k ∈ W of ūk = (1/εk)Gα ((ūk − v̄ − g)−)
and v̄k = (1/εk)Gα ((v̄k − ū + h)−), respectively. Define the sets Ck and Dk by

Ck = {z : ūk(z) ≤ (g + v̄)(z)}, Dk = {z : v̄k(z) ≤ (ū− h)(z)}.(3.3)

Then Ck ⊃ C and Dk ⊃ D for

C = {z : ū(z) = (g + v̄)(z)}, D = {z : v̄(z) = (ū− h)(z)}.(3.4)

As we remarked before (2.2), ū can be represented as a difference of a function of
W and a coexcessive function. In particular, ū has a q.e. cofinely continuous mod-
ification û given by û = limn→∞ nR̂n+1ū. Since ū is q.e. lower semicontinuous,

û(z) = limt→0 Êz (ū(Zt)) ≥ limy→zū(y) ≥ ū(z) q.e. Similarly, a q.e. cofinely con-
tinuous modification v̂ of v̄ exists and satisfies v̂ ≥ v̄ q.e.

Since v̄ is 1-excessive, there exists a positive Radon measure μv̄ charging no excep-
tional set such that E1(v̄, w) = 〈μv̄, w̃〉 for any w ∈ W. In the following two lemmas,

we use the notation μv̄,F = μv̄|F , μv̄,F c = μv̄|F c , v̄F = Ũ1μv̄,F , v̄F c = Ũ1μv̄,F c , and

v̂F c = limn→∞ nR̂n+1v̄F c .
Lemma 3.2. Assume that there exists a nonexceptional compact set F such that

F ⊂ {z : (v̂ − v̄)(z) ≥ δ} for some δ > 0. Then v̂F c(z) = v̄F c(z) for q.e. z ∈ F .

Proof. For simplicity of the notation, put μ1 = μv̄,F , μ2 = μv̄,F c , v̄2 = Ũ1μ2, and
v̂2 the cofinely continuous modification of v̄2. Assume that there exists a nonexcep-
tional compact subset K of F such that v̄2(z) < v̂2(z) for q.e. z ∈ K. For a decreasing
sequence of open sets Gn such that Ḡn+1 ⊂ Gn and ∩nGn = K, since σGn increases
strictly to σK a.s. Pz for q.e. z /∈ K, the left continuity of v̂2(Zt) implies that

lim
n→∞

HGn v̄2(z) = lim
n→∞

Ez

(
e−σGn v̄2(ZσGn

)
)

= Ez

(
e−σK v̂2(ZσK

)
)

= HK v̂2(z).

On the other hand, since μ2(K) = 0, for any f ∈ L2
+(Z), we have from [14, Corol-

lary 5.1] and [2, Theorem I.11.2],

lim
n→∞

(HGn v̄2, f) = lim
n→∞

E1(HGn v̄2, R̂1f) = lim
n→∞

E1(U1μ2, ĤGnR̂1f)

= lim
n→∞

〈μ2, ĤGnR̂1f〉 = 〈μ2, ĤKR̂1f〉

= (HK v̄2, f).

Hence HK v̂2 = HK v̄2 a.e., which contradicts the assumption.
Lemma 3.3. û = ū and v̂ = v̄ q.e.
Proof. We shall divide the proof into three steps.
Step 1. The sets {z : v̂(z) > v̄(z), v̂(z) > (û− h)(z)} and {z : û(z) > ū(z), û(z) >

(v̂ + g)(z)} are exceptional.
To prove that any compact subset set of {z : v̂(z) > v̄(z), v̂(z) > (û − h)(z)}

is exceptional, assume that there exists a compact nonexceptional subset F of {z :
v̂(z) ≥ v̄(z) + δ, v̂(z) ≥ (û − h)(z) + δ} for some δ > 0. For any cofinely open

neighborhood A of F , since HAv̄F = Ũ1(ĤAμv̄,F ) = Ũ1μv̄,F = v̄F , v̄F takes its
supremum on the cofine closure rF of F . Put γ = q.e. sup v̄F = q.e. sup v̂F and
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Fγ = {z : v̂F (z) = γ} ⊂ rF . Then any cofine neighborhood of Fγ has positive
capacity. Suppose that q.e. sup(ū − h − v̄F c) = γ; then q.e. sup(û − h − v̂F c) = γ.
Since û−h− v̂F c ≤ v̂F , the q.e. supremum of û−h− v̂F c is attained on Fγ ⊂ rF ⊂ F .
But this is absurd, because û − h − v̂F c is a cofinely continuous function dominated
by v̂F − δ on F . Therefore ū − h − v̄F c ≤ η q.e. for some η < γ. In particular,
ū− h ≤ v̄F ∧ η + v̄F c . Since v̄F ∧ η + vF c is an excessive function satisfying

g ≤ ū− v̄ ≤ ū− (vF ∧ η + vF c) ≤ h,

this contradicts the minimality of v̄. Now we have shown that the set {z : v̂(z) >
v̄(z), v̂(z) > (û− h)(z)} is exceptional. The exceptionality of {z : û(z) > ū(z), v̂(u) >
(v̂ + g)(z)} follows similarly.

Step 2. û− v̂ = ū− v̄ q.e.
If (û − ū)(z) < (v̂ − v̄)(z), then v̂(z) > v̄(z) and v̂(z) > (û − h)(z), because

(û − h)(z) < (ū + v̂ − v̄ − h)(z) ≤ v̂(z). Hence {z : (û − ū)(z) < (v̂ − v̄)(z)} is
exceptional from Step 1. Similarly, {z : (û− ū)(z) > (v̂ − v̄)(z)} is exceptional.

Step 3. û = ū and v̂ = v̄ q.e.

Note that μū and μv̄ are mutually singular. In fact, if we can write μū = μ
(s)
ū +f ·μv̄

for some nonnegative measure μ
(s)
ū and nonnegative function f such that 〈μv̄, f〉 > 0,

then

ū− v̄ = Ũ1μū − Ũ1μv̄ = Ũ1

(
μ

(s)
ū + (f − f ∧ 1) · μv̄

)
− Ũ1 ((1 − f ∧ 1) · μv̄) ,

which contradicts the minimality of ū and v̄ in Theorem 2.2. Hence there exists a Borel
set B such that μū(·) = μū(B ∩ ·) and μv̄(·) = μv̄(B

c ∩ ·). By virtue of Lemma 3.2, if
{z : v̂(z) 
= v̄(z)} is not exceptional, then there exists a compact nonexceptional set
F ⊂ {z : v̂(z) > v̄(z)}. Since v̂F c = v̄F c q.e. on F by Lemma 3.2, v̂F > v̄F q.e. on
F and, in particular, μv̄(F ) = μv̄(B

c ∩ F ) > 0. We may assume that F ⊂ Bc. Then
μū(F ) = 0, and hence û = ū q.e. on F . In fact, if û > ū on a nonexceptional set
K ⊂ F , then ûKc = ūKc q.e. on K, and hence ûK > ūK q.e. on K. This implies
μū(K) > 0, which is impossible because μū(F ) = 0. Therefore

(û− v̂) − (ū− v̄) = −(v̂ − v̄) < 0

q.e. on F which contradicts the assertion of Step 2.
Since ū is finely continuous, ū(Zt) is right continuous a.s. Pz for q.e. z. Similarly,

û(Ẑt) is right continuous a.s. P̂z for q.e. z. Since ū = û, it becomes continuous along
the sample paths. In fact, for any f, g ≥ 0, and t > 0,

Ef ·ν (g(Zt) : ū(Zs)− 
= ū(Zs),∃s ∈ (0, t))

= Êg·ν

(
f(Ẑt) : ū(Ẑs)+ 
= ū(Ẑs),∃s ∈ (0, t)

)
= Êg·ν

(
f(Ẑt) : û(Ẑs)+ 
= û(Ẑs),∃s ∈ (0, t)

)
= 0.

The similar result also holds for v̄. Hence

Pz (ū(Zt) and v̄(Zt) are continuous for t > 0) = 1(3.5)

for a.e. z. By operating the transition function ps and letting s → 0, (3.5) holds for
q.e. z.
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Let J = {u = u1 − u2 + w;ui ∈ P, w ∈ W}. As in [14, section 5], E can be
extended to J × J by E(u, v) = limα→∞ E(αGαu, v) for u, v ∈ J .

Lemma 3.4. The function w̄ := ū − v̄ is the unique function of J such that
w̄ = ŵ, g ≤ w̄ ≤ h, and, for any w ∈ J satisfying g ≤ w ≤ h,

A1(w̄, w̄) ≤ E1(w̄, w).(3.6)

Proof. For any w ∈ J such that g ≤ w, since

E1(ūn, ūn − v̄ − w) =
1

εn

(
(ūn − v̄ − g)−, ūn − v̄ − w

)
≤ 0,

it holds that

A1(ū, ū) ≤ lim
n→∞

E1(ūn.ūn) ≤ lim
n→∞

(E1(ūn, v̄) + E1(ūn, w)) .(3.7)

For any p ∈ P, since E1(ūn, p) = −E1(p, ūn) + 2A1(ūn, p) and αGα+1ūn is increasing
relative to α and n, we have

lim
n→∞

E1(ūn, p) = − lim
n→∞

lim
α→∞

E1(p, αGα+1ūn) + 2A1(ū, p)

= − lim
α→∞

E1(p, αGα+1ū) + 2 lim
α→∞

A1(αGα+1ū, p)

= lim
α→∞

E1(αGα+1ū, p) = E1(ū, p).

This relation can be extended to all p ∈ J , and hence by (3.7),

A1(ū, ū) ≤ E1(ū, v̄) + E1(ū, w).

Furthermore, since v̂ = v̄ q.e. from Lemma 3.3,

E1(ū, v̄) = lim
α→∞

E1(αGα+1ū, v̄) = lim
α→∞

E1

(
ū, αĜα+1v̄

)
=

∫
v̂dμū =

∫
v̄dμū

= lim
α→∞

E1(ū, αGα+1v̄).(3.8)

Thus we get that

A1(ū, ū) ≤ lim
α→∞

E1(ū, αGα+1v̄) + E1(ū, w).

Similarly, for any w ∈ J such that w ≤ h,

A1(v̄, v̄) ≤ lim
α→∞

E1(αGα+1v̄, ū) − E1(v̄, w).

Therefore, for any w ∈ J such that g ≤ w ≤ h,

E1(ū− v̄, w) ≥ A1(ū, ū) + A1(v̄, v̄) − lim
α→∞

{E1(ū, αGα+1v̄) + E1(αGα+1v̄, ū)}

= A1(ū, ū) + A1(v̄, v̄) − 2 lim
α→∞

A1(ū, αGα+1v̄)

= A1(ū− v̄, ū− v̄),
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that is, (3.6) holds. To prove the uniqueness of the solution, suppose that w1, w2 ∈ J
satisfy the properties of the lemma. Since (3.8) holds for w1 and w2 instead of ū and
v̄, respectively,

A1(w1, w2) + A1(w2.w1) = lim
α→∞

(A1(w1, αGα+1w2) + A1(αGα+1w2, w1))

= lim
α→∞

(E1(w1, αGα+1w2) + E1(αGα+1w2, w1))

= E1(w1, w2) + E1(w2, w1).

Hence, from (3.6),

A1(w1 − w2, w1 − w2) = A1(w1, w1) + A1(w2, w2) −A1(w1, w2) −A1(w2, w1)

= A1(w1, w1) + A1(w2, w2) − E1(w1, w2) − E1(w2, w1) ≤ 0,

which implies w1 = w2 a.e.

Put σ̇k = σ̇Ck
and τ̇k = σ̇Dk

. Since Ck and Dk are decreasing, σ̇ = limk→∞ σk

and τ̇ = limk→∞ τk exist as increasing limits. Clearly σ̇ ≤ σ̇C and τ̇ ≤ σ̇D.

Lemma 3.5. For q.e. z ∈ Z, σ̇C = σ̇ and σ̇D = τ̇ a.s. Pz.

Proof. We shall prove only the assertion for σ̇C . For any � ≤ k,

ū�(Zσ̇k
) ≤ ūk(Zσ̇k

) ≤ (g + v̄)(Zσ̇k
).

Hence by letting k ↑ ∞ and then � ↑ ∞, we get from (3.5) that ū(Zσ̇) ≤ (g + v̄)(Zσ̇).
Hence σ̇C ≤ σ̇.

Since ū and v̄ are 1-excessive,

ū(z) ≥ Ez

(
e−σū(Zσ)

)
,(3.9)

v̄(z) ≥ Ez

(
e−τ v̄(Zτ )

)
(3.10)

for any stopping times σ and τ . From the definition, ūk = 1
εk
R1 ((ūk − g − v̄)−) q.e.

Hence for any stopping time σ such that σ ≤ σ̇k,

ūk(z) =
1

εk
Ez

(∫ ∞

0

e−t(ūk − g − v̄)−(Zt)dt

)

=
1

εk
Ez

(∫ ∞

σ

e−t(ūk − g − v̄)−(Zt)dt

)
= Ez

(
e−σūk(Zσ)

)
q.e. z.(3.11)

Similarly, if τ ≤ τ̇k, then

v̄k(z) = Ez

(
e−τ v̄k(Zτ )

)
.(3.12)

Theorem 3.6. Suppose that g and h are q.c. functions of F satisfying the sepa-
rability condition. Then

ū(z) − v̄(z) = sup
σ

inf
τ
Jz(σ, τ) = inf

τ
sup
σ

Jz(σ, τ) q.e.(3.13)

Furthermore, (σ̇C , σ̇D) is the saddle point of Jz(σ, τ), and ū− v̄ is the unique solution
of the quasi-variational inequality (3.6).
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Proof. For any stopping time τ , applying (3.10) and (3.11) for σ̇k ∧ τ ≤ σ̇k, we
have

ūk(z) − v̄(z) ≤ Ez

(
e−σ̇k∧τ (ūk − v̄)(Zσ̇k∧τ )

)
= Ez

(
e−σ̇k(ūk − v̄)(Zσ̇k

) : σ̇k ≤ τ
)

+ Ez

(
e−τ (ūk − v̄)(Zτ ) : τ < σ̇k

)
≤ Ez

(
e−σ̇kg(Zσ̇k

) : σ̇k ≤ τ
)

+ Ez

(
e−τh(Zτ ) : τ < σ̇k

)
.

Then by letting k → ∞, we have

ū(z) − v̄(z) ≤ Ez

(
e−σ̇g(Zσ̇) : σ̇ ≤ τ

)
+ Ez

(
e−τh(Zτ ) : τ < σ̇

)
.

Similarly, for any stopping time σ, by considering σ ∧ τ̇k, it holds that

Ez

(
e−σg(Zσ) : σ < τ̇

)
+ Ez

(
e−τ̇h(Zτ̇ ) : τ̇ ≤ σ

)
≤ ū(z) − v̄(z).

Since σ̇ = σ̇C and τ̇ = σ̇D from Lemma 3.5, the assertion of the theorem follows.
(III) General two obstacles case:
In this case, we assume that g and h are q.c. functions of W. As in the preceding

section, put g(k) = kRkg and h(k) = kRkh. Then the separability condition holds for
the obstacles (g(k), h(k)). For any stopping times σ and τ , put

J (k)
z (σ, τ) = Ez

(
e−σ∧τ

(
g(k)(Zσ)I{σ≤τ} + h(k)(Zτ )I{τ<σ}

))
.(3.14)

Let (ū(k), v̄(k)) be the 1-excessive modifications of the minimal pair of functions de-
termined by Theorem 2.2 for (g(k), h(k)) and put w̄(k) = ū(k)− v̄(k). Then ŵ(k) = w̄(k)

q.e. and satisfies

w̄(k)(z) = sup
σ

inf
τ
J (k)
z (σ, τ) = inf

τ
sup
σ

J (k)
z (σ, τ),(3.15)

where ŵ(k) = limn→∞ nR̂nw̄
(k). By virtue of (3.5), w̄(k) is continuous along the

sample paths a.s.
Theorem 3.7. Suppose that g, h are q.c. functions of W. Then

w̄(z) := sup
σ

inf
τ
Jz(σ, τ) = inf

τ
sup
σ

Jz(σ, τ)(3.16)

belongs to F and satisfies, for any w ∈ W such that g ≤ w ≤ h,

A1(w̄, w̄) ≤ E1(w̄, w).(3.17)

Moreover, the pair of the entry times (σ̇C , σ̇D) is a saddle point of Jz(σ, τ).
Proof. For any stopping times σ, τ , and q.e. z,

Ez

(
e−σ|g(k) − g|(Zσ)I{σ≤τ}

)
≤ Ez

(
e−σ ẽ|g(k)−g|(Zσ)

)
≤ ẽ|g(k)−g|(z)(3.18)

and

Ez

(
e−τ |h(k) − h|(Zτ )I{τ<σ}

)
≤ Ez

(
e−τ ẽ|h(k)−h|(Zτ )

)
≤ ẽ|h(k)−h|(z).(3.19)

Hence

|J (k)
z (σ, τ) − Jz(σ, τ)| ≤ ẽ|g(k)−g|(z) + ẽ|h(k)−h|(z) q.e.
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By virtue of Lemmas 1.5 and 2.3, there exists an increasing sequence of closed sets
{Fn} and a subsequence nk ↑ ∞ such that Cap(Z\Fn) → 0 and limk→∞ ẽ|g(nk)−g| = 0,
limk→∞ ẽ|h(nk)−h| = 0 in F and uniformly on each set Fn. Hence

lim
k→∞

inf
τ

sup
σ

J (nk)
z (σ, τ) = inf

τ
sup
σ

Jz(σ, τ) on Fn.

Equation (3.15) combined with (3.18) and (3.19) implies that

|w̄(k) − w̄(l)| ≤ ẽ|g(k)−g| + ẽ|g(l)−g| + ẽ|h(k)−h| + ẽ|h(l)−h| q.e.

Therefore limk→∞ w̄(k) = w̄(∞) exists in H and a subsequence converges quasi-
uniformly on each Fn and satisfies

w̄(∞) = sup
σ

inf
τ
Jz(σ, τ) = inf

τ
sup
σ

Jz(σ, τ) q.e. z ∈ Fn.

Letting n → ∞, we get that w̄(∞) = w̄ q.e. By virtue of the quasi-variational
inequality (3.6) applied for w̄(k),

A1(w̄
(k), w̄(k)) ≤ E1(w̄

(k), g(k)) = E1(kĜkw̄
(k), g)

≤ ‖g‖W‖kĜkw̄
(k)‖F ≤ C1‖g‖W‖w̄(k)‖F .

Hence ‖w̄(k)‖F and ‖kĜkw̄
(k)‖F are uniformly bounded relative to k. This com-

bined with limk→∞ w̄(k) = limk→∞ kĜkw̄
(k) = w̄ in H implies that limk→∞ w̄(k) =

limk→∞ kĜkw̄
(k) = w̄ weakly in F . Therefore, for any w ∈ W such that g ≤ w ≤ h,

A1(w̄
(k), w̄(k)) ≤ E1(w̄

(k), kGkw) = E1(kĜkw̄
(k), w).

By letting k → ∞, the quasi-variational inequality (3.17) follows.
The proof of the last part of the theorem is similar to [19]. It suffices to prove the

following inequalities for any stopping times σ and τ such that τ ≤ σ̇C and σ ≤ σ̇D:

w̄(z) ≤ Ez

(
e−τ w̄(Zτ )

)
q.e.(3.20)

w̄(z) ≥ Ez

(
e−σw̄(Zσ)

)
q.e.(3.21)

In fact, if these hold, by noting w̄(Zσ̇C
) = g(Zσ̇C

), we have for any stopping time τ ,

Jz(σ̇C , τ) = Ez

(
e−σ̇Cg(Zσ̇C

)I{σ̇C≤τ} + e−τh(Zτ )I{τ<σ̇C}
)

≥ Ez

(
e−σ̇C w̄(Zσ̇C

)I{σ̇C≤τ} + e−τ w̄(Zτ )I{τ<σ̇C}
)

= Ez

(
e−σ̇C∧τ (w̄(Zσ̇C∧τ )

)
≥ w̄(z).

Similarly, Jz(σ, σ̇D) ≤ w̄ q.e. for any stopping time σ.
Let C(k) = {z : w̄(k)(z) ≤ g(k)(z)}, D(k) = {z : h(k)(z) ≤ w̄(k)(z)}, σ̇(k) = σ̇C(k) ,

and τ̇ (k) = σ̇D(k) . Further, for each positive number γ, let ηγ = inf{t ≥ 0 : w̄(Zt)+γ ≥
h(Zt)}. If t < ηγ(ω), then w̄(Zt(ω)) + γ < h(Zt(ω)). Noting that limk→∞ w̄(k) = w̄
and limk→∞ h(k) = h uniformly on each Fn, we can find k0 such that |w̄(k)− w̄| ≤ γ/2
and |h(k) − h| < γ/2 on Fn for any k ≥ k0. Therefore t < τ̇ (k), and hence ηγ ∧ σ̇Fn

≤
τ̇ (k). In view of (3.9) and (3.12), since (3.21) holds for w̄(k) and τ̇ (k) instead of w̄ and
σ̇D, respectively, it then holds that

w̄(k)(z) ≥ Ez

(
e−(ηγ∧τFn∧σ)w(k)(Zηγ∧τFn∧σ)

)
q.e.
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Letting k → ∞ and then n → ∞, we have

w̄(z) ≥ Ez

(
e−(ηγ∧σ)w̄(Zηγ∧σ)

)
q.e.

Since w̄(Zηγ
) + γ ≥ h(Zηγ

) and ηγ is increasing as γ ↓ 0, ŵ(Zη0
) = w̄(Zη0

) ≥ h(Zη0
)

for η0 = limγ→0 ηγ . This yields that σ̇D ≤ η0, and hence

w̄(z) ≥ Ez

(
e−σw̄(Zσ)

)
for any stopping time σ such that σ ≤ σ̇D. The proof of (3.20) is similar.

Example. Let (Zt, Pz) be the space-time diffusion process corresponding to the

generator A(t)ϕ(x) = d2ϕ
dx2 for t < 1 and A(t)ϕ(x) = 1

2
d2ϕ
dx2 for t ≥ 1. Denote by qt and

Kα the transition function and resolvent of a one-dimensional Brownian motion, re-
spectively. Taking a nonnegative, nonzero continuous function φ on R1 with compact
support, let ϕ(x) = K2φ(x),

g(s, x) =

⎧⎨
⎩

e−(3−2s)q2(1−s)ϕ(x), s < 1,

e−sϕ(x), s ≥ 1,

and

h(s, x) =

⎧⎨
⎩

2e−(3−s)/2q2(1−s)ϕ(x), s < 1,

2e−sϕ(x), s ≥ 1.

Furthermore, let v̄ = 0 and

ū(s, x) =

⎧⎨
⎩

e−(2−s)q2(1−s)ϕ(x), s < 1,

e−sϕ(x), s ≥ 1.

Then g ≤ ū− v̄ ≤ h. Since ū(s, x) = E(s,x)

(∫∞
0

e−tξ ⊗ φ(Zt)dt
)
, for ξ(t) = e−tI{t≥1},

ū is 1-excessive function of Zt and satisfies

A1(ū, ū) =
1

2
e−2

∫ ∞

−∞
ϕ(x)φ(x)dx.

Further, for any w ∈ J such that g ≤ w ≤ h,

E1(ū, w) =

∫ ∞

1

∫ ∞

−∞
e−sφ(x)w(s, x)dxds ≥

∫ ∞

1

∫ ∞

−∞
e−sφ(x)g(s, x)dxds = A1(ū, ū).

Therefore ū − v̄ = ū is a solution of (3.6), and the saddle point (σ̇C , σ̇D) of Jz(σ, τ)
in Theorem 3.6 is given by σ̇C = (1 − τ(0)) ∨ 0 and σ̇D = ∞.
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Abstract. We give a variational inequality sufficient condition for optimal stopping problems.
This result is illustrated by computing solutions to an optimal stock selling problem. The stock
selling problem has a model for the stock price, which initially has a “hot” growth rate and then
“tanks.” Solution of the conditions allows for computation of both the value function and the optimal
stopping times. Optimal stock selling times are computed for two utility functions and a variety of
realistic parameter values.

Key words. stock selling times, optimal stopping, variational inequalities

AMS subject classifications. 49J40, 49K15, 49K20, 60G35, 60G40, 62L15, 91B70

DOI. 10.1137/050622699

1. Introduction. Variational inequalities for solving optimal stopping problems
were first introduced by Bensoussan and Lions [1], [2]. Many variational inequality
sufficient conditions have since been given. Some examples of these are Bensoussan
[1, p. 301], Krylov [7, Thm. 7, p. 41], and Oksendal [9, p. 225].

The sufficiency condition we give is an extremely simple extension of that of
[1]. However, it points out the apparently previously overlooked requirement of a
boundedness condition on the gradient of the value function in determining the correct
solution from the possibly many solutions of the variational inequality. The use of
this property is illustrated in our solution of the stock selling problem.

A number of different stock selling problems have been considered. For instance,
in [9, pp. 219, 227], Oksendal considers a stock selling problem whose stock price
is given by a geometric Brownian motion with constant coefficients. In [12], Zhang
considers a stock selling problem whose stock price is given by a diffusion process
whose coefficients are unobservable finite state jump Markov processes. In [3], Beibel
and Lerche consider an optimal stock selling problem for a model which is basically
the same as the partially observed model we consider below. We discuss comparison
of Zhang’s results and Beibel and Lerche’s results with ours in section 9.

The problem we consider is motivated by the past behavior of “bubble stocks”
such as Enron. The problem is to decide when to sell a stock which has a rapid growth
rate and then a rapid rate of decline but, because of randomness in the stock price,
it is difficult for the investor to know when the stock price is really in decline. We
consider an idealized model of such a situation in which the stock price is given by
a geometric Brownian motion, which has an initial positive growth rate, and after a
random time, jumps to and remains at a negative growth rate. The investor observes
the stock prices but cannot observe the growth rates. Deciding when to sell is based

∗Received by the editors January 14, 2005; accepted for publication (in revised form) November
28, 2005; published electronically May 3, 2006.

http://www.siam.org/journals/sicon/45-2/62269.html
†Department of Mathematics, University of Kentucky, Lexington, KY 40506-0027 (rishel@ms.

uky.edu).
‡Institute of Operations Research, Humboldt University of Berlin, D-10178 Berlin, Germany

(helmes@wiwi.hu-berlin.de).

580



VARIATIONAL INEQUALITY, OPTIMAL STOCK SELLING 581

only on past stock prices. Thus this is a partially observed optimal stopping problem.
Converting it to a completely observed optimal stopping problem is done similarly
to the methods used by Shiryayev [10, p. 200] in his quickest detection of a disorder
problem.

We consider the problem with two different utility functions U(S) = ln(S) and
U(S) = S. For the utility function U(S) = ln(S), there are solutions of the variational
inequality with the appropriate boundedness, and optimal stopping times are calcu-
lated. For the utility function U(S) = S, it appears to be difficult to find solutions
of the variational inequality with the appropriate boundedness for the problem in its
original form. We use two changes of probability measure to convert the problem into
one for which these boundedness conditions are determined and calculations of the
optimal stopping time can be carried out.

2. A variational inequality sufficient condition for optimal stopping.
We begin by stating an optimal stopping problem and giving variational inequality
sufficient conditions for it. Let g(z) and h(z) denote, respectively, an n-dimensional
vector valued function and an (n × m)-dimensional matrix valued function of the
n-dimensional vector z. Let W (t) denote an m-dimensional Wiener process. As-
sume g(z) and h(z) are regular enough so that solutions of the stochastic differential
equation and initial condition

dz(t) = g(z(t)) dt + h(z(t)) dW (t), z(0) = z,(2.1)

exist and are unique. Let Ft denote the σ-fields

Ft = σ[z(r) : 0 ≤ r ≤ t](2.2)

generated by the past of z(t). Let β(z) be a continuous scalar function and U(z) a
twice continuously differentiable utility function. Let A denote a class of Ft stopping
times. For each stopping time τ ∈ A, consider the expected discounted utility

E
[
e
∫ τ
0

β(z(t)) dtU(z(τ))
]
.(2.3)

The optimal stopping problem is as follows: Find τ in A which achieves the maximum
of (2.3).

The following theorem gives variational inequality sufficient conditions for opti-
mality for this problem.

Theorem 2.1. Let R be a region in En. Assume for each z in R that the solution
of (2.1) with initial condition z is contained in R. Let V (z) be a scalar valued function
defined on R. Let V (z) be regular enough so that Itô’s stochastic differential rule holds
for V (z(t)). Define the differential operator A[V ](z) by

A[V ](z) = β(z)V (z) + Vz(z)g(z) +
1

2
trace (h(z)h(z)′Vzz(z)).(2.4)

Let V (z) be a solution of the variational inequality

A[V ](z) ≤ 0, V (z) ≥ U(z),

(V (z) − U(z)) A[V ](z) = 0,
(2.5)

and let the condition

E

∫ τ

0

e2
∫ t
0
β(z(r)) dr‖Vz(z(t))h(z(t))‖2 dt < ∞(2.6)
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hold for each stopping time τ in A. For z(t) the solution of (2.1) with initial condition
z, let

τ(z) = first time z(t) hits {q : V (q) = U(q)}.(2.7)

Let

τ(z) ∈ A for each z ∈ R.(2.8)

Then

V (z) = E
[
e
∫ τ(z)
0

β(z(r)) drU(z(τ(z)))
]

= max
τ∈A

E
[
e
∫ τ
0

β(z(r)) dr U(z(τ))
]
.(2.9)

That is, τ(z) is an optimal stopping time in A and V (z) is the value function for the
optimal stopping problem.

Theorem 2.1 should be known. Its simple proof uses that condition (2.6) im-
plies that the expected value of the stochastic integral term in the Itô differential of
e
∫ t
0
β(z(r)) dr V (z(t)) is zero. Then standard variational inequality arguments such as

in Bensoussan [1, p. 201] give the conclusion. For completeness we give the short
proof in an appendix. However, the importance of conditions (2.6) and (2.8) holding
along with the variational inequality conditions (2.5) does not appear to have been
pointed out. Conditions (2.6) and (2.8) make the correct selection of the possibly
many solutions of conditions (2.5).

Remark 2.2. Notice that if

β(z) ≤ 0 and ‖Vz(z)h(z)‖2 ≤ K,(2.10)

then

E

[ ∫ τ

0

e2
∫ t
0

β(z(r)) dr ‖Vz(z(t))h(z(t))‖2 dt

]
≤ KE(τ).(2.11)

Thus if the boundedness condition (2.10) holds, (2.6) holds for stopping times with
finite expectations.

Remark 2.2 motivates looking for solutions of (2.5) for which the boundedness
condition (2.10) holds.

3. The stock price model. Consider a stock whose price S(t) satisfies the
stochastic differential equation and initial condition

dS(t) = S(t)(a(t)dt + σdW (t)), S(0) = S.(3.1)

In (3.1) S and σ are positive constants, W (t) is a Wiener process, and a(t) is a random
process which jumps from a > 0 to b < 0 at a random time J , which satisfies

Pr[J = 0] = 1 − x, Pr[J > t|J > 0] = e−ct,(3.2)

where x and c are constants satisfying 0 ≤ x ≤ 1 and c > 0.
Let U(S) be a utility function. Let

Ft = σ{S(r) : 0 ≤ r ≤ t}(3.3)

denote the σ-fields generated by the past of the process S(·) up to times t.
Consider finding, in a class A of Ft stopping times τ , a stopping time which

maximizes the expected utility

E[U(S(τ))].(3.4)
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4. Reduction to a completely observed problem. It is well known that the
solution of the stock price equation (3.1) is given by

S(t) = Se
∫ t
0
a(s)ds+σW (t)− 1

2σ2t.(4.1)

This can be checked using Itô’s differential rule.
Equation (4.1) implies

ln(S(t)) − ln(S) +
1

2
σ2t =

∫ t

0

a(s)ds + σW (t).(4.2)

This implies that observing the process S(t) is equivalent to observing the process
y(t), where

y(t) =

∫ t

0

a(s)ds + σW (t),(4.3)

and that the σ-fields

σ{S(r) : 0 ≤ r ≤ t} and σ{y(r) : 0 ≤ r ≤ t}(4.4)

are equal.
Our assumptions about a(t) imply it is a jump Markov process with two states a

and b and the process jumps once from a to b.
Nonlinear filtering results, for instance, Davis and Marcus [4], Liptser and Shiryayev

[8], govern conditional probabilities of states of a jump Markov process given mea-
surements of the type (4.3). In particular, if

x(t) = Pr[a(t) = a|y(r), 0 ≤ r ≤ t],(4.5)

then x(t) is a solution of

dx(t) = −cx(t)dt +
1

σ
(a− b)(1 − x(t)) x(t)dν(t), x(0) = x.(4.6)

In (4.6) ν(t) is a Wiener process called the innovations process. It satisfies

dν(t) =
1

σ
(a(t) − (ax(t) + b(1 − x(t))))dt + dW (t).(4.7)

The relationship (4.7) between the innovations Wiener process ν(t) and the orig-
inal Wiener process W (t) implies

a(t)dt + σdW (t) = (ax(t) + b(1 − x(t)))dt + σdν(t).(4.8)

Thus we may rewrite the stock price equation (3.1) in terms of the conditional prob-
abilities x(t) and the innovations Wiener process ν(t) as

dS(t) = S(t)[(ax(t) + b(1 − x(t)))dt + σdν(t)], S(0) = S.(4.9)

Since

F(t) = σ{S(r) : 0 ≤ r ≤ t} = σ{y(r) : 0 ≤ r ≤ t},(4.10)
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and x(t) is defined by (4.5), x(t) is Ft adapted. Thus the optimization problem
given in (3.1)–(3.4) is equivalent to the completely observed optimization problem of
choosing the Ft stopping time τ in our class A of stopping times to maximize

E[U(S(τ))](4.11)

subject to

dS(t) = S(t)[(ax(t) + b(1 − x(t)))dt + σdν(t)], S(0) = S,

dx(t) = −cx(t)dt +
1

σ
(a− b)(1 − x(t))x(t)dν(t), x(0) = x.

(4.12)

Lemma 4.1. For q in (0, 1), let

T (q) = first time x(t) hits [0, q].(4.13)

Then

E[T (q)] < ∞.(4.14)

We give the proof of Lemma 4.1 in the appendix. We remark that (4.14) is false
if the interval is replaced by [q, 1].

5. The logarithmic utility problem. Consider the problem (4.11)–(4.12) with
utility function

U(S) = ln(S)(5.1)

and class of admissible Ft stopping times τ given by

A = {τ : E(τ) < ∞}.(5.2)

For this problem, in the notation of Theorem 2.1,

z =

(
S

x

)
, β(z) = 0, h(z) =

(
Sσ

1
σ (a− b)x(1 − x)

)
.(5.3)

The region R is

R = {(S, x) : 0 ≤ S < ∞, 0 ≤ x ≤ 1}.(5.4)

The operator A[V ](S, x) is

A[V ](S, x) = S(ax + b(1 − x))Vs(S, x) − cxVx(S, x)

+
1

2
S2σ2Vss(S, x) + (a− b)(1 − x)xSVsx(S, x)(5.5)

+
1

2

(
a− b

σ

)2

(1 − x)2x2Vxx(S, x),

and

Vz(z)h(z) = SσVs(S, x) +
a− b

σ
(1 − x)xVx(S, x),(5.6)

where z and (S, x) are related by (5.3).
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Let us begin the discussion by asking if there are conditions for which it is optimal
to always sell the stock immediately. Since a(t) takes on values a and b, and b is
negative, a(t) ≤ a. Thus (4.2) implies

E[ln (S(t))] ≤ ln(S) +

(
a− 1

2
σ2

)
t.(5.7)

If 2a ≤ σ2, then E[ln (S(t))] ≤ ln(S), so τ = 0 is the optimal selling time.
Let us assume 2a > σ2 and find optimal stopping times in the class A under this

condition. We shall see that under this condition for an appropriate f(x),

V (S, x) = ln(S) + f(x)(5.8)

gives a solution of Theorem 2.1.
Using (5.5),

A[ln(S) + f(x)](S, x)(5.9)

= ax + b(1 − x) − cxf ′(x) − 1

2
σ2 +

1

2

(
a− b

σ

)2

(1 − x)2x2f ′′(x).

Calling the righthand side of (5.9) B[f ](x), the variational inequality (2.5) reduces to

B[f ](x) ≤ 0, f(x) ≥ 0, and f(x)B[f ](x) = 0.(5.10)

We also see that

SσVs(S, x) +
a− b

σ
(1 − x)xVx(S, x) = σ +

a− b

σ
(1 − x)xf ′(x).(5.11)

Since 0 ≤ x ≤ 1, this will be bounded if f ′(x) is bounded. Thus (2.10) of Remark 2.2
will be satisfied if f ′(x) is bounded.

For Itô’s differential rule to hold for ln(S(t))+f(x(t)), f(x) must be at least once
continuously differentiable. This continuous differentiability implies: If q ε (0, 1), and
if q is a boundary point of an interval on which f(x) = 0, then f ′(q) = 0.

Thus we look for a continuously differentiable solution f(x) of (5.10) for which
f ′(x) is bounded and f ′(q) = 0 at boundary points q of intervals on which f(x) = 0.

Conditions (5.10) imply that if f(x) �= 0, then B[f ](x) = 0. From (5.9) this
equation is

ax + b(1 − x) − cxf ′(x) − 1

2
σ2 +

1

2

(
a− b

σ

)2

(1 − x)2x2f ′′(x) = 0.(5.12)

Since we are interested in conditions on f ′(x), we will set r(x) = f ′(x) in (5.12) and
solve

ax + b(1 − x) − cxr(x) − 1

2
σ2 +

1

2

(
a− b

σ

)2

x2(1 − x)2r′(x) = 0(5.13)

for r(x). The general solution of (5.13) is given by

r(x) = (1 − x)−hxhe
h

1−x(5.14)

·
[∫

h

2c
x−(2+h)(1 − x)(h−2)e

−h
1−x (σ2 − 2b− 2(a− b)x)dx + C

]
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in which C is an arbitrary constant and h is given by

h =
2cσ2

(a− b)2
.(5.15)

Since h > 0,

lim
x→1

(1 − x)−hxheh/(1−x) = +∞.(5.16)

Thus for r(x) to be bounded at x = 1, we must have

lim
x→1

[∫
h

2c
x−(2+h)(1 − x)(h−2)e

−h
1−x (σ2 − 2b− 2(a− b)x) dx + C

]
= 0.(5.17)

Define g(x) by

g(x) =

∫ 1

x

−h

2c
y−(2+h)(1 − y)(h−2)e−h/(1−y)(σ2 − 2b− 2(a− b)y) dy.(5.18)

For (5.17) to hold, the quantity in brackets in (5.17) must equal g(x). This follows
because both quantities have the same derivative and the same limit at x = 1. Thus
let

r(x) = (1 − x)−hxheh/(1−x)g(x).(5.19)

A calculation using L’Hospital’s rule shows that

lim
x→1

r(x) =
2a− σ2

2c
.(5.20)

Lemma 5.1. r(x) has a unique root x∗ in (0, 1) which satisfies

0 < x∗ <
σ2 − 2b

2(a− b)
,(5.21)

and r(x) is positive on (x∗, 1].
Proof. Since on the interval (0, 1) the function r(x) is given by positive quantities

times g(x), its roots will be the same as those of g(x). The integrand of g(x) is given
by positive quantities times the linear term

2(a− b)y − σ2 + 2b.(5.22)

Since 2a > σ2, (5.22) is positive near y = 1. Since b < 0, (5.22) is clearly negative
near y = 0.

Now (5.22) will be positive on

σ2 − 2b

2a− 2b
< y ≤ 1.(5.23)

Thus

g(x) > 0 if
σ2 − 2b

2a− 2b
< x < 1.(5.24)
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The term y−(2+h) with h > 0 in the integrand of g(x) and the negativity of (5.22)
near y = 0 imply

lim
x→0

g(x) = −∞.(5.25)

Thus g(x), and hence r(x) must have a root x∗ in
(
0, σ2−2b

2a−2b

)
. Since g(x) is monotone

increasing on this interval, x∗ is unique. This implies r(x) is positive on (x∗, 1].
Theorem 5.2. For f(x) defined by

f(x) =

⎧⎪⎨
⎪⎩

0 if 0 ≤ x ≤ x∗,∫ x

x∗
r(x) dx if x∗ ≤ x ≤ 1,

(5.26)

the function V (S, x) = ln(S) + f(x) satisfies the conditions of Theorem 2.1, and

T (x∗) = 1st time x(t) hits [0, x∗](5.27)

is an optimal stopping time in the class A.
Proof. Since r(x∗) = 0, f(x) is continuously differentiable and is twice continu-

ously differentiable, except at x∗. Thus Itô’s differential rule holds for ln(S) + f(x).
Lemma 5.1 implies that f(x) ≥ 0. Using (5.9),

B[f ](x) =

{
ax + b(1 − x) − 1

2σ
2 if 0 ≤ x ≤ x∗,

0 if x∗ ≤ x ≤ 1,
(5.28)

and since

x∗ <
σ2 − 2b

2(a− b)
,(5.29)

we have that

B[f ](x) ≤ 0.(5.30)

Since f(x) = 0 if 0 ≤ x ≤ x∗ and B[f ](x) = 0 if x∗ < x ≤ 1, f(x)B[f ](x) = 0. Thus
all the conditions of (5.10) are satisfied. The conditions of (5.10) imply the conditions
(2.5) for the function (5.8).

Since r(x) is continuous on [0, 1) and has a finite limit at x = 1, it is bounded.
Thus f ′(x) is bounded, which together with (5.11) and Remark 2.2 implies that con-
dition (2.6) holds for stopping times in A. Condition (2.8) follows from Lemma 4.1.
Thus the conditions of Theorem 2.1 are satisfied and T (x∗) given by (5.27) is an
optimal stopping time in the class A.

6. The problem with utility function U(S) = S. Consider the problem of
maximizing

E[S(τ)],(6.1)

subject to (4.12) holding, over a class of stopping times A. As mentioned in the
introduction, we shall use changes of probability measure to convert this problem into
one for which we can verify the conditions of Theorem 2.1.
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The solution of the stock price equation is given by

S(t) = Se
∫ t
0
(ax(r)+b(1−x(r))) dr+σν(t)−σ2

2 t.(6.2)

Again this can be checked by using Itô’s differential rule. Let P̃ be a probability mea-
sure which is locally absolutely continuous with respect to P through the following:
For each t and A ∈ Ft,

P̃ (A) =

∫
A

eσν(t)−σ2

2 t dP.(6.3)

Let Ẽ denote taking expectation with respect to P̃ . It follows from [6, Thm. 3.4,
p. 153] that for each finite stopping time τ , P̃ is absolutely continuous with respect
to P on Fτ , and for each A ∈ Fτ ,

P̃ (A) =

∫
A

eσν(τ)−σ2

2 τ dP.(6.4)

Thus since (6.2) also holds with t replaced by a finite stopping time τ , we have

E[S(τ)] = Ẽ
[
Se

∫ τ
0

(ax(r)+b(1−x(r))) dr
]
.(6.5)

Now Girsanov’s theorem implies that under P̃ , ν̃(t) defined by

ν̃(t) = ν(t) − σt(6.6)

is a Wiener process. Thus x(t) is a solution of

dx(t) = (−cx(t) + (a− b)(1 − x(t))x(t)) dt +
a− b

σ
(1 − x(t)) x(t)dν̃(t),(6.7)

x(0) = x.

Thus our original problem is equivalent to the following problem: Find a stopping
time τ in A to maximize

Ẽ
[
Se

∫ τ
0

(ax(r)+b(1−x(r))) dr
]
,(6.8)

where x(t) is the solution of (6.7).
We shall convert this problem into yet another equivalent problem. Notice that

the solution of (6.7) satisfies the integral equation

x(t) = xe
∫ t
0
(−c+(a−b)(1−x(r))− 1

2 ( a−b
σ )2(1−x(r))2) dr+

∫ t
0

a−b
σ (1−x(r)) dν̃(r).(6.9)

Again this may be checked using Itô’s differential rule. Formula (6.9) may be re-
arranged to give

e
∫ t
0
(ax(r)+b(1−x(r))) dr(6.10)

=
xe(a−c)t

x(t)
e
∫ t
0

a−b
σ (1−x(r)) dν̃(r)−

∫ t
0

1
2 ( a−b

σ )2(1−x(r))2 dr.

This suggests making the change of measures defined through the following: For each
t and A ∈ Ft,

˜̃P (A) =

∫
A

e
∫ t
0

a−b
σ (1−x(r)) dν̃(r)−

∫ t
0

1
2 ( a−b

σ )2(1−x(r))2 dr dP̃ .(6.11)
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Then by setting y(t) = 1
x(t) , again using Theorem 3.4 of [6], and denoting expectation

with respect to ˜̃P by ˜̃E, (6.10) with t replaced by a finite stopping time τ implies

E[S(τ)] = Ẽ
[
Se

∫ τ
0

(ax(r)+b(1−x(r))) dr
]

= ˜̃E[Sxe(a−c)τ y(τ)].(6.12)

Girsanov’s theorem implies that under ˜̃P ,

˜̃ν(t) = ν̃(t) −
∫ t

0

a− b

σ
(1 − x(r)) dr(6.13)

is a Wiener process.
A calculation using Itô’s rule, (6.7), and (6.13) gives that y(t) is the solution of

dy(t) = ((c− a + b)y(t) + a− b) dt +
a− b

σ
(y(t) − 1) d˜̃ν(t), y(0) =

1

x
.(6.14)

Thus we arrive at the problem of choosing τ ∈ A to maximize

˜̃E[Sxe(a−c)τy(τ)],(6.15)

where y(t) is the solution of (6.14).

7. Solution of the third equivalent problem. Since S and x are positive
constants, we consider the problem of choosing τ ∈ A to maximize

˜̃E[e(a−c)τ y(τ)],(7.1)

where y(t) is the solution of

dy(t) = ((c− a + b)y(t) + a− b) dt +

(
a− b

σ

)
(y(t) − 1) d˜̃ν(t), y(0) =

1

x
.(7.2)

Define

T (q) = first time y(t) ∈ [q,∞).(7.3)

In order to utilize Theorem 2.1, we shall first consider maximizing (7.1) over the set
of stopping times A defined by

A = {τ : τ ≤ T (q) for some q}(7.4)

and then show that an optimal stopping time in A is also optimal in the class B of
all finite stopping times.

Notice that if a ≥ c and qn is a sequence approaching infinity, then

˜̃E[e(a−c)T (qn)y(T (qn))] ≥ qn.(7.5)

This leads to the very counterintuitive conclusion that no matter how negative the
rate of decline b is, if a ≥ c, then arbitrarily large expected returns can be obtained
by using the stopping times T (qn).

Let us assume a < c and solve the problem given in terms of (7.1), (7.2), and
(7.4). The quantity A[V ](y) for this problem is given by

A[V ](y) = (a− c)V (y) + ((c− a + b)y + (a− b))V ′(y)(7.6)

+
1

2

(
a− b

σ

)2

(y − 1)2V ′′(y).
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The general solution of A[V ](y) = 0 is given by

V (y) = C1 Wk,m

(
h

y − 1

)
e

h
2(y−1) (y − 1)k + C2 Mk,m

(
h

y − 1

)
e

h
2(y−1) (y − 1)k,(7.7)

where

k = 1 +
σ2(a− b− c)

(a− b)2
, h =

2cσ2

(a− b)2
, m =

[(
k − 1

2

)2

+ h
(c− a)

c

] 1
2

,(7.8)

and Wk,m(·) and Mk,m(·) are the classical Whittaker functions.
Lemma 7.1. The condition c > a implies that the following conditions (a) and

(b) hold:

(a) m + k − 3

2
> 0, (b)

h

(m− k + 1
2 )(m + k − 1

2 )
> 1.

The proof of Lemma 7.1 is given in the appendix.
Let

g(y) = Wk,m

(
h

y − 1

)
e

h
2(y−1) (y − 1)k,(7.9)

and let us see if we can construct a solution to the conditions of Theorem 2.1 from
the function C1g(y).

The Wk,m(·) function [11, p. 122] has integral representation given by

Wk,m

(
h

y − 1

)
=

[∫ ∞

0

e−xxm−k− 1
2

(
1 +

x(y − 1)

h

)m+k− 1
2

dx

]
(7.10)

·
[

1

Γ(m− k + 1
2 )

(
h

y − 1

)k

e
−h

2(y−1)

]
.

Thus g(y) given by (7.9) has the representation

g(y) =
hk

Γ(m− k + 1
2 )

∫ ∞

0

e−xxm−k− 1
2

(
1 +

x(y − 1)

h

)m+k− 1
2

dx.(7.11)

Differentiating (7.11) under the integral sign gives

g′(y) =
hk−1(m + k − 1

2 )

Γ(m− k + 1
2 )

∫ ∞

0

e−xxm−k+ 1
2

(
1 +

x(y − 1)

h

)m+k− 3
2

dx(7.12)

and

g′′(y) =

[∫ ∞

0

e−xxm−k+ 3
2

(
1 +

x(y − 1)

h

)m+k− 5
2

dx

]
(7.13)

·
[

(m + k − 1
2 )(m + k − 3

2 )hk−2

Γ(m− k + 1
2 )

]
.
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It follows from (a) of Lemma 7.1 that for 1 ≤ y < ∞, (7.12) and (7.13) are greater
than 0. This implies g(y) is increasing and strictly convex on 1 ≤ y < ∞.

In order for

V (y) =

{
C1g(y) if 1 ≤ y < y∗,

y if y∗ ≤ y < ∞(7.14)

to satisfy the conditions of Theorem 2.1, it must be at least once continuously differ-
entiable. For this to happen, C1 and y∗ must be a solution of

C1g(y
∗) = y∗, C1g

′(y∗) = 1.(7.15)

If y∗ is a solution of

g(y)

g′(y)
= y,(7.16)

(7.15) will hold with C1 = 1
g′(y∗) .

Lemma 7.2. There is a solution y∗ > 1 of (7.16).
Proof.

g(y)

g′(y)
=

h

m + k − 1
2

∫∞
0

e−xxm−k− 1
2 (1 + x(y−1)

h )m+k− 1
2 dx∫∞

0
e−xxm−k+ 1

2 (1 + x(y−1)
h )m+k− 3

2 dx
.(7.17)

Thus

g(1)

g′(1)
=

h

m + k − 1
2

∫∞
0

e−xxm−k− 1
2 dx∫∞

0
e−xxm−k+ 1

2 dx
.(7.18)

An integration by parts gives∫ ∞

0

e−xxm−k+ 1
2 dx =

(
m− k +

1

2

) ∫ ∞

0

e−xxm−k− 1
2 dx,(7.19)

and thus by (7.18) and (b) of Lemma 7.1,

g(1)

g′(1)
=

h

(m− k + 1
2 )(m + k − 1

2 )
> 1.(7.20)

Dividing both numerator and denominator of (7.17) by (y − 1)(m+k− 1
2 ) gives

g(y)

g′(y)
=

h(y − 1)

m + k − 1
2

∫∞
0

e−xxm−k− 1
2 ( 1

(y−1) + x
h )m+k− 1

2 dx∫∞
0

e−xxm−k+ 1
2 ( 1

(y−1) + x
h )m+k− 3

2 dx
.(7.21)

Now

lim
y→∞

∫∞
0

e−xxm−k− 1
2 ( 1

y−1 + x
h )m+k− 1

2 dx∫∞
0

e−xxm−k+ 1
2 ( 1

y−1 + x
h )m+k− 3

2 dx
=

1

h
.(7.22)

Thus asymptotically as y → ∞,

g(y)

g′(y)
∼ y − 1

m + k − 1
2

.(7.23)
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Since m + k − 1
2 > 1, g(y)

g′(y) asymptotically has slope less than one. Since its value at

one is bigger than one, and it has asymptotic slope less than one, g(y)
g′(y) must cross the

line given by y at some y∗ > 1.
Theorem 7.3. For y∗ the solution of (7.16), the function

V (y) =

{ 1
g′(y∗)g(y) if 1 ≤ y ≤ y∗,

y if y∗ ≤ y < ∞
(7.24)

satisfies the conditions of Theorem 2.1 for the problem given by (7.1), (7.2), and (7.4).
The stopping time T (y∗) is an optimal stopping time in the class A.

Proof. Since g′(y) > 0, and g(y) is strictly convex, the conditions

1

g′(y∗)
g(y∗) = y∗,

1

g′(y∗)
g′(y∗) = 1(7.25)

imply y is a line of support of 1
g′(y∗) g(y) at y∗. Thus

1

g′(y∗)
g(y) ≥ y,(7.26)

which implies

V (y) ≥ y.(7.27)

Since A[ 1
g′(y∗) g(·)](y) = 0, for V (y) given by (7.24),

A[V ](y) =

{
0 if 1 ≤ y < y∗,

by + (a− b) if y∗ < y < ∞.
(7.28)

Evaluating A[ 1
g′(y∗) g(·)](y) = 0 at y∗, and using (7.6) and the conditions of (7.25),

give

(a− c)y∗ + (cy∗ − (a− b)(y∗ − 1)) +
1

2

(
a− b

σ

)2

(y∗ − 1)2
g′′(y∗)

g′(y∗)
= 0.(7.29)

Since g(y) is increasing and strictly convex, the last term in (7.29) is positive. Thus
(7.29) implies

by∗ + a− b < 0.(7.30)

Since b is negative,

by + (a− b) < 0 if y∗ ≤ y < ∞,(7.31)

or, from (7.28), then A[V ](y) ≤ 0 for V (y) given by (7.24). That (V (y)−y)A[V ](y) = 0
follows immediately from (7.24) and (7.28).

To verify condition (2.6), we see

V ′(y) =

⎧⎨
⎩

1

g′(y∗)
g′(y) if 1 ≤ y ≤ y∗,

1 if y∗ < y < ∞.
(7.32)
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From (7.12) and (a) of Lemma 7.1, g′(1) > 0. Since g′(y) is increasing, (7.32) implies

0 ≤ V ′(y) ≤ 1.(7.33)

The quantity in (2.6) for this problem is

˜̃E

[ ∫ τ

0

e2(a−c)t

(
V

′
(y(t))2

(
a− b

σ

)2

(y(t) − 1)

)2

dt

]
.(7.34)

Since τ ≤ T (q) for some q and (7.33) holds, (7.34) is bounded by

∫ ∞

0

e2(a−c)t

(
a− b

σ

)2

(q − 1)2 dt =
(q − 1)2

2(c− a)

(
a− b

σ

)2

.(7.35)

Thus condition (2.6) holds. Condition (2.8) follows from Lemma 4.1 and the definition
of T (y∗). Thus the conditions of Theorem 2.1 are satisfied and T (y∗) is an optimal
stopping time in the class A.

Theorem 7.4. The stopping time T (y∗) is optimal in the class B of all finite
stopping times.

Proof. If τ is a finite stopping time and qn is a sequence approaching ∞, satisfying
qn > 1/x, the definition of T (qn) implies

y(τ ∧ T (qn)) =

{
y(τ) if τ < T (qn),
qn if τ ≥ T (qn).

(7.36)

It can be shown that limn→∞ T (qn) = +∞ with probability one.
Hence

lim
n→∞

e(a−c)τ∧T (qn)y(τ ∧ T (qn)) = e(a−c)τy(τ).(7.37)

Theorem 7.3 implies

˜̃E[e(a−c)τ∧T (qn)y(τ ∧ T (qn))] ≤ ˜̃E[e(a−c)T (y∗)y(T (y∗))].(7.38)

Fatou’s Lemma and (7.37) imply

˜̃E[e(a−c)τy(τ)] ≤ lim inf
n→∞

˜̃E[e(a−c)τ∧T (qn)y(τ ∧ T (qn))].(7.39)

Thus (7.38) and (7.39) imply

˜̃E[e(a−c)τy(τ)] ≤ ˜̃E[e(a−c)T (y∗)y(T (y∗))],(7.40)

which gives the optimality of T (y∗) in the class B of all finite stopping times.

8. Computations. In Table 8.1 we give results of computing optimal selling
regions for a variety of conditions. To explain the coefficients used in Table 8.1, we
note that (4.1) implies the following: If the growth rate a(t) has the constant value
a, the expected stock price is

E[S(t)] = Seat,(8.1)

and similarly, if a(t) has the constant value b, the expected stock price is

E[S(t)] = Sebt.(8.2)
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Table 8.1

Optimal selling regions for both criteria and different parameter values.

Problem coefficients U(S) = ln(S) U(S) = S

Growth Decline Mean years σ Selling region Selling region

10% 60% 2 .3 0 ≤ x ≤ .911 0 ≤ x ≤ .766
10% 60% 2 .4 0 ≤ x ≤ .978 0 ≤ x ≤ .831
10% 60% 2 .5 0 ≤ x ≤ 1.00 0 ≤ x ≤ .857
10% 80% 2 .3 0 ≤ x ≤ .927 0 ≤ x ≤ .760
10% 80% 2 .4 0 ≤ x ≤ .986 0 ≤ x ≤ .856
10% 80% 2 .5 0 ≤ x ≤ 1.00 0 ≤ x ≤ .891
20% 60% 2 .3 0 ≤ x ≤ .678 0 ≤ x ≤ .441
20% 60% 2 .4 0 ≤ x ≤ .849 0 ≤ x ≤ .601
20% 60% 2 .5 0 ≤ x ≤ .939 0 ≤ x ≤ .685
20% 80% 2 .3 0 ≤ x ≤ .651 0 ≤ x ≤ .368
20% 80% 2 .4 0 ≤ x ≤ .913 0 ≤ x ≤ .587
20% 80% 2 .5 0 ≤ x ≤ .953 0 ≤ x ≤ .709

For the sequence
of selling regions

20% 80% 6 .4 0 ≤ x ≤ .659 0 ≤ x ≤ an
where an ↓ 0, the

problem is unbounded

Table 8.2

Correspondence of parameter values and approximate percents of growth and decline per year.

a .1 .18 b −.92 −1.6

% growth 10 20 % decline 60 80

The value a = .1 gives e.1 ≈ 1.105, or a growth rate of approximately 10% per year.
The value b = −.92 gives e−.92 ≈ .398, or a rate of decline of approximately 60% per
year. Table 8.1 was computed in terms of values of a, b, c, σ but is displayed in terms
of approximate percents of growth and decline to aid intuitive understanding of the
results. The relationships between the values of a and b used in the computation of
Table 8.1 and the approximate percents of growth and decline per year are listed in
Table 8.2.

Except in the last case in Table 8.1, the mean of the jump time was taken to be
two years, or c = 1

2 . In literature using actual stock data, values for the stock variance
σ near .3 or .4 are common. We use those and also the value σ = .5 to illustrate a
case with large variance.

Table 8.1 shows that the optimal stock selling regions for U(S) = ln(S) and
U(S) = S are quite different. The optimal selling regions for ln(S) are uniformly
larger than those of S. In some cases these differences are large. If the growth rate
equals 10% and σ = .5, the inequality

2a = .2 < .25 = σ2

holds, and thus selling immediately always occurs for the ln(S) criteria, while for the
S criteria selling immediately does not occur if x is large enough. If the growth rate
is approximately 20% for an exponentially distributed length of time with mean six
years, then

a = .18 >
1

6
= c.

This implies that there is a sequence of values of x approaching zero so that stopping
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at these values gives unbounded expected return for the criteria S. For this case, the
criteria ln(S) is finite and its optimal selling region is 0 ≤ x ≤ .659.

9. Comparison with Zhang [12] and Beibel and Lerche [3]. In [12] Zhang
considers a stock selling problem in which the stock price is given by a geometric
Brownian motion whose drift and diffusion coefficients are given by unobservable,
finite state, jump Markov processes. This model is more general than that of the
current paper, whose a drift coefficient is a one jump Markov process, and where
a diffusion coefficient is constant. However, the classes of stopping times optimized
over are different. In [12] the stopping times are first times that the stock price leaves
a given interval. In the present paper they are stopping times adapted to the past
measurements of the stock price. These include the first times the stock price leaves
an interval, so there should be a larger optimal expected return in the present case.
There is an advantage to using the stopping times of [12] in that they are easier to
implement.

The difference between the two problems is especially clear in the case in which the
initial probability x of being in the increasing state a is less than one. (Some people
assert this is “always” the case by the time a small investor invests in a stock.) The
stopping times of [12] do not depend on x. If x is small enough to be in the optimal
selling region for the current problem, the investor should sell the stock immediately.
If he/she is using stopping times of [12], he/she holds the stock until its price leaves
an interval.

In [3] Beibel and Lerche consider an optimal stock selling problem with utility
function U(S) = S, which is roughly the same as our second equivalent problem.
Their methods applied to this problem would be roughly the following. Let x(t) be
the solution of (6.7) with initial condition x(0) = 1. Let 0 < x < 1 and

T (x) = first time x(t) = x.(9.1)

Then, using elegant probabilistic arguments, they show

E
[
e
∫ T (x)
0

a(x(r))+b(1−x(r)) dr
]

(9.2)

has a maximum attained at some x∗ and for the problem with x(t) given by (6.7),
with initial condition γ, for which x∗ ≤ γ ≤ 1 that

T (x∗) = first time x(t) = x∗(9.3)

maximizes the criteria (6.8).
However, they do not carry out any computations. It appears that computing

(9.2) would encounter similar difficulties to those we encountered in solving the vari-
ational inequalities for this case.

Appendix. In this appendix we provide the proofs of Theorem 2.1, Lemma 4.1,
and Lemma 7.1.

Proof of Theorem 2.1. Itô’s differential rule implies that

de
∫ t
0
β(z(r))drV (z(t)) = β(z(t))e

∫ t
0
β(z(r))drV (z(t))dt(A.1)

+ e
∫ t
0
β(z(r))dr

[
Vz(z(t))g(z(t))

+
1

2
trace

(
h(z(t))h′(z(t))Vzz(z(t))

)]
dt

+ e
∫ t
0
β(z(r))drVz(z(t))h(z(t))dW (t),



596 RAYMOND RISHEL AND KURT HELMES

or, expressed in integrated form and using (2.4), that

e
∫ t
0
β(z(r))drV (z(t)) − V (z) =

∫ t

0

e
∫ s
0
β(z(r))drA[V ](z(s))ds(A.2)

+

∫ t

0

e
∫ s
0
β(z(r))drVz(z(s))h(z(s))dW (s).

Since (A.2) holds for each sample function, it also holds with t replaced by a finite
stopping time τ .

It follows from Remark 1 on page 29 of Gihman and Skorohod [5] that condition
(2.6) implies for each stopping time τ in A that

E

[ ∫ τ

0

e
∫ s
0
β(z(r)) dr Vz(z(s))h(z(s)) dW (s)

]
= 0.(A.3)

Thus for each τ in A,

E
[
e
∫ τ
0

β(z(r)) dr V (z(τ))
]

= V (z) + E

[ ∫ τ

0

e
∫ s
0
β(z(r)) dr A[V ](z(s)) ds

]
.(A.4)

Now from (2.5),

V (z) ≥ U(z) and A[V ](z) ≤ 0,

and thus for each τ in A,

E
[
e
∫ τ
0

β(z(r)) drU(z(τ))
]
≤ V (z).(A.5)

From (2.5) for

τ(z) = first time z(t) hits {y : U(y) = V (y)},

it follows that

A[V ](z(s)) = 0 on 0 ≤ s < τ(z)(A.6)

and

U(z(τ(z))) = V (z(τ(z))).(A.7)

Thus (A.4) implies

E
[
e
∫ τ(z)
0

β(z(r)) dr U(z(τ(z)))
]

= V (z).(A.8)

Since condition (2.8) requires τ(z) to belong to A, (A.5) and (A.8) imply τ(z) is an
optimal stopping time in the class A.

Proof of Lemma 4.1. We may assume x > q; otherwise T (q) = 0 and E[T (q)] = 0.
For x(t) given by (4.8), from Theorem 2 on page 149 of [5], appropriately modified,
it follows that for t > 0,

P [x(t) < 1] = 1.(A.9)
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A solution K(x) of the differential equation

−cxK ′(x) +
1

2
r2(1 − x)2x2K ′′(x) + 1 = 0(A.10)

on [0, 1] satisfying K(q) = 0 and K ′(x) bounded on [q, 1] is given by

(A.11)

K(x) =

∫ x

q

[
2

r2
e

2c
r2(1−z) z

2c
r2 (1 − z)−

2c
r2

∫ 1

z

(1 − y)
−2(r2−c)

r2 y
−2(r2+c)

r2 e
−2c

r2(1−y) dy

]
dz.

To see that K ′(x) is bounded, a L’Hospital’s rule argument implies that

lim
x→1

K ′(x) =
r4

2c
,(A.12)

and from this and the form of K ′(x), boundedness follows. Notice that K(x) ≥ 0 for
x ≥ q.

Set

T (q) = inf {t : x(t) = q},(A.13)

and for a fixed time T greater than 0,

τT = min (T, T (q)).(A.14)

From (A.9) and (A.13), it follows for s < τT that x(s) is contained in [q, 1] over which
K(x) is defined. Itô’s formula implies that

K(x(τT )) −K(x)(A.15)

=
a− b

σ

∫ τT

0

(1 − x(s))x(s)K ′(x(s)) dW (s)

+

∫ τT

0

[
−cx(s)K ′(x(s)) +

1

2

(
a− b

σ

)2

(1 − x(s))2x(s)2K ′′(x(s))

]
ds.

For K(x) the solution of (A.10) with r = a−b
σ , (A.15) implies

K(x(τT )) −K(x) = −τT +
a− b

σ

∫ τT

0

(1 − x(s))x(s)K ′(x(s)) dW (s).(A.16)

Since the integrand in the stochastic integral is bounded and τT is bounded, the
expected value of the stochastic integral is zero, giving

E[τT ] = K(x) − E[K(x(τT ))].(A.17)

Now τT increases monotonically to T (q) as T approaches infinity. This and the posi-
tivity of K(x(τT )) imply

E[T (q)] ≤ K(x).(A.18)

Proof of Lemma 7.1. (a) Since m ≥ 0, if k − 3
2 > 0 there is nothing to prove.

Thus consider k − 3
2 ≤ 0. A calculation using (7.8) shows

m2 −
(

3

2
− k

)2

=
2σ2(−b)

(a− b)2
> 0.(A.19)
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Thus m2 > ( 3
2 − k)2, and since both m and 3

2 − k are ≥ 0,

m >
3

2
− k or m + k − 3

2
> 0,(A.20)

giving (a).
(b) Using (7.8),

h

(m− k + 1
2 )(m + k − 1

2 )
=

h

m2 − (k − 1
2 )2

(A.21)

=

2cσ2

(a−b)2

(k − 1
2 )2 + 2σ2(c−a)

(a−b)2 − (k − 1
2 )2

=
c

c− a
> 1.
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APPROXIMATION OF NONLINEAR FILTERS FOR MARKOV
SYSTEMS WITH DELAYED OBSERVATIONS∗

ANTONELLA CALZOLARI† , PATRICK FLORCHINGER‡ , AND GIOVANNA NAPPO§

Abstract. The aim of this paper is to give some approximation results for a class of nonlinear
filtering problems with delay in the observation. First, we point out some general results on the
approximation problem for the filter in nonlinear filtering. In particular, we give a general procedure
for obtaining some upper bounds for the different approximations we consider. This procedure is
then applied in the case of nonlinear filtering problems with delay (X,Y ), which can be represented

by means of a Markov system (X, Ŷ ), in the sense that Yt = Ŷa(t). Finally, these upper bounds are
computed explicitly in the particular case of Markov jump process with counting observations.

Key words. nonlinear filtering, jump processes, Markov processes, approximation of stochastic
processes

AMS subject classifications. 93E11, 60G35, 60J75, 65C50, 62M20
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1. Introduction. Consider a partially observed stochastic system (X,Y ) =
(Xt, Yt)t≥0, that is, a state process X = (Xt)t≥0, which cannot be directly observed,
and a completely observable process Y = (Yt)t≥0, which is referred to as the observa-
tion process. The aim of stochastic nonlinear filtering is to compute the conditional
law πt of the state process at time t, given the observation process up to time t, i.e.,
the computation of the so-called filter

πt(ϕ) = E
[
ϕ(Xt)/FY

t

]
,(1)

for all functions ϕ belonging to a determining class, i.e., the best estimate of ϕ(Xt)
given the σ-algebra of the observations up to time t, FY

t = σ{Ys, s ≤ t}.
A classical model of partially observed systems arises when both the state and

the observation are diffusion processes. In this case it has been shown that the filter
solves a stochastic partial differential equation known as the Kushner–Stratonovich
equation (see, e.g., Pardoux [20] and the references therein).

Filtering problems involving jump-diffusion processes have been studied by many
authors. In particular, the jump system

xt = x0 +

∫ t

0

∫
D0(xs− ,ys− )

K0(xs− , ys− ; ζ)N (ds, dζ)

+

∫ t

0

∫
D1(xs− ,ys− )

K1(xs− , ys− ; ζ)N (ds, dζ),(2)
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yt =

∫ t

0

∫
D1(xs− ,ys− )

N (ds, dζ),(3)

where
• N (ds, dζ) is a Poisson measure on R × Σ with mean measure ds× ν(dζ),
• the random variable x0 has values in R

k and probability distribution μx
0 ,

• the random variable x0 and the Poisson random measure N (ds, dζ) are inde-
pendent,

• the sets D0(x, y) and D1(x, y) are disjoint,
enters in the more general framework studied by Kliemann, Koch, and Marchetti
[15]. Under suitable hypotheses (see [15]), the above system has a unique solution
(xt, yt)t≥0, which is a Markov process with formal generator L given by

Lf(x, y) =

∫
D0(x,y)

[f(x + K0(x, y; ζ), y) − f(x, y)] ν(dζ)

+

∫
D1(x,y)

[f(x + K1(x, y; ζ), y + 1) − f(x, y)] ν(dζ).(4)

Then the filter πx
t (ϕ) = E[ϕ(xt)/Fy

t ] can be obtained via the following normal-
ization procedure:

• Let s = {si}i≥0 be an increasing sequence of times such that s0 = 0;
• define

Byϕ(x) =

∫
D0(x,y)

[ϕ(x + K0(x, y; ζ)) − ϕ(x)] ν(dζ)(5)

and

Ryϕ(x) =

∫
D1(x,y)

[ϕ(x + K1(x, y; ζ)) − ϕ(x)] ν(dζ);(6)

• define ρ̂t(dx|s) by the following self-contained procedure:

ρ̂t(ϕ|s) = E

[
ϕ(Xi

t−si(s)) exp

{
−
∫ t−si

0

λ1(X
i
u(s), i)du

}]
, si ≤ t < si+1,

(7)

where λ1(x, i) = ν(D1(x, i)), and {Xi
t(s); t ≥ 0} is a Markov process with

generator Bi and initial distribution ρ̂si(dx|s) defined inductively by

ρ̂s0(ϕ|s) = μx
0(ϕ), ρ̂si+1

(ϕ|s) =
ρ̂s−i+1

(Qiϕ|s)

ρ̂s−i+1
(λ1(·, i)|s)

(8)

with Qiϕ(x) = Riϕ(x) + λ1(x, i)ϕ(x) =
∫
D1(x,i)

ϕ(x + K1(x, i; ζ)) ν(dζ).

Setting

Π̂t(ϕ|s) :=
ρ̂t(ϕ|s)

ρ̂t(1|s)
,(9)

we have

πx
t (ϕ) = E[ϕ(xt)/Fy

t ] = Π̂t(ϕ|s)
∣∣∣
s={Ti}i≥0

,(10)

where Ti are the observed jump times.
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Different approximation procedures and numerical schemes have been studied by
many authors in the past years (see, for example, Kushner [17], Di Masi, Pratelli, and
Runggaldier [12], Le Gland [18], Elliott and Glowinski [13], Lototsky, Mikulevicius,
and Rozovskii [19], Del Moral [11], Calzolari and Nappo [8], or Ceci, Gerardi, and
Tardelli [9] and the references therein).

In this paper we are interested in the approximation of the filter when dealing
with the following nonlinear filtering problem with delay in the observation: (X, Ŷ )
is a Markov process with generator L, and the observation process Y satisfies

Yt = Ŷa(t),

where a(·) is a nondecreasing continuous function such that a(0) = 0, a(t) ≤ t for all
t ≥ 0.

For this system the following result has been proved by the authors in [4].
Theorem 1.1. The filter πt associated with the system (X,Y ) described above

can be represented as

πt(ϕ) = E
[(

exp{L(t− a(t))}φ
)
(Xa(t), Ŷa(t))/F Ŷ

a(t)

]
,

where φ(x, y) = ϕ(x).

Moreover, if the conditional law of Xs given F Ŷ
s is known and denoted by π̂s, then

πt(ϕ) = π̂a(t)

(
(exp{L(t− a(t))}φ)(·, Ŷa(t))

)
.(11)

Remark 1.2. As an example we can take (X, Ŷ ) = (xt, yt)t≥0, with xt and yt
defined as in (2) and (3), respectively. In this case the generator L coincides with the
one given in (4).

Remark 1.3. The case when the state process solves the stochastic differential
equation

Xt = X0 +

∫ t

0

b(Xs)ds +

∫ t

0

σ(Xs)dBs, t ≥ 0,

and the observation is given by⎧⎪⎨
⎪⎩
Yt = 0, 0 ≤ t ≤ τ,

Yt =
∫ t

τ
h(Xs−τ )ds + Wt −Wτ , t ≥ τ ,

(12)

corresponds to a(t) = (t− τ)+ and to the system (X, Ŷ ) with the generator

Lf(x, y) = b(x)∇xf(x, y) + h(x)∇yf(x, y) +
1

2
tr{σ(x)σ∗(x)∇2

xf(x, y)} +
1

2
Δyf(x, y)

in the above theorem. On the other hand, by applying a shift in time of size τ to the
system (X,Y ), we get a stochastic delay system: indeed, setting X(τ)(s) := Xs+τ

and Y(τ)(s) := Ys+τ , we have

dX(τ)(s) = b
(
X(τ)(s)

)
ds+ σ

(
X(τ)(s)

)
dB̃s, s ≥ 0, X(τ)(s) = ξ(s), −τ ≤ s≤ 0,

(13)
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Y(τ)(t) =

∫ t

0

h
(
X(τ)(s− τ)

)
ds + Ŵt, t ≥ 0,(14)

where B̃s = Bs+τ , and ξ(s) is the solution of the stochastic differential equation

dξ(s) = b(ξ(s))ds + σ(ξ(s))dB̃s for − τ ≤ s ≤ 0 with ξ(−τ) = X(0).

Clearly, in the above system the delay is present only in the observation.
The approximation problem we consider is interesting due to the fact that par-

tially observed systems with delay in the observations appear in stochastic finance.
For instance, in [21] Schweizer has given an example of information with delay for a
financial model. From [21] one can easily deduce that when the market is incomplete
the risk minimization criterion leads to a filtering problem with delayed observation.
The risk minimization criterion corresponds to a quadratic loss function, and this is
criticized, as it implies the minimization of both earnings and losses. This leads to
the use of different loss functions and to the consideration of the hedging problem
as an optimal control problem. Then, from a Bayesian point of view, filtering may
appear in the case of partial observations, and in this direction diffusion-type models
are mainly studied in the literature. More recently, in [14] Kirch and Runggaldier
have studied a control problem with partial observation when the stock price evolves
as

St = s0 e
aN+

t −bN−
t ,

where a, b > 0 are constants, and N+ and N− are counting processes with random
unobservable intensities Λ+ and Λ−.

The observation of the stock price is equivalent to the observation of the couple
of counting processes N+ and N−.

In [14], N+ and N− are assumed to be conditionally independent Poisson pro-
cesses given their random time constant intensities Λ+ and Λ−, which are independent
and with prior distribution gamma. In this case the filter of (Λ+,Λ−) given N+ and
N− up to time t can be reduced to a couple of filtering problems, each with one
counting observation process, and can be computed explicitly.

If the time constant assumption on the intensities were dropped, then the explicit
computation of the filter would no longer be feasible, and a filtering approximation
problem would naturally arise. Considering also a delay in the information would
then lead to an example fitting the framework of section 4. Another related situation
fitting the same framework could arise if the interest were focused on a fixed strike
lookback call option, that is, (

max
t∈[0,T ]

St −K

)+

.

In this situation, instead of observing the price, it could be natural to observe the
process of the running maximum of the price maxu∈[0,t] Su, and this amounts to
observing one counting process.

This paper is divided into four sections and an appendix and is organized as
follows. In section 2, we introduce different kinds of approximation for the filter that
we will use throughout. These approximation schemes rely on the trajectories actually
observed, and upper bounds for these approximations are obtained in Theorem 2.3.
A relation between these upper bounds and weak convergence of the sequence of
filters is presented in Theorem 2.6. In section 3, we consider the approximation of
filters for Markov models with delayed observations for which we obtain upper bounds
depending on the trajectory actually observed (see Proposition 3.1). In section 4, the
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approximation results obtained in section 2, together with the representation for the
filter in Theorem 1.1, will be applied to obtain some explicit upper bounds in the
counting observation case, as in Remark 1.2 (see Theorem 4.5).

Some approximation results can be obtained for different systems and by making
use of different techniques. As an example we can consider the simple stochastic delay
system of Remark 1.3. Taking into account this remark, the computation of the filter
is equivalent to the computation of the filter of the stochastic delay system (13), (14),
for which the convergence result obtained in [5] can be applied. To our knowledge
there are only two other papers dealing with the approximation of nonlinear filtering
for delayed diffusion systems: Chang [10] and Twardowska, Marnik, and Pas�lawaska-
Po�luniak [22].

2. General considerations on approximation for filters.

2.1. Different kinds of approximation. Suppose that a sequence of stochastic
systems (Xn,Y n) with values in R

k × R
d converges to a system (X,Y ). Then a

natural question is whether the corresponding sequence of filters πn converges to the
filter of the limit system π.

Different kinds of convergence can be considered for both the systems and the
filters. Convergence of their distributions is the first one, and, moreover, the only one
that can be considered when the systems (Xn,Y n) are defined on different proba-
bility spaces. The most frequently used is weak convergence of their distributions.
Furthermore, in this case one can distinguish between convergence of πn

t to πt as
random probability measures on R

k, for each t, and convergence of the processes
πn = (πn

t ; t ≥ 0) to π = (πt; t ≥ 0), as càdlàg measure-valued processes. Finally, one
can consider different metrics dist(ν1, ν2) on the space P = P(Rk), which is the space
of probability measures on R

k, such as the total variation, i.e.,

‖ν1 − ν2‖TV = sup

{
|ν1(ϕ) − ν2(ϕ)|

‖ϕ‖ ;ϕ bounded

}
,

the Kantorovitch metric, i.e.,

κ(ν1, ν2) = sup

{
|ν1(ϕ) − ν2(ϕ)|

Lϕ
;ϕ Lipschitz

}
,

or the bounded-Lipschitz metric, i.e.,

dBL(ν1, ν2) = sup

{
|ν1(ϕ) − ν2(ϕ)|

‖ϕ‖ ∨ Lϕ
;ϕ bounded and Lipschitz

}
,

where ‖ϕ‖ denotes the sup-norm, and Lϕ is the Lipschitz constant of ϕ. We recall that
the bounded-Lipschitz metric induces the weak convergence topology on the space of
probability measures P.

In the following we will consider P endowed with one of the above metrics.
When instead all the processes are defined on the same probability space (Ω,F , P ),

then one can also consider other kinds of convergence such as convergence in proba-
bility, convergence in Lp([0, T ] × Ω, dt⊗ dP ), and so on.

This situation arises typically when one is interested in the limit system, and the
sequence (Xn,Y n) is constructed pathwise starting from the path (X,Y ) such as,
for instance, in the Euler approximations of diffusive systems.
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When the filters πn and π have a robust version, that is, when for suitable
deterministic measure-valued functionals Un and U , with paths in the Skorohod space
DP([0, T ]),

Un, U : [0, T ] ×DRd([0, T ]) �→ P

such that

Un(t,y) = Un(t, y(· ∧ t)) and U(t,y) = U(t, y(· ∧ t)),

πn
t (dx) = Un(t,Y n; dx) and πt(dx) = U(t,Y ; dx),

then, in order to consider convergence in probability, one has to assume that the
processes Y n and Y are defined on the same probability space. Such deterministic
functionals Un and U satisfying the above properties always exist under very general
conditions (see Kurtz and Ocone [16]). Note that the functionals Un and U depend
on the joint distribution of (Xn,Y n) and (X,Y ), respectively, and are defined in
DRd([0, T ]) almost surely with respect to PY n , the law of Y n, and with respect to
PY , the law of Y , respectively.

As an example one can consider approximating and limit models such as the jump
model with counting observations, as given by (2) and (3), for which the functionals
U and Un can be computed as in (9), or such as the classical diffusive model, for
which the functionals U and Un are also computable as shown in [16], for example.

A different approach to the problem of the approximation of the filter takes into
account that a realistic approximation depends on the trajectory actually observed
and uses the robust representation described above. Two different types of situations
can arise as follows:

1. The true model is (X,Y ), and therefore we observe Y , while the models
(Xn,Y n) are more manageable approximations.

2. The true model is (Xn,Y n), depending on a large parameter n, and therefore
we observe Y n, while (X,Y ) is a more manageable limit model.

In these situations,
1. the true filter is πt, and it is natural to consider

π̃n
t = Un(t,Y )(15)

as an approximation of πt, depending on the trajectory actually observed.
2. the true filter is πn

t , and it is natural to consider

πn
t = U(t,Y n)(16)

as an approximation of πn
t , depending on the trajectory actually observed.

The functional Un is defined PY n -almost surely; therefore, in order to define π̃n =
{π̃n

t ; t ≥ 0} almost surely it is natural to assume that PY is absolutely continuous
with respect to PY n . Indeed, when the functional Un is defined PY n -almost surely,
there exists a set Dn ⊂ DRd([0, T ]) with PY n(Dn) = 1 such that the filter πn

t is
almost surely equal to 1Dn(Y n)Un(t,Y n) + (1 − 1Dn(Y n))δ{x0} for any fixed point
x0, and one could always define

π̃n
t = 1Dn(Y )Un(t,Y ) + (1 − 1Dn(Y ))δ{x0}.
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Furthermore if PY (Dn) = 0, as an extreme example, then the chosen approximation
would be clearly useless: indeed, in this case π̃n

t = δ{x0} almost surely, and this is
clearly not a good approximation, while if PY (Dn) = 1, then the approximation
coincides almost surely with Un(t,Y ).

In analogy, the functional U is defined PY -almost surely, and to define πn =
{πn

t ; t ≥ 0} almost surely, it is natural to assume that PY n is absolutely continuous
with respect to PY .

When using these kinds of approximations one is interested in evaluating

dist(πt, π̃
n
t ) = dist(U(t,Y ), Un(t,Y )),(17)

when we observe Y (situation 1), or

dist(πn
t , π

n
t ) = dist(Un(t,Y n), U(t,Y n)),(18)

when we observe Y n (situation 2). Here the dist(ν1, ν2) can be, for example, the
total variation, the Kantorovitch metric, or the bounded-Lipschitz metric.

Note that, in contrast to the approximations previously considered, neither π̃n
t

nor πn
t are conditional laws. Moreover, with this kind of approximation it is not even

necessary that the sequence of processes {Y n} and Y be defined on the same proba-
bility space, and both the almost sure convergence and the convergence in probability
can be considered.

For instance, in situation 1, the convergence in probability is implied by the
convergence to zero of

E[dist(πt, π̃
n
t )] = E[dist(U(t,Y ), Un(t,Y ))](19)

=

∫
D

Rd ([0,T ])

dist(U(t,y), Un(t,y))dPY (y),

while, in situation 2, the convergence in probability is implied by the convergence to
zero of

E[dist(πn
t , π̄

n
t )] = E[dist(Un(t,Y n), U(t,Y n))](20)

=

∫
D

Rd ([0,T ])

dist(Un(t,y), U(t,y))dPY n(y).

Finally, note that when the distance between πt and π̃n
t is given in terms of one

of the integral metrics quoted at the beginning of this section, then

E[dist(πt, π̃
n
t )] = E

[
sup
ϕ∈K

|πt(ϕ) − π̃n
t (ϕ)|

]
(21)

and

E[dist(πn
t , π

n
t )] = E

[
sup
ϕ∈K

|πn
t (ϕ) − πn

t (ϕ)|
]
,(22)

where K is a suitable class of functions: the class KTV of functions ϕ with ‖ϕ‖ ≤ 1 for
the total variation, the class KBL of functions ϕ with ‖ϕ‖ ∨Lϕ ≤ 1 for the bounded-
Lipschitz metric, and the class KK of functions ϕ with Lϕ ≤ 1 for the Kantorovitch
metric.
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2.2. General upper bounds for the approximations of the filters. In the
following, we study the approximation problem for the filter by using a general pro-
cedure leading to a partial result, which is summarized in Theorem 2.3. Moreover, in
the following we also consider the connections with weak convergence of the filters (cf.
Theorem 2.6 and Remark 2.7). However, as will become clear in section 3, since these
results are not sufficient for application to the models with delayed observations, we
conclude this section with two results (cf. Theorem 2.9 and Proposition 2.11). These
results will be applied to the Markov jump models with delayed counting observations
in section 4.

Assume that it is possible to construct copies (X̃n, Ỹ n) and (X̃, Ỹ ) of the pairs
(Xn,Y n) and (X,Y ) on the same measurable space (Ω,F), equipped with different
probability measures P and P

n and with the property that Ỹ n = Ỹ , i.e.,
(a) on (Ω,F ,P) the model (X̃, Ỹ ) has the same law as the model (X,Y ),

(an) on (Ω,F ,Pn) the model (X̃n, Ỹ n) = (X̃n, Ỹ ) has the same law as the model
(Xn,Y n).

Remark 2.1. In particular, when the systems (X,Y ) and (Xn,Y n) are Marko-
vian, condition (a) means that under P the pair (X̃, Ỹ ) has the generator L of (X,Y ),

and the initial condition μ = μX,Y
0 , while condition (an) means that under P

n the pair

(X̃n, Ỹ ) has the generator Ln of (Xn,Y n), and the initial condition μn = μXn,Y n

0 .
Moreover, if the systems are Markov with generators L and Ln and initial condi-
tions μX,Y

0 = δ{x,y} and μXn,Y n

0 = δ{x,y}, then the semigroups can be represented,
respectively, as

exp{Lt}φ(x, y) = E
[
φ(X̃t, Ỹt)

]
and exp{Lnt}φ(x, y) = E

n
[
φ(X̃n

t , Ỹt)
]
.

As will become clear in the application to the jump models in section 4, it is
natural to construct the probability spaces (Ω,F ,P) and (Ω,F ,Pn) starting from a
given probability space (Ω,F ,Q) in such a way that

(b1) P and P
n are absolutely continuous with respect to Q on F̃t = F X̃,X̃n,Ỹ

t for
all t ≥ 0.

The above condition implies that P and P
n are absolutely continuous with respect to

Q on F Ỹ
t . For technical reasons, it is more convenient to assume the further condition

that
(b2) the probability measures Q, P, and P

n are equivalent on F Ỹ
t for all t ≥ 0.

Indeed, if conditions (a), (an), and (b2) hold, then

U(t, Ỹ ;ϕ) = E[ϕ(X̃t)/F Ỹ
t ], P-a.s. (and therefore also Q-a.s. and P

n-a.s.),

and analogously,

Un(t, Ỹ ;ϕ) = E
n[ϕ(X̃n

t )/F Ỹ
t ], P

n-a.s. (and therefore also Q-a.s. and P-a.s.).

Therefore,

E[dist(πt, π̃
n
t )] = E

[
sup
ϕ∈K

|πt(ϕ) − π̃n
t (ϕ)|

]
(23)

= E

[
sup
ϕ∈K

|U(t,Y ;ϕ) − Un(t,Y ;ϕ)|
]

(24)

= E

[
sup
ϕ∈K

|U(t, Ỹ ;ϕ) − Un(t, Ỹ ;ϕ)|
]

= E

[
sup
ϕ∈K

|E[ϕ(X̃t)/F Ỹ
t ] − E

n[ϕ(X̃n
t )/F Ỹ

t ]|
]
,
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where we stress that, under P, the law of Un(t, Ỹ ;ϕ) = E
n[ϕ(X̃n

t )/F Ỹ
t ] is the same as

the law of π̃n
t (ϕ), and therefore not the law of πn

t (ϕ), the filter of the approximating
system, evaluated at ϕ. Analogously,

E[dist(πn
t , π

n
t ) = E

[
sup
ϕ∈K

|πn
t (ϕ) − πn

t (ϕ)|
]

(25)

= E

[
sup
ϕ∈K

|Un(t,Y n;ϕ) − U(t,Y n;ϕ)|
]

= E
n

[
sup
ϕ∈K

|Un(t, Ỹ ;ϕ) − U(t, Ỹ ;ϕ)|
]

= E
n

[
sup
ϕ∈K

|En[ϕ(X̃n
t )/F Ỹ

t ] − E[ϕ(X̃t)/F Ỹ
t ]|

]
.

Thus our aim is equivalent to proving the convergence to zero of either

E[dist(Un(t, Ỹ ), U(t, Ỹ ))]

or

E
n[dist(Un(t, Ỹ ), U(t, Ỹ ))],

depending on which metric and situation we are interested in. In any case it is natural
to start by looking for Q-a.s. upper bounds of

sup
ϕ∈K

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣,
with K depending on the metric, and then to take the expectation with respect to
either E or E

n, depending on the situation we are interested in.
Furthermore, if condition (b1) holds, it can be shown (e.g., by Lemma 4.1 of [8])

that, for any bounded function ϕ,∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣(26)

is bounded above either by

2‖ϕ‖
EQ

[
|(dP

n/dQ)|F̃t
− (dP/dQ)|F̃t

|/F Ỹ
t

]
EQ

[
(dPn/dQ)|F̃t

/F Ỹ
t

] + E
n
[
|ϕ(X̃t) − ϕ(X̃n

t )|/F Ỹ
t

]
,

Q-a.s., and therefore also P-a.s. and P
n-a.s., or by

2‖ϕ‖
EQ

[
|(dP/dQ)|F̃t

− (dP
n/dQ)|F̃t

|/F Ỹ
t

]
EQ

[
(dP/dQ)|F̃t

/F Ỹ
t

] + E
[
|ϕ(X̃t) − ϕ(X̃n

t )|/F Ỹ
t

]
,

Q-a.s., and therefore also P-a.s. and P
n-a.s. Again we use the first or the second

upper bound, depending on which situation we are interested in.
Taking into account that

|ϕ(X̃t) − ϕ(X̃n
t )| ≤ 2‖ϕ‖ I{X̃t �=X̃n

t },

or that, if ϕ is also a Lipschitz function,

|ϕ(X̃t) − ϕ(X̃n
t )| ≤ Lϕ

∣∣X̃t − X̃n
t

∣∣,
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the previous observations can be used to get upper bounds for E[dist(πt, π̃
n
t )] and

for E[dist(πn
t , π

n
t )] when using the total variation or the bounded-Lipschitz metric.

Indeed, if one is interested in total variation, one has the following upper bounds,
depending on the trajectories actually observed: either

sup
ϕ∈KTV

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣ ≤ 2Zn
t + 2 P

n
(
{X̃t �= X̃n

t }/F Ỹ
t

)
or

sup
ϕ∈KTV

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣ ≤ 2Zt + 2 P
(
{X̃t �= X̃n

t }/F Ỹ
t

)
,

where, as in the rest of this paper, the following notation is used:

Zn
t =

EQ

[
|(dP

n/dQ)|F̃t
− (dP/dQ)|F̃t

|/F Ỹ
t

]
EQ

[
(dPn/dQ)|F̃t

/F Ỹ
t

](27)

and

Zt =
EQ

[
|(dP

n/dQ)|F̃t
− (dP/dQ)|F̃t

|/F Ỹ
t

]
EQ

[
(dP/dQ)|F̃t

/F Ỹ
t

] .(28)

If one is interested in the bounded-Lipschitz metric, one has either

sup
ϕ∈KBL

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣ ≤ 2Zn
t + E

n
[∣∣X̃t − X̃n

t

∣∣/F Ỹ
t

]
or

sup
ϕ∈KBL

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣ ≤ 2Zt + E
[∣∣X̃t − X̃n

t

∣∣/F Ỹ
t

]
.

Remark 2.2. Considering that

|ϕ(X̃t) − ϕ(X̃n
t )| ≤ max(2‖ϕ‖, Lϕ)

(∣∣X̃t − X̃n
t

∣∣ ∧ 1
)

≤ 2 max(‖ϕ‖, Lϕ)
(∣∣X̃t − X̃n

t

∣∣ ∧ 1
)
,

one can also have the bounds with either

sup
ϕ∈KBL

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣ ≤ 2Zn
t + 2 E

n
[∣∣X̃t − X̃n

t

∣∣ ∧ 1/F Ỹ
t

]
or

sup
ϕ∈KBL

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣ ≤ 2Zt + 2 E
[∣∣X̃t − X̃n

t

∣∣ ∧ 1/F Ỹ
t

]
.

Moreover, an easy computation gives

E
n
[
Zn

t

]
= E

[
Zt

]
= EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣].
Indeed,

E
n
[
Zn

t

]
= EQ

[
(dP

n/dQ)|F Ỹ
t

EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣/F Ỹ
t

]
EQ

[
(dPn/dQ)|F̃t

/F Ỹ
t

]
]

= EQ

[
I{(dPn/dQ)|

FỸ
t

�=0}EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣/F Ỹ
t

]]
= EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣],(29)
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where in the last equality we have used condition (b2), and analogously we get

E
[
Zt

]
= EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣].
As a consequence of the above analysis, by taking (23) and (25) into account, we

get the following upper bounds.
Theorem 2.3. Under conditions (a), (an), (b1), and (b2),

E
[
‖πt − π̃n

t ‖TV

]
≤ 2EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣] + 2P
(
{X̃t �= X̃n

t }
)

(30)

or

E
[
‖πn

t − πn
t ‖TV

]
≤ 2EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣] + 2P
n
(
{X̃t �= X̃n

t }
)
,(31)

and

E
[
dBL(πt, π̃

n
t )
]
≤ 2EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣] + E
[∣∣X̃t − X̃n

t

∣∣](32)

or

E
[
dBL(πn

t , π
n
t )
]
≤ 2EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣] + E
n
[∣∣X̃t − X̃n

t

∣∣].(33)

Remark 2.4. It is clear from the proof that we can rewrite the above inequalities
(30)–(33) by substituting E

n[Zn
t ] or E[Zt] in the first addend. Moreover, when in

addition P is absolutely continuous with respect to P
n on F̃t, we can substitute

E

[∣∣∣∣dP
n

dP

∣∣
F̃t

− 1

∣∣∣∣
]

in the first addend, since

E
n

[∣∣∣∣1 − dP

dPn

∣∣
F̃t

∣∣∣∣
]

= EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣].
An analogous substitution can be done when, in addition, P is absolutely continuous
with respect to P

n on F̃t, since

EQ

[∣∣(dP
n/dQ)|F̃t

− (dP/dQ)|F̃t

∣∣] = E

[∣∣∣∣dP
n

dP

∣∣
F̃t

− 1

∣∣∣∣
]
.

Remark 2.5. By taking into account the estimates obtained in Remark 2.2 one
can substitute in (32) and (33) the expectations of

∣∣X̃t − X̃n
t

∣∣ with the corresponding

expectations of 2
∣∣X̃t − X̃n

t

∣∣ ∧ 1.
In the following theorem and remark we highlight the connections of the above

considerations with the weak convergence of the sequence of filters πn
t to πt (see [1]

and [2] for similar considerations).
Theorem 2.6. Assume that
1. (a), (an), and (b2) are satisfied;
2. the sequence Un(t, Ỹ ) converges in Q-probability to U(t, Ỹ ) as random vari-

ables with values in P, the space of probability measures endowed with the
metric dist, that is, for all ε > 0,

lim
n→∞

Q
(
An

ε

)
= 0, where An

ε :=
{
dist

(
Un(t, Ỹ ), U(t, Ỹ )

)
≥ ε

}
;
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3. limn→∞ EQ

[∣∣(dP/dQ)|F Ỹ
t
− (dP

n/dQ)|F Ỹ
t

∣∣] = 0.

Then, the filters converge in distribution for each t as random variables with values
in P, i.e.,

πn
t ⇒ πt.

Remark 2.7. (I) It is important to stress the connection of the above results to
the convergence in probability of (17) and (18). Indeed, conditions 2 and (b2) imply
that P

(
An

ε

)
converge to zero, and thus by condition (a),

P
(
dist

(
π̃n
t ;πt

)
≥ ε

)
= P

(
dist

(
Un(t,Y ), U(t,Y )

)
≥ ε

)
= P

(
An

ε

)
→ 0.

Similarly, by condition (an),

P
(
dist

(
πn
t ;πn

t

)
≥ ε

)
= P

(
dist

(
Un(t,Y n), U(t,Y n)

)
≥ ε

)
= P

n
(
An

ε

)
,

and, by conditions 2, 3, and (b2), P
n(An

ε ) converge to zero: the set

An
ε =

{
dist

(
Un(t, Ỹ ), U(t, Ỹ )

)
≥ ε

}
is F Ỹ

t -measurable, and by condition (b2),

P
n(An

ε ) = EQ

[
(dP

n/dQ)|F Ỹ
t

IAn
ε

]
= EQ

[
(dP/dQ)|F Ỹ

t
IAn

ε

]
+ EQ

[[
(dP

n/dQ)|F Ỹ
t
− (dP/dQ)|F Ỹ

t

]
IAn

ε

]
≤ EQ

[
(dP/dQ)|F Ỹ

t
IAn

ε

]
+ EQ

[∣∣(dP
n/dQ)|F Ỹ

t
− (dP/dQ)|F Ỹ

t

∣∣].
The first addend in the last line, i.e., EQ[(dP/dQ)|F Ỹ

t
IAn

ε
] = P(An

ε ), converges to zero

by conditions 2 and (b2), while condition 3 asserts that the second addend converges
to zero.

(II) Note that if condition (b1) also holds, then condition 3 is implied by the
stronger condition

3′ lim
n→∞

EQ

[
| (dP/dQ)|F̃t

− (dP
n/dQ)|F̃t

|
]

= 0,

that is, the convergence to zero of the first addend in all the upper bounds (30)–(33).
Therefore, if we can prove that the second addend in upper bound (30) or (32),

depending on the chosen metric, also converges to zero, we get the convergence to
zero of P(An

ε ). As a consequence condition 2 is automatically satisfied and, provided
condition 1 is enforced, we get the weak convergence of the filters. The convergence to
zero in condition 3′ can also be used to get the upper bounds for the second addends,
as in section 4 for the counting observation case.

An analogous result holds for the convergence to zero of P
n(An

ε ), when assuming
that the second addend in the upper bound (31) or (33), depending on the chosen
metric, also converges to zero, since one can prove that P(An

ε ) converge to zero.
Proof of Theorem 2.6. For any bounded function G : P → R, continuous with

respect to dist,

E[G(πn
t )] = E

n
[
G
(
Un(t, Ỹ )

)]
= EQ

[
(dP

n/dQ)|F Ỹ
t
G
(
Un(t, Ỹ )

)]
→ EQ

[
(dP/dQ)|F Ỹ

t
G
(
U(t, Ỹ )

)]
= E

[
G
(
U(t, Ỹ )

)]
= E[G(πt)].
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All the equalities in the above relations are obvious; we need only prove the
convergence result.

We can restrict to G uniformly continuous, with modulus of continuity wG(ε):∣∣EQ

[
(dP

n/dQ)|F Ỹ
t
G
(
Un(t, Ỹ )

)]
− EQ

[
(dP/dQ)|F Ỹ

t
G
(
U(t, Ỹ )

)]∣∣
≤ EQ

[
|(dP

n/dQ)|F Ỹ
t
− (dP/dQ)|F Ỹ

t
| |G

(
Un(t, Ỹ )

)
|
]

+ EQ

[
(dP/dQ)|F Ỹ

t
|G

(
Un(t, Ỹ )

)
−G

(
U(t, Ỹ )

)
|
]

≤ ‖G‖EQ

[
|(dP

n/dQ)|F Ỹ
t
− (dP/dQ)|F Ỹ

t
|
]

+ EQ

[
(dP/dQ)|F Ỹ

t

(
2‖G‖1{dist(Un(t,Ỹ ),U(t,Ỹ ))≥ε} + wG(ε)

)]
.

The first addend converges to zero by condition 3. The second addend is equal to

2‖G‖P(An
ε ) + wG(ε)

and converges to zero by conditions 2 and (b2) and the arbitrariness of ε.
This result has been obtained by using the same kind of techniques as in [1]. In

the latter paper the context is more general in the sense that the state space S is a
complete separable metric space, and the filters converge weakly as measure-valued
processes in DP(S)([0, T ]). However, in [1] the space P(S) is always endowed with the
Prokhorov topology, while in this paper we consider different kinds of metrics.

Remark 2.8. If one is interested in weak convergence of the filters πn to π as
random processes in DP [0, T ], then condition 2 can be replaced by

2′ limn→∞ Q(supt∈[0,T ] dist(U
n(t, Ỹ ), U(t, Ỹ )) ≥ ε) = 0,

and condition 3 must be satisfied for t = T :

lim
n→∞

EQ

[
| (dP/dQ)|F Ỹ

T
− (dP

n/dQ)|F Ỹ
T
|
]

= 0.

Indeed, for any bounded function G : DP [0, T ] → R, continuous with respect to Dist,
the Skorokhod metric, we have

E[G(πn)] = E
n
[
G
(
Un(·, Ỹ )

)]
= EQ

[
(dP

n/dQ)|F Ỹ
T
G
(
Un(·, Ỹ )

)]
→ EQ

[
(dP/dQ)|F Ỹ

T
G
(
U(·, Ỹ )

)]
= E

[
G
(
U(·, Ỹ )

)]
= E[G(π)].

All the equalities in the above relations are obvious; we need only prove the
convergence result.

We can restrict to G uniformly continuous, with modulus of continuity wS
G(ε)

with respect to the Skorokhod metric:∣∣EQ

[
(dP

n/dQ)|F Ỹ
T
G
(
Un(·, Ỹ )

)]
− EQ

[
(dP/dQ)|F Ỹ

T
G
(
U(·, Ỹ )

)]∣∣
≤ EQ

[
|(dP

n/dQ)|F Ỹ
T
− (dP/dQ)|F Ỹ

T
| |G

(
Un(·, Ỹ )

)
|
]

+ EQ

[
(dP/dQ)|F Ỹ

T
|G

(
Un(·, Ỹ )

)
−G

(
U(·, Ỹ )

)
|
]

≤ ‖G‖EQ

[
|(dP

n/dQ)|F Ỹ
T
− (dP/dQ)|F Ỹ

T
|
]

+ EQ

[
(dP/dQ)|F Ỹ

T

(
2‖G‖1{Dist(Un(·,Ỹ ),U(·,Ỹ ))≥ε} + wS

G(ε)
)]

.

The first addend converges to zero by condition 3 for t = T . The second addend is
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equal to

2‖G‖P(Dist
(
Un(·, Ỹ ), U(·, Ỹ )

)
≥ ε) + wS

G(ε)

≤ 2‖G‖P

(
sup
[0,T ]

dist
(
Un(t, Ỹ ), U(t, Ỹ )

)
≥ ε

)
+ wS

G(ε)

and converges to zero by conditions 2′ and (b2) and the arbitrariness of ε.

2.3. Further upper bounds. In the next section we will use a slight modifi-
cation of the above procedure, taking into account the delay structure of the model
we are dealing with in order to prove our approximation results. Indeed, for technical
reasons we will need the obvious observation

sup
ϕ∈K

∣∣E[ϕ(X̃t)/F Ỹ
t

]
− E

n
[
ϕ(X̃n

t )/F Ỹ
t

]∣∣≤ sup
φ∈K′

∣∣E[φ(X̃t, Ỹt)/F Ỹ
t

]
− E

n
[
φ(X̃n

t , Ỹt)/F Ỹ
t

]∣∣
whenever K′ contains all functions φ(x, y) such that φ(x, y) = ϕ(x), with ϕ ∈ K. The
r.h.s. of the last inequality is equal to

sup
φ∈K′

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|,

which coincides with

sup
φ∈K′

|πt(φ(·, Ỹt)) − π̃n
t (φ(·, Ỹt))|, P-a.s.,

and with

sup
φ∈K′

|π̄n
t (φ(·, Ỹt)) − πn

t (φ(·, Ỹt))|, P
n-a.s.,

and hence, our aim will be accomplished once we prove the convergence to zero of
the expectation of the latter quantity for a suitable choice of K′, with the expectation
taken with respect to P or P

n, depending on which situation we are interested in. With
this aim, denote by KTV (α) the class of measurable functions ϕ(x) bounded above by
α, and denote by KBL(α,Λ) the class of measurable functions ϕ(x) bounded above
by α, such that for all x, x′,

|ϕ(x) − ϕ(x′)| ≤ Λ|x− x′|,

and thus KTV = KTV (1) and KBL = KBL(1, 1). K′
TV (α) is the class of measurable

functions φ(x, y) bounded above by α, and K′
BL(α,Λ) is the class of measurable

functions φ(x, y) bounded above by α, such that for all x, x′, and y,

|φ(x, y) − φ(x′, y)| ≤ Λ|x− x′|.

Note that K′
TV (α) contains all functions φ(x, y) = ϕ(x), with ϕ ∈ KTV (α), and that,

analogously, K′
BL(α,Λ) contains all functions φ(x, y) = ϕ(x), with ϕ ∈ KBL(α,Λ).

Theorem 2.9. Assume that conditions (a), (an), (b1), and (b2) are satisfied;
then the following inequalities hold:

E
n

[
sup

φ∈K′
TV (α)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]
≤2αE

n
[
Zn

t

]
+2αP

n
(
{X̃t �=X̃n

t }
)
,
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E

[
sup

φ∈K′
TV (α)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]
≤2αE

[
Zt

]
+ 2αP

(
{X̃t �= X̃n

t }
)
,

E
n

[
sup

φ∈K′
BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]
≤2αE

n
[
Zn

t

]
+ Λ E

n
[∣∣X̃t − X̃n

t

∣∣],

E

[
sup

φ∈K′
BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]
≤ 2αE

[
Zt

]
+ Λ E

[∣∣X̃t − X̃n
t

∣∣],
where Zn

t and Zt are defined as in (27) and (28), respectively.
Proof. It can be shown (e.g., by Lemma 4.1 of [8]) that, for any bounded

function φ, the following inequalities hold Q-a.s., and therefore also P-a.s. and P
n-a.s.:

∣∣E[φ(X̃t, Ỹt)/F Ỹ
t

]
−E

n
[
φ(X̃n

t , Ỹt)/F Ỹ
t

]∣∣≤2‖φ‖Zn
t +E

n
[
|φ(X̃t, Ỹt) − φ(X̃n

t , Ỹt)|/F Ỹ
t

]
and∣∣E[φ(X̃t, Ỹt)/F Ỹ

t

]
−E

n
[
φ(X̃n

t , Ỹt)/F Ỹ
t

]∣∣ ≤ 2‖φ‖Zt + E
[
|φ(X̃t, Ỹt)− φ(X̃n

t , Ỹt)|/F Ỹ
t

]
.

Taking into account that, if φ ∈ K′
TV (α), we have

|φ(X̃t, Ỹt) − φ(X̃n
t , Ỹt)| ≤ 2α I{X̃t �=X̃n

t },

or that, if φ ∈ K′
BL(α; Λ), we have

|φ(X̃t, Ỹt) − φ(X̃n
t , Ỹt)| ≤ Λ

∣∣X̃t − X̃n
t

∣∣,
the previous observations can be used to get upper bounds for E

[
dist(πt, π̃

n
t )
]

and

E
[
dist(πn

t , π
n
t )
]

when using the total variation or the bounded-Lipschitz metric. In-
deed, if we are interested in total variation, one has either

sup
φ∈K′

TV (α)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))| ≤ 2αZn
t + 2αP

n
(
{X̃t �= X̃n

t }/F Ỹ
t

)
or

sup
φ∈K′

TV (α)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))| ≤ 2αZt + 2αP
(
{X̃t �= X̃n

t }/F Ỹ
t

)
,

and, if we are interested in the bounded-Lipschitz metric, one has either

sup
φ∈K′

BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))| ≤ 2αZn
t + Λ E

n
[∣∣X̃t − X̃n

t

∣∣/F Ỹ
t

]
or

sup
φ∈K′

BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))| ≤ 2αZt + Λ E
[∣∣X̃t − X̃n

t

∣∣/F Ỹ
t

]
.

Taking the expectation we get the stated inequalities.
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Remark 2.10. Noting that K′
BL(α,Λ) is contained in K′

TV (α) from the upper
bounds in the last two inequalities in the above Theorem 2.9 we get

E
n

[
sup

φ∈K′
BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]

≤ 2αE
n
[
Zn

t

]
+ min

(
2αP

n
(
{X̃t �= X̃n

t }
)
; Λ E

n
[∣∣X̃t − X̃n

t

∣∣]),
E

[
sup

φ∈K′
BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]

≤ 2αE
[
Zt

]
+ min

(
2αP

(
{X̃t �= X̃n

t }
)
; Λ E

[∣∣X̃t − X̃n
t

∣∣]).
Furthermore, observing that for any φ ∈ K′

BL(α,Λ),

|φ(x, y) − φ(x′, y)| ≤ max(2α; Λ)
(
|x− x′| ∧ 1

)
,

by arguments similar to the proof of Theorem 2.9, we get

E
n

[
sup

φ∈K′
BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]

≤ 2αE
n
[
Zn

t

]
+ max(2α; Λ) E

n
[∣∣X̃t − X̃n

t

∣∣ ∧ 1
]
,

E

[
sup

φ∈K′
BL(α,Λ)

|U(t, Ỹ ;φ(·, Ỹt)) − Un(t, Ỹ ;φ(·, Ỹt))|
]

≤ 2αE
[
Zt

]
+ max(2α; Λ) E

[∣∣X̃t − X̃n
t

∣∣ ∧ 1
]
.

Moreover, in the next section we will also use the following result.
Proposition 2.11. Assume that conditions (a), (an), (b1), and (b2) are satisfied;

then the following inequalities hold:

sup
φ∈K′

TV (α)

∣∣E[φ(X̃t, Ỹt)
]
− E

n
[
φ(X̃n

t , Ỹt)
]∣∣ ≤ αE

n
[
Zn

t

]
+ 2αP

n
(
{X̃t �= X̃n

t }
)
,

sup
φ∈K′

TV (α)

∣∣E[φ(X̃t, Ỹt)
]
− E

n
[
φ(X̃n

t , Ỹt)
]∣∣ ≤ αE

[
Zt

]
+ 2αP

(
{X̃t �= X̃n

t }
)
,

sup
φ∈K′

BL(α,Λ)

∣∣E[φ(X̃t, Ỹt)
]
− E

n
[
φ(X̃n

t , Ỹt)
]∣∣ ≤ αE

n
[
Zn

t

]
+ Λ E

n
[∣∣X̃t − X̃n

t

∣∣],

sup
φ∈K′

BL(α,Λ)

∣∣E[φ(X̃t, Ỹt)
]
− E

n
[
φ(X̃n

t , Ỹt)
]∣∣ ≤ αE

[
Zt

]
+ Λ E

[∣∣X̃t − X̃n
t

∣∣],
where Zn

t and Zt are defined as in (27) and (28), respectively.
Proof. For any φ ∈ K′

TV (α),

|E[φ(X̃t, Ỹt)] − E
n[φ(X̃n

t , Ỹt)]|
≤ |E[φ(X̃t, Ỹt)] − E[φ(X̃n

t , Ỹt)]|
+|E[φ(X̃n

t , Ỹt)] − EQ[(dP
n/dQ)|FX̃n,Ỹ

t

φ(X̃n
t , Ỹt)]|

≤ |E[φ(X̃t, Ỹt)] − E[φ(X̃n
t , Ỹt)]| + αEQ[|(dP/dQ)|FX̃n,Ỹ

t

− (dP
n/dQ)|FX̃n,Ỹ

t

|].
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Since, by the Jensen inequality, |E(Z/G)| = |E(E(Z/H)/G)| ≤ E(|E(Z/H)|/G)
for any integrable random variable Z and σ-algebras G ⊆ H ⊆ F , we have

EQ[|(dP/dQ)|FX̃n,Ỹ
t

− (dP
n/dQ)|FX̃n,Ỹ

t

|] ≤ EQ[|(dP/dQ)|F̃t
− (dP

n/dQ)|F̃t
|],

and therefore

|E[φ(X̃t, Ỹt)] − E
n[φ(X̃n

t , Ỹt)]|
≤ |E[φ(X̃t, Ỹt)] − E[φ(X̃n

t , Ỹt)]| + αEQ[|(dP/dQ)|F̃t
− (dP

n/dQ)|F̃t
|].

As a consequence,

sup
φ∈K′

TV (α)

|E[φ(X̃t, Ỹt)] − E
n[φ(X̃n

t , Ỹt)]|

≤ αEQ[|(dP/dQ)|F̃t
− (dP

n/dQ)|F̃t
|] + 2αP({X̃t �= X̃n

t }).

Interchanging the role of P and P
n, we get

sup
φ∈K′

TV (α)

|E[φ(X̃t, Ỹt)] − E
n[φ(X̃n

t , Ỹt)]|

≤ αEQ[|(dP/dQ)|F̃t
− (dP

n/dQ)|F̃t
|] + 2αP

n({X̃t �= X̃n
t }).

By using similar arguments, it is easy to get

sup
φ∈K′

BL(α,Λ)

|E[φ(X̃t, Ỹt)] − E
n[φ(X̃n

t , Ỹt)]|

≤ αEQ[|(dP/dQ)|F̃t
− (dP

n/dQ)|F̃t
|] + Λ E[|X̃t − X̃n

t |]

and

sup
φ∈K′

BL(α,Λ)

|E[φ(X̃t, Ỹt)] − E
n[φ(X̃n

t , Ỹt)]|

≤ αEQ[|(dP/dQ)|F̃t
− (dP

n/dQ)|F̃t
|] + Λ E

n[|X̃t − X̃n
t |].

Remark 2.12. As in Remark 2.10, by arguments similar to the proof of Theo-
rem 2.9, we also get

sup
φ∈K′

BL(α,Λ)

|E[φ(X̃t, Ỹt)] − E
n[φ(X̃n

t , Ỹt)]|

≤ αEQ[|(dP/dQ)|F̃t
− (dP

n/dQ)|F̃t
|]

+ max(2α; Λ) min(En[|X̃t − X̃n
t | ∧ 1]; E[|X̃t − X̃n

t | ∧ 1]).

3. Approximation in filtering for Markov models with delayed observa-
tions. In this section we show how to use the approximations π̃n

t and πn
t introduced

in section 2 for the filter in the case of Markov models with delayed observations, in
order to obtain upper bounds for the expectations in (19) and (20) when dealing with
the bounded-Lipschitz distance or the total variation distance. For this purpose, we
give some general upper bounds, depending on the trajectories actually observed (see
(35) and (38) below) which lead to the main results of this section stated in Proposi-
tions 3.1 and 3.2. In the next section we use these bounds, and we exploit the results
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about the sensitivity of the filter for Markov jump processes with counting observa-
tions given in [6], [7], and [8]. As we have already noticed at the end of section 1,
some approximation results hold also for different systems and can be obtained with
different techniques.

Consider the systems (Xn,Y n) and (X,Y ) such that

(Xn, Ŷ n) is a Markov system with generator Ln

and

Y n
t = Ŷ n

a(t);

analogously,

(X, Ŷ ) is a Markov system with generator L

and

Yt = Ŷa(t),

where a(·) has the same properties as in Theorem 1.1.
As explained in Theorem 1.1 the filters πn

t and πt can be expressed in terms of
the filters π̂n

t and π̂t and the semigroups exp{Lns} and exp{Ls} of the corresponding
Markovian systems. More precisely (see (11))

πn
t (ϕ) = π̂n

a(t)

(
exp{Ln(t− a(t))}φ(·, Ŷ n

a(t))
)

and

πt(ϕ) = π̂a(t)

(
exp{L(t− a(t))}φ(·, Ŷa(t))

)
,

where φ(x, y) = ϕ(x), as in Theorem 1.1 and section 2.3.
Therefore, on the one hand, the convergence of the filters may be investigated in

terms of the convergence of π̂n
t to π̂t and of exp{Lns} to exp{Ls}. On the other hand,

we are interested in the approximations (15) and (16) of the filter, and therefore we
need a representation formula for the functionals Un and U . These functionals can
be expressed in terms of the corresponding functionals Ûn and Û of the underlying
Markov systems, i.e., the functionals such that

π̂n
t = Ûn

(
t, Ŷ n

)
and π̂t = Û

(
t, Ŷ

)
,

where the functionals Ûn and Û depend on the initial distributions and the generators
of the corresponding Markov systems.

As a consequence,

πn
t (ϕ) =

∫
Rk

Ûn
(
a(t),Y n ◦ A−1; dx

)
exp{Ln(t− a(t))}φ(x, Y n

t )

and

πt(ϕ) =

∫
Rk

Û
(
a(t),Y ◦ A−1; dx

)
exp{L(t− a(t))}φ(x, Yt),

where again φ(x, y) = ϕ(x) and hence, the r.h.s.’s of the previous equalities define
implicitly the functionals Un and U , respectively.
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Recalling that

(Y ◦ A−1)s = Ya−1(s) = Ŷa(a−1(s)) = Ŷs,(34)

since a(a−1(s)) = s, Yt = Ŷa(t), and Y n
t = Ŷ n

a(t), we can rewrite the above formulas as

πn
t (ϕ) =

∫
Rk

Ûn
(
a(t), Ŷ n; dx

)
exp{Ln(t− a(t))}φ(x, Ŷ n

a(t))

= Ûn
(
r,y; exp{Ln(t− r)}φ(·, yr)

)
|r=a(t),y=Ŷ n

and

πt(ϕ) =

∫
Rk

Û
(
a(t), Ŷ ; dx

)
exp{L(t− a(t))}φ(x, Ŷa(t))

= Û
(
r,y; exp{L(t− r)}φ(·, yr)

)
|r=a(t),y=Ŷ .

Therefore, when we observe Y (situation 1 of section 2), either the total variation
distance or the bounded-Lipschitz distance between πt and π̃n

t can be evaluated in
terms of the supremum of

|πt(ϕ) − π̃n
t (ϕ)| =

∣∣U(
t,Y ;ϕ

)
− Un

(
t,Y ;ϕ

)∣∣
=

∣∣Û(
r,y; exp{L(t− r)}φ(·, yr)

)
− Ûn

(
r,y; exp{Ln(t− r)}φ(·, yr)

)∣∣
r=a(t),y=Ŷ

over ϕ in the class of functions KTV or KBL, respectively. When instead we observe
Y n (situation 2 of section 2), the distance between πn

t and π̄n
t can be evaluated in

terms of the supremum of

|πn
t (ϕ) − πn

t (ϕ)| =
∣∣Un

(
t,Y n;ϕ

)
− U

(
t,Y n;ϕ

)∣∣
=

∣∣Ûn
(
r,y; exp{Ln(t− r)}φ(·, yr)

)
− Û

(
r,y; exp{L(t− r)}φ(·, yr)

)∣∣
r=a(t),y=Ŷ n

over ϕ in the class of functions KTV or KBL, respectively.
In situation 1 we have

|πt(ϕ) − π̃n
t (ϕ)|(35)

≤ |Û(r,y; exp{L(t− r)}φ(·, yr))− Ûn(r,y; exp{L(t− r)}φ(·, yr))|r=a(t),y=Ŷ(36)

+ |Ûn(r,y; exp{L(t− r)}φ(·, yr))− Ûn(r,y; exp{Ln(t− r)}φ(·, yr))|r=a(t),y=Ŷ ,(37)

and in situation 2,

|πn
t (ϕ) − πn

t (ϕ)|(38)

≤ |Ûn(r,y; exp{Ln(t− r)}φ(·, yr))− Ûn(r,y; exp{L(t− r)}φ(·, yr))|r=a(t),y=Ŷ n(39)

+ |Ûn(r,y; exp{L(t− r)}φ(·, yr))− Û(r,y; exp{L(t− r)}φ(·, yr))|r=a(t),y=Ŷ n .(40)

Note that the two previous upper bounds differ only by the fact that they are
evaluated on y = Ŷ and y = Ŷ n. Moreover, natural upper bounds for (37) are

sup
x

|exp{L(t− r)}φ(x, yr) − exp{Ln(t− r)}φ(x, yr)|r=a(t),y=Ŷ(41)

≤ sup
x,y

|exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t) .(42)
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The same bounds are valid for (39) when substituting y = Ŷ with y = Ŷ n.
Then in both situations the distance between the filter and the approximation can

be expressed by means of the distance between Ûn and Û and the distance between
the semigroups exp{Lns} and exp{Ls}, as can be deduced by the following results.

Proposition 3.1. For the system with delayed observations described at the
beginning of this section we have

sup
ϕ∈KTV (α)

|πt(ϕ)− π̃n
t (ϕ)|≤ sup

ψ∈K′
TV (α)

|Û(r,y;ψ(·, yr))− Ûn(r,y;ψ(·, yr))|r=a(t),y=Ŷ

(43)

+ sup
φ∈K′

TV (α)

sup
x,y

| exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t),(44)

where KTV (α) and K′
TV (α) are defined as in section 2.3.

Furthermore, if for all u ≥ 0 there exists a constant Λ′(u,Λ) such that

exp{Lu}
(
K′

BL(α,Λ)
)
⊆ K′

BL(α,Λ′(u,Λ)),(45)

then we have

sup
ϕ∈KBL(α,Λ)

|πt(ϕ)− π̃n
t (ϕ)|

≤ sup
ψ∈K′

BL(α,Λ′(t−r,Λ))

|Û(r,y;ψ(·, yr)) − Ûn(r,y;ψ(·, yr))|r=a(t),y=Ŷ(46)

+ sup
φ∈K′

BL(α,Λ)

sup
x,y

| exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t),(47)

where KBL(α,Λ) and K′
BL(α,Λ) are defined as in section 2.3.

Proof. Taking into account (35)–(37) we get

sup
ϕ∈KTV (α)

|πt(ϕ) − π̃n
t (ϕ)| ≤ sup

φ∈K′
TV (α)

|Û
(
r,y; exp{L(t− r)}φ(·, yr)

)
− Ûn

(
r,y; exp{L(t− r)}φ(·, yr)

)
|r=a(t),y=Ŷ

+ sup
φ∈K′

TV (α)

sup
x,y

| exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t)

≤ sup
ψ∈K′

TV (α)

|Û
(
r,y;ψ(·, yr)

)
− Ûn

(
r,y;ψ(·, yr)

)
|r=a(t),y=Ŷ

+ sup
φ∈K′

TV (α)

sup
x,y

| exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t).

Moreover, we also have

sup
ϕ∈KBL(α,Λ)

|πt(ϕ) − π̃n
t (ϕ)| ≤ sup

φ∈K′
BL(α,Λ)

|Û
(
r,y; exp{L(t− r)}φ(·, yr)

)
− Ûn

(
r,y; exp{L(t− r)}φ(·, yr)

)
|r=a(t),y=Ŷ

+ sup
φ∈K′

BL(α,Λ)

sup
x,y

| exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t)

≤ sup
ψ∈exp{L(t−r)}K′

BL(α,Λ)

|Û
(
r,y;ψ(·, yr)

)
− Ûn

(
r,y;ψ(·, yr)

)
|r=a(t),y=Ŷ

+ sup
φ∈K′

BL(α,Λ)

sup
x,y

| exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t),
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and invoking (45) we get (46) by noticing that the supremum over

exp{L(t− r)}
(
K′

BL(α,Λ)
)

in the bound given above can be replaced by the supremum over K′
BL(α,Λ′(t − r,

Λ)).
Taking into account (38)–(40) and changing Ŷ into Ŷ n we have the following

result.
Proposition 3.2. For the system with delayed observations described at the

beginning of this section we have

sup
ϕ∈KTV (α)

|πn
t (ϕ) − πn

t (ϕ)|

≤ sup
ψ∈K′

TV (α)

∣∣Û(
r,y;ψ(·, yr)

)
− Ûn

(
r,y;ψ(·, yr)

)∣∣
r=a(t),y=Ŷ n(48)

+ sup
φ∈K′

TV (α)

sup
x,y

|exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t) .(49)

Furthermore, if condition (45) holds, then we have

sup
ϕ∈KBL(α,Λ)

|πn
t (ϕ) − πn

t (ϕ)|

≤ sup
ψ∈K′

BL(α,Λ′(t−r,Λ))

|Û(r,y;ψ(·, yr)) − Ûn(r,y;ψ(·, yr))|r=a(t),y=Ŷ n(50)

+ sup
φ∈K′

BL(α,Λ)

sup
x,y

| exp{L(t− r)}φ(x, y) − exp{Ln(t− r)}φ(x, y)|r=a(t).(51)

The above upper bounds will be evaluated when studying filtering systems with
counting observations in the following section. In particular, upper bounds for the
expectations of the r.h.s. of (43) and (46) will be obtained by a slight modification
of the arguments used in the previous section (see Theorem 2.9). The same kind of
consideration holds for the expectations of (44) and (47) (see Proposition 2.11).

4. Counting processes observations.

4.1. Main results. In this section, we accomplish the above-mentioned general
program in the case of a Markov jump process with counting delayed observations.
More precisely we assume that the pairs (X, Ŷ ) and (Xn, Ŷ n) are Markov systems in
R×N, with respective initial conditions μX

0 ⊗δ{y} and μXn

0 ⊗δ{y}, and with respective
generators L and Ln, where

Lφ(x, y) = λ0(x, y)

∫ (
φ(x′, y) − φ(x, y)

)
μ0(x, y; dx

′)

+ λ1(x, y)

∫ (
φ(x′, y + 1) − φ(x, y)

)
μ1(x, y; dx

′)

and

Lnφ(x, y) = λn
0 (x, y)

∫ (
φ(x′, y) − φ(x, y)

)
μn

0 (x, y; dx′)

+ λn
1 (x, y)

∫ (
φ(x′, y + 1) − φ(x, y)

)
μn

1 (x, y; dx′),
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and thus the predictable intensities of Ŷ and Ŷ n are λ1(Xt− , Ŷt−) and λn
1 (Xn

t− , Ŷ
n
t−),

respectively. Furthermore we assume such that the following hypotheses are satisfied:
(H0) 0 ≤ λi ≤ λi(x, y), λ

n
i (x, y) ≤ λi for i = 0, 1;

(H1) 0 < λ1(x, y), λ
n
1 (x, y);

(H2) Δn
i := supx,y κ(μi(x, y; ·), μn

i (x, y; ·)) < ∞ for i = 0, 1.
Note that the operator L given above can be expressed in the same form as the

one defined by (4) and vice versa.
From now on we will say that the operator L is bL-regular when it satisfies the

following conditions:
(R0) For every z the function x �→ λi(x, z), i = 0, 1, is bounded-Lipschitz continuous
and the Lipschitz constant is bounded from above by Lλi .
(R1) supy κ(μi(x, y; ·), μi(x

′, y; ·)) ≤ Γμi |x− x′| for i = 0, 1.
(R2) supx,y

∫
|z − x|μ0(x, y; dz) ≤ b0,

∫
|z − x|μ1(x, y; dz) ≤ a1(|x| + y) + b1.

It is important to stress that, if L is bL-regular, then exp{Lu}(K′
BL(α,Λ)) ⊆

K′
BL(α,ΛeMu) (see Corollary 4.9) for a suitable constant M (given in (67)), and thus

condition (45) is satisfied with

Λ′(u,Λ) = ΛeMu.(52)

Finally, we will denote by ‖·‖∞ the norm defined by ‖μ‖∞ = supx,y ‖μ(x, y, ·)‖TV

for any regular nucleus μ(x, y; dz).
The central tool for the proofs of our bounds (see Theorem 4.5 below) is a partic-

ular construction of the pairs (Xn, Ŷ n) and (X, Ŷ ) on the same measurable space
(Ω,F), equipped with three different probability measures Q, P, and P

n, in a similar
way to that used in section 2, and such that
(â) under P the pair (X, Ŷ ) has generator L and initial condition μ = μX

0 ⊗ δ{y},

(ân) under P
n the pair (Xn, Ŷ ) has generator Ln and initial condition μn= μXn

0 ⊗δ{y},

(b̂) the probability measures Q, P, and P
n are equivalent on = FX,Xn,Ŷ

t .
Note that the use of (Xn, Ŷ n) and (X, Ŷ ) is a slight abuse of notation: as

at the end of the previous section we should write instead (X̃n, ˜̂Y
n

) and (X̃, ˜̂Y ).

Nevertheless we prefer the slight abuse of notation, in order to avoid the notation
˜̂
Y .

Therefore, when dealing with the triplet (X,Xn, Ŷ ) instead of (X̃, X̃n, Ỹ ), con-
ditions (a), (an), (b1), and (b2) are satisfied. Then, in this framework, Theorem 2.9
applies with (X,Xn, Ŷ ) instead of (X̃, X̃n, Ỹ ) and with Û and Ûn instead of U and
Un, respectively; the same considerations are valid for Proposition 2.11. The explicit
expression of Û is given by

Û(t,y;ϕ) =

{
Π̂t(ϕ|s) for y(t) =

∑∞
i=1 I[0,si](t),

ϕ(x0) otherwise

(see (9) and (10)). Obviously the definition of the probability measure Û(t,y; dx)
on the complement of the set {y such that y(t) =

∑∞
i=1 I[0,si](t)} is not unique. An

analogous representation holds for Ûn.
Basically the above conditions coincide with Condition A of [8], and the construc-

tion we use is the same as the one in section 3 of [8]; the only difference is that in
[8] we assume Ŷ0 = 0. By this construction the model (X,Y ) is defined on (Ω,F ,P)
taking Yt = Ŷa(t), and the model (Xn,Y n) is defined on (Ω,F ,Pn) taking Ŷ n = Ŷ

and Y n
t = Ŷ n

a(t) and thus (Xn,Y n) coincides with (Xn,Y ) on (Ω,F ,Pn). Moreover,
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if μX
0 = δ{x} and μXn

0 = δ{x}, then the semigroups can be represented, respectively,
as

exp{Lt}φ(x, y) = E
[
φ(Xt, Ŷt)

]
(53)

and

exp{Lnt}φ(x, y) = E
n
[
φ(Xn

t , Ŷt)
]
.(54)

The construction of the triplet (X,Xn, Ŷ ) is possible under the assumptions
(H0) and (H1).

The space (Ω,F ,Q) is a probability space on which two independent Poisson
random measures are defined: N0(ds, dζ) on [0, T ] × [0, λ̄0], with intensity measure
ds dζ, and N1(ds, dζ) on [0, T ]× [0, 1], with intensity measure ds dζ. Then for suitable
functions K0,K1,K

n
0 ,K

n
1 , the triplet (X,Xn, Ŷ ) is

Xt = X0 +

∫ t

0

∫ λ̄0

0

K0(Xs− , X
n
s− , Ŷs− ; ζ)N0(ds, dζ)(55)

+

∫ t

0

∫ 1

0

K1(Xs− , X
n
s− , Ŷs− ; ζ)N1(ds, dζ),

Xn
t = Xn

0 +

∫ t

0

∫ λ̄0

0

Kn
0 (Xs− , X

n
s− , Ŷs− ; ζ)N0(ds, dζ)(56)

+

∫ t

0

∫ 1

0

Kn
1 (Xs− , X

n
s− , Ŷs− ; ζ)N1(ds, dζ),

Ŷt = y +

∫ t

0

∫ 1

0

N1(ds, dζ) = y + N1((0, t] × [0, 1]),(57)

with initial conditions (X0, X
n
0 ) independent of N0 and N1, and

dP

dQ

∣∣∣∣
FX,Xn,Ŷ

t

= exp

{∫ t

0

log
(
λ1(Xs− , Ŷs−)

)
dŶs −

∫ t

0

(
λ1(Xs− , Ŷs−) − 1

)
ds

}
,

dP
n

dQ

∣∣∣∣
FX,Xn,Ŷ

t

= exp

{∫ t

0

log
(
λn

1 (Xn
s− , Ŷs−)

)
dŶs −

∫ t

0

(
λn

1 (Xn
s− , Ŷs−) − 1

)
ds

}
.

Remark 4.1. By using Lemma 3.7 in [8], explicit expressions for the functions
K0,K1,K

n
0 ,K

n
1 can be given. In particular, K0(x, x̃, y) and Kn

0 (x, x̃, y) are con-
structed using λ(x) = λ0(x, y), λ̃(x̃) = λn

0 (x̃, y), λ̄ = λ̄0, μ(x; dz) = μ0(x, y; dz),
and μ̃(x̃; dz) = μn

0 (x̃, y; dz), while K1(x, x̃, y) and Kn
1 (x, x̃, y) are constructed using

λ(x) = λ̃(x̃) = λ̄ = 1, μ(x; dz) = μ1(x, y; dz), and μ̃(x̃; dz) = μn
1 (x̃, y; dz).

Note that this construction relies on the fact that the state space is one-dimensional.
Similar expressions could be obtained in higher dimensions.
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First, we deduce from the above Radon–Nikodym derivatives some upper bounds
which will play a key role in what follows. By using Lemma 4.7 in [8], we have

E
n

[∣∣∣∣∣ dP

dPn

∣∣∣∣
FX,Xn,Ŷ

t

− 1

∣∣∣∣∣
]

= E

[∣∣∣∣∣ dP
n

dP

∣∣∣∣
FX,Xn,Ŷ

t

− 1

∣∣∣∣∣
]

≤ 2E ∧ E
n

[∫ t

0

∣∣∣λ1(Xs, Ŷs) − λn
1 (Xn

s , Ŷs)
∣∣∣ ds](58)

≤ 2

∫ t

0

E ∨ E
n
[∣∣∣λ1(Xs, Ŷs) − λn

1 (Xn
s , Ŷs)

∣∣∣] ds,(59)

where E ∧ E
n[Z] = min{E[Z],En[Z]}, and E ∨ E

n[Z] = max{E[Z],En[Z]}, for any
random variable Z.

Second, note that since in our construction Ŷ n = Ŷ , the r.h.s. of (43) and (48)
coincide, and thus the first upper bounds in Propositions 3.1 and 3.2 also coincide.
The same holds for (46) and (50) and consequently for the last upper bounds. Then,
taking r = a(t), the following result can be used to obtain upper bounds for the
expectations of the r.h.s. of (43) and (46).

Proposition 4.2. Under the hypotheses (H0) and (H1),

E ∨ E
n

[
sup

ψ∈K′
TV (α)

∣∣∣Û(
r,y;ψ(·, yr)

)
− Ûn

(
r,y;ψ(·, yr)

)∣∣∣
y=Ŷ

]
(60)

≤ α

[
4‖λ1 − λn

1‖r

+ exp {(λ̄1 − λ1) r}
(
‖μX

0 − μXn

0 ‖TV

(
2λ1

λ̄1 − λ1

+ 1

)
+ (λ̄0 + λ̄1)J

n A(r)

)]
,

where

A(r) = 2r + 4λ̄1
exp {−(λ̄1 − λ1) r} + (λ̄1 − λ1)r − 1

(λ̄1 − λ1)
2

(61)

and

Jn = max(‖p0 − pn0‖∞, ‖μ1 − μn
1‖∞)/2,(62)

with

p0(x, y; dx
′) =

(
1 − (λ0(x, y)/λ̄0)

)
δx(dx′) +

(
λ0(x, y)/λ̄0

)
μ0(x, y; dx

′),(63)

pn0 (x, y; dx′) =
(
1 − (λn

0 (x, y)/λ̄0)
)
δx(dx′) +

(
λn

0 (x, y)/λ̄0

)
μn

0 (x, y; dx′).(64)

If furthermore the operator L is bL-regular, assumption (H2) holds, and the initial
distributions μX

0 and μXn

0 have finite first moments, then

E ∨ E
n

[
sup

ψ∈K′
BL(α,Λ′)

∣∣∣Û(
r,y;ψ(·, yr)

)
− Ûn

(
r,y;ψ(·, yr)

)∣∣∣
y=Ŷ

]
(65)

≤ 4α
[
‖λ1 − λn

1‖r + Lλ1H
n EM

2 (r)
]
+ Λ′Hn EM

1 (r)

+ κ
(
μX

0 , μXn

0

)(
4αLλ1

EM
1 (r) + Λ′EM

0 (r)
)
,
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where

Hn = λ̄0Δ
n
0 + b0 ‖λ0 − λn

0‖ + λ̄1Δ
n
1 ,(66)

M = λ̄0(Γμ0 − 1)+ − λ0(1 − Γμ0
)+ + b0Lλ0 + λ̄1(Γμ1 − 1)+ − λ1(1 − Γμ1)

+,(67)

and

EM
k (t) :=

1

Mk

∞∑
h=k

(tM)h

h!
=

1

Mk

(
exp{tM} −

k−1∑
h=0

(tM)h

h!

)
.(68)

The proof of the above result is given in the next subsection.
Remark 4.3. As a consequence, taking α = 1, we can obtain

(69)

E ∨ E
n
[
‖Û(r,y) − Ûn(r,y)‖TV

∣∣
y=Ŷ

]
≤

[
4‖λ1 − λn

1‖r

+ exp {(λ̄1 − λ1) r}
(
‖μX

0 − μXn

0 ‖TV

(
2λ1

λ̄1 − λ1

+ 1

)
+ (λ̄0 + λ̄1)J

n A(r)

)]
,

and similarly, taking Λ′ = 1,

(70)

E ∨ E
n
[
dBL

(
Û(r,y), Ûn(r,y)

)∣∣
y=Ŷ

]
≤ 4

[
‖λ1 − λn

1‖r + Lλ1
Hn EM

2 (r)
]

+ Hn EM
1 (r)

+κ
(
μX

0 , μXn

0

)(
4Lλ1EM

1 (r) + EM
0 (r)

)
.

The above upper bounds are interesting by themselves, since they correspond to
upper bounds for the approximations of the system without delay. The last bound
was essentially obtained in [8, Remark 2.7]. However, in that bound there was an
imprecision, and (70) corrects it.

Note that the upper bound for (69) grows exponentially fast in r, and therefore
is valid only in a finite interval of time, namely, when the l.h.s. is less than or equal
to 2. A similar consideration holds for the upper bound for (60). Moreover, note that
we have used implicitly λ1 − λ1 > 0. The upper bound (69) grows exponentially fast
also when L = Ln, i.e., when the approximating system and the limit system differ
only in the distribution of the initial condition, but it simplifies to

E ∨ E
n
[
‖Û(r,y) − Ûn(r,y)‖TV

∣∣
y=Ŷ

]
(71)

≤ exp {(λ̄1 − λ1) r}
(

2λ1

λ̄1 − λ1

+ 1

)
‖μX

0 − μXn

0 ‖TV ,

since in this case ‖λ1 − λn
1‖ = 0 and Jn = 0.

As far as the bounds (70) and (65) are concerned, note that if L = Ln, then the
bound (70) simplifies to

E ∨ E
n
[
dBL

(
Û(r,y), Ûn(r,y)

)∣∣
y=Ŷ

]
≤ κ

(
μX

0 , μXn

0

)(
4Lλ1EM

1 (r) + EM
0 (r)

)
,(72)
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since in this case ‖λ1 − λn
1‖ = 0 and Hn = 0.

Moreover, note that the constants Hn and M correspond to the constants defined
in (2.9) and (2.10) of Theorem 2.1 in [8], respectively, and that the constant M
can be either positive or negative; for instance, if Γμ1 < 1, then for any λ0(x, y)
and μ0(x, y; dx

′), M = λ̄0(Γμ0 − 1)+ − λ0(1 − Γμ0)
+ + b0Lλ0 − λ1(1 − Γμ1), and

thus for λ1 sufficiently large, the constant M is negative. The condition that the
value of λ1 is sufficiently large can be interpreted as the condition that the times of
observation are sufficiently frequent. In this case the error evaluated in the bounded-
Lipschitz metric is of the same order as the error at time zero, evaluated in the
Kantorovitch metric. If instead of Γμ1 < 1 we have Γμ1 ≥ 1 and Γμ0 < 1, then
M = −λ0(1 − Γμ0)

+ + b0Lλ0 + λ̄1(Γμ1
− 1), and thus for λ0 sufficiently large, M is

again negative.
Furthermore it is interesting to note that in the case of the observation of a fixed

parameter, i.e., Xt = X0 and Xn
t = Xn

0 , observed at times which form a standard
Poisson process independent of X, we have M = 0 since in this case λ0(x) = λn

0 (x) =
0, Lλ0 = 0, λ1(x) = λn

1 (x) = 1, and Γμ1
= 1.

Finally, note that for any k ≥ 0 and for positive M , EM
k (t) increases to infinity

exponentially fast, with EM
k (t) ≤ tk exp{tM}

k! . Hence the bounds (65) and (70) are
meaningful only in a finite interval of time. When M is negative, we have that

lim
t→∞

EM
k (t) = ∞ for k ≥ 2,

but the rate of convergence is polynomial (indeed, limt→∞ EM
k (t)/tk−1 = (k−1)!/|M |),

while

lim
t→∞

EM
0 (t) = lim

t→∞
eMt = 0

and

lim
t→∞

EM
1 (t) = lim

t→∞

eMt − 1

M
=

1

|M | .

Hence for negative M , though the general bounds (65) and (70) are meaningful only
in a finite interval of time, when the systems differ only for the initial conditions, i.e.,
when L = Ln, we can use (72) and get that

lim
r→∞

E ∨ E
n
[
dBL

(
Û(r,y), Ûn(r,y)

)∣∣
y=Ŷ

]
≤ κ

(
μX

0 , μXn

0

)4Lλ1

|M | .(73)

The latter result can be interpreted as a kind of stability property for the filter with
respect to its initial condition. Asymptotic stability properties with respect to the
Hilbert projective metric have been studied by Budhiraja and Kushner [3] in the case
when X is an ergodic Markov process with generator A, and the system (X,Y ) is
described by Lφ(x, y) = (Aφ(·, y))(x) + λ1(x, y)[φ(x, y + 1) − φ(x, y)]. Their result
does not require X to be a jump process; however, when this is the case simultaneous
jump times of X and Y are not allowed. In order to compare their result with (73),
note that on the one hand we need X to be a jump process, while on the other hand
simultaneous jump times are not prohibited and we do not need X to be Markov.

The same kind of considerations hold for the next upper bounds and can be used
to give upper bounds for (44) and (47).
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Proposition 4.4. Under the assumptions (H0), (H1) and the notation of Propo-
sition 4.2,

sup
φ∈K′

TV (α)

sup
x,y

|exp{Lt}φ(x, y) − exp{Lnt}φ(x, y)|

≤ α
(
2‖λ1 − λn

1‖ t + exp {(λ̄1 − λ1)t}(λ̄0 + λ̄1) J
n B(t)

)
,(74)

where

B(t) = 2t + 2λ̄1
exp {−(λ̄1 − λ1) t} + (λ̄1 − λ1)t− 1

(λ̄1 − λ1)
2

= t +
A(t)

2
.(75)

If furthermore the operator L is bL-regular, assumption (H2) holds, and the initial
distributions μX

0 and μXn

0 have finite first moments, then

sup
φ∈K′

BL(α,Λ)

sup
x,y

|exp{Lt}φ(x, y) − exp{Lnt}φ(x, y)|

≤ 2α
[
‖λ1 − λn

1‖t + Lλ1H
n EM

2 (t)
]
+ ΛHn EM

1 (t).(76)

The proof of the above result is given in the next subsection.
Using the results and the notation of Propositions 3.1 and 3.2, with α = 1, Λ = 1,

and Λ′(t− r, 1) = eM(t−r) (see (52)), then using Proposition 4.2 with Λ′ = Λ′(t− r, 1)
and Proposition 4.4, we get immediately the main result of this section.

Theorem 4.5. Under the assumptions (H0) and (H1), and the notation intro-
duced in Propositions 4.2 and 4.4,

E
[
‖πt − π̃n

t ‖TV

]
∨ E

[
‖πn

t − πn
t ‖TV

]
≤
[
2‖λ1 − λn

1‖(t + r)+ ‖μX
0 − μXn

0 ‖TV exp {(λ̄1 − λ1) r}
(

2λ1

λ̄1 − λ1

+ 1

)
(77)

+ (λ̄0 + λ̄1)J
n
(
exp {(λ̄1 − λ1) r}A(r)+ exp {(λ̄1 − λ1) (t− r)}B(t− r)

)]
r=a(t)

.

Furthermore assume (H2), the bL-regularity of L, and that the initial distributions
μX

0 and μXn

0 have finite first moments. Then

E
[
dBL(πt, π̃

n
t )
]
∨ E

[
dBL(πn

t , π
n
t )
]

≤ 4
[
‖λ1 − λn

1‖r + Lλ1H
n EM

2 (r)
]
+ exp{M(t− r)}Hn EM

1 (r)

+ κ
(
μX

0 , μXn

0

)(
4Lλ1EM

1 (r) + EM
0 (t)

)
(78)

+ 2
(
‖λ1 − λn

1‖(t− r) + Lλ1H
n EM

2 (t− r)
)

+ Hn EM
1 (t− r)

∣∣
r=a(t)

.

To conclude this section we work out an example highlighting the bounds in (78)
by using a particular case of the model considered in Remark 2.5 in [8].

Example. Assume that the measures μi(x, y, ·) are Gaussian with mean mi(x, y)
and variance σ2

i (x, y), and that the functions λi(z, y), mi(z, y), and σi(z, y) are Lip-
schitz in z, uniformly in y, with Lipschitz constant Lλi

, Lmi
and Lσi

, respectively.
We assume also that the functions λi(z, y), σ0(z, y), and m0(z, y) := m0(z, y) − z are
uniformly bounded by λi, σ0, and m0, respectively, and that σ1(0, y) ≤ Kσ

1 (y+1) and
|m1(0, y)| ≤ Km

1 (y + 1).
Then conditions (R0), (R1), and (R2) are satisfied with

Γμi
=

√
2
π Lσi

+ Lmi
,
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b0 = σ0 + m0, b1 = Kσ
1 + Km

1 , and a1 = (Lσ1
+ Lm1

) ∨ b1,

as can be easily deduced by the assumptions, the upper bound

κ
(
μi(x, y; ·), μi(x

′, y; ·)
)
≤

√
2
π |σi(x, y) − σi(x

′, y)| + |mi(x, y) −mi(x
′, y)|

≤
(√

2
π Lσi + Lmi

)
|x− x′|,

and the bound∫
R

|z − x|μi(x, y; dz) ≤
∫

R

|z −mi(x, y)|μi(x, y; dz) +

∫
R

|mi(x, y) − x|μi(x, y; dz)

≤ σi(x, y) + |mi(x, y) − x|.

As far as the approximating process is concerned, we define

λn
i (x, y) =λ

(

nx�
n , y

)
, μn

i (x, y;A) := T nμi

(

nx�
n , y;A

)
, and πn

0 (A) = T nπ0(A),

where, for any probability measure ν,

T nν(A) =
∑
k

ν
(
[ kn ,

k+1
n )

)
δ{ k

n}(A).

Then condition (H0) is obviously satisfied, condition (H1) is satisfied if we assume
furthermore that λ1(x, y) is strictly positive, and finally, condition (H2) is satisfied
with

Δn
i =

(√
2
π Lσi + Lmi + 1

)
1
n

since κ(ν, T nν) ≤ 1
n , and thus

κ(μi(x, y; ·), μn
i (x, y; ·))≤κ

(
μi(x, y; ·), μi

(

nx�
n , y; ·

))
+ κ

(
μi

(

nx�
n , y; ·

)
, T nμi

(

nx�
n , y; ·

))
≤

(√
2
π Lσi + Lmi + 1

)
1
n .

Then E
[
dBL(πt, π̃

n
t )
]

and E
[
dBL(πn

t , π
n
t )
]

are of order 1
n , since the quantities

involved in the upper bound (78) are of order 1
n . Indeed,

‖λi − λn
i ‖ ≤ Lλi

1
n , κ(π0, π

n
0 ) ≤ 1

n ,

and finally, recalling (66) and the previously obtained upper bounds,

Hn ≤
[
λ̄0

(√
2
π Lσ0 + Lm0 + 1

)
+ (σ0 + m0) Lλ0 + λ̄1

(√
2
π Lσ1 + Lm1 + 1

)]
1
n .
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4.2. Proofs of Propositions 4.2 and 4.4. Using the construction of the triplet
(X,Xn, Ŷ ), it is easy to prove the following auxiliary results. In the first two results
we need the processes

N0(t) = N0

(
(0, t] × [0, λ̄0]

)
, N1(t) = N1

(
(0, t] × [0, 1]

)
,

which are independent Poisson processes under Q, with parameter λ̄0 and 1, respec-
tively.

Proposition 4.6. If the assumptions (H0), (H1) hold and if the initial condi-
tions (X0, X

n
0 ) in (55) and (56) are coupled in such a way that Q(X0 �= Xn

0 ) =
‖μX

0 − μXn

0 ‖TV /2 (see, e.g., [8]), then

P ∨ P
n
(
Xt �= Xn

t

)
≤ exp{(λ̄1 − λ1) t}

(
‖μX

0 − μXn

0 ‖TV /2 + (λ̄0 + λ̄1) tJ
n
)
,

where the constant Jn has been introduced in (62) of Proposition 4.2.
Proof. To get a bound for P ∨ P

n(Xt �= Xn
t ), observe that

P
(
Xt �= Xn

t

)
= E

Q
[
(dP/dQ)|FX,Xn,Ŷ

t

I{Xt �=Xn
t }

]
and that

(dP/dQ)|FX,Xn,Ŷ
t

= exp

{∫ t

0

log
(
λ1(Xs− , Ŷs−)

)
dŶs −

∫ t

0

(
λ1(Xs− , Ŷs−) − 1

)
ds

}

= exp

{∫ t

0

log
(
λ1(Xs− , Ŷs−)

)
dN1(s) −

∫ t

0

(
λ1(Xs− , Ŷs−) − 1

)
ds

}

≤
(
λ̄1

)N1(t)
exp{−(λ1 − 1)t}.

As a consequence,

P
(
Xt �= Xn

t

)
≤ E

Q
[ (

λ̄1

)N1(t)
I{Xt �=Xn

t }
]
exp{−(λ1 − 1)t}.(79)

In a similar way we prove that

P
n
(
Xt �= Xn

t

)
≤ E

Q
[ (

λ̄1

)N1(t)
I{Xt �=Xn

t }
]
exp{−(λ1 − 1)t}.(80)

The result then follows immediately from the next lemma, which is proved in the
appendix.

Lemma 4.7. Under the hypotheses and notation of Proposition 4.6,

E
Q
[ (

λ̄1

)N1(t)
I{Xt �=Xn

t }
]
≤ exp{(λ̄1 − 1) t}

(
‖μX

0 − μXn

0 ‖TV /2 + (λ̄0 + λ̄1) tJ
n
)
.

(81)

The following result plays a key role in our analysis in order to get the upper
bounds when dealing with the bounded-Lipschitz metric.

Proposition 4.8. If the operator L is bL-regular, the hypotheses (H0)–(H2) hold,
and if the initial conditions (X0, X

n
0 ) in (55) and (56) have finite first moments and

are coupled in such a way that EQ

[∣∣X0 −Xn
0

∣∣] = κ(μX
0 , μXn

0 ) (see, e.g., [8]), then

E ∨ E
n
[
|Xt −Xn

t |
]
≤ κ

(
μX

0 , μXn

0

)
EM

0 (t) + HnEM
1 (t)

where the constants Hn, M and the functions EM
k are as introduced in Proposition 4.2.
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Proof. The proof of this result is the same as the proof of Lemma 5.1 in [8],
with obvious changes in the notation; in particular we have to substitute X̃ with Xn.
Indeed, as in that proof, one can show

E
[
|Xt −Xn

t |
]
≤ E

[
|X0 −Xn

0 |
]
+

∫ t

0

E
[
H + M |Xs −Xn

s |
]
ds

and a similar inequality with respect to E
n. Then the statement follows by the

Gronwall inequality. We note also that there was a mistake in the statement of
Lemma 5.1 of [8], and this result corrects it.

As a consequence of Proposition 4.8 we get immediately that the class of bounded
functions ψ, which are Lipschitz in x for all y, uniformly in y, is invariant under the
action of the semigroup exp{Lt}.

Corollary 4.9. Let L be a bL-regular operator, with λi, i = 0, 1, satisfying
hypotheses (H0) and (H1), and let ψ be a measurable bounded function such that, for
all x, x′, y, |ψ(x, y) − ψ(x′, y)| ≤ Lψ|x− x′|.

Then

| exp{Lt}ψ(x, y) − exp{Lt}ψ(x′, y)| ≤ eMtLψ|x− x′| for all x, x′, y,

and

exp{Lt}
(
K ′(α,Λ)

)
⊆ K ′(α, eMtΛ).

Proof. Assume that Ln = L, and thus Hn = 0, and assume that μX
0 = δ{x},

μXn

0 = δ{x′}, and thus κ(μX
0 , μXn

0 ) = |x− x′|. Then

| exp{Lt}ψ(x, y) − exp{Lt}ψ(x′, y)| =
∣∣∣E[ψ(Xt, Ŷt)

]
− E

[
ψ(Xn

t , Ŷt)
]∣∣∣

≤ LψE[|Xt −Xn
t |],

and, observing that (H2) is trivially satisfied and that EM
0 (t) = eMt, Proposition 4.8

implies the result.
The second statement is an immediate consequence of the first one.
Remark 4.10. We note that the boundedness condition on the function ψ is not

necessary and that we could ask for a bound of the kind |ψ(x, y)| ≤ A(|x|+y)+B; in-
deed, under the conditions of Corollary 4.9, exp(Lt)ψ(x, y) is finite for any ψ Lipschitz
in x uniformly in y. In Proposition 4.8 the condition on the first moments of (X0, X

n
0 )

guarantees the integrability of (Xt, X
n
t ) for all t ≥ 0, and when (X0, X

n
0 ) = (x, x′)

this condition is obviously satisfied and implies that exp(Lt)ψ(x, y) = E
[
ψ(Xt, Ŷt)

]
is finite for all such functions which are Lipschitz in x uniformly in y.

Proof of Proposition 4.2. In order to get the first estimate, we can use the first
part of Theorem 2.9, with (X,Xn, Ŷ ) and r instead of (X̃, X̃n, Ỹ ) and t, and get
that (60) is bounded above by

2αmax
(
E[Ẑr] + P(Xr �= Xn

r ) ; E
n[Ẑn

r ] + P
n(Xr �= Xn

r )
)
,

where Ẑr and Ẑn
r are defined as Zr and Zn

r , with obvious changes. Using Remark 2.4
we get that E[Ẑr] and E

n[Ẑn
r ] are equal to

E
n

[∣∣∣∣∣ dP

dPn

∣∣∣∣
FX,Xn,Ŷ

t

− 1

∣∣∣∣∣
]

= E

[∣∣∣∣∣ dP
n

dP

∣∣∣∣
FX,Xn,Ŷ

t

− 1

∣∣∣∣∣
]
.
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Therefore, by (59), (60) is bounded above by

2α

(
2

∫ r

0

E ∨ E
n
[∣∣∣λ1(Xs, Ŷs) − λn

1 (Xn
s , Ŷs)

∣∣∣] ds + P ∨ P
n(Xr �= Xn

r )

)

≤ 4α

∫ r

0

(
‖λ1 − λn

1‖ + λ̄1P ∨ P
n (Xs �= Xn

s )
)
ds + 2αP ∨ P

n (Xr �= Xn
r ) .

The thesis is achieved by applying Proposition 4.6.
To obtain the second estimate, we can use the second part of Theorem 2.9, again

with (X,Xn, Ŷ ) and r instead of (X̃, X̃n, Ỹ ) and t, and get that (65) is bounded
above by

max
(
2αE[Ẑr] + ΛE(|Xr −Xn

r |) ; 2αE
n[Ẑn

r ] + Λ E
n(|Xr −Xn

r |)
)
.

Therefore, by (59), (65) is bounded above by

4α

∫ r

0

E ∨ E
n
[∣∣∣λ1(Xs, Ŷs) − λn

1 (Xn
s , Ŷs)

∣∣∣] ds + Λ E ∨ E
n[|Xr −Xn

r |]

≤ 4α

∫ r

0

(
‖λ1 − λn

1‖ + Lλ1
E ∨ E

n [|Xs −Xn
s |]

)
ds + Λ E ∨ E

n [|Xr −Xn
r |] .

The thesis is achieved by applying Proposition 4.8 and using the fact that EM
k+1(r) =∫ r

0
EM
k (s) ds.
The upper bounds in Proposition 4.4 are similar to the upper bounds in Proposi-

tion 4.2, and the last fact is due to the similarity in the proof: the main changes from
the proof of Proposition 4.2 consist in using Proposition 2.11 instead of Theorem 2.9
and in taking initial distributions μX

0 = μXn

0 = δx.
Remark 4.11. When the first moments are not finite the result of Proposition 4.8

cannot be used. However, we can prove that

E ∨ E
n
[
|Xt −Xn

t | ∧ 1
]
≤ dBL

(
μX

0 , μXn

0

)
EM̄

0 (t) + H̄nEM̄
1 (t),(82)

where M̄ = (M0)
+ + λ̄1(Γμ1

− 1)+ and H̄n = Hn
0 ∧ λ̄0 + λ̄1(Δ

n
1 ∧ 1), with Hn

0 =
λ̄0Δ

n
0 + ‖λ0 − λn

0‖b0 and M0 = λ̄0(Γμ0
− 1)+ − λ0(1 − Γμ0)

+ + b0Lλ0 . Indeed, using
the same techniques as in the proofs of Lemma 5.1 in [8] and Lemma 4.3 in [7] when
setting g1(x, x

′) = |x− x′| ∧ 1 we get

Lg1(x, x
′) ≤

(
Hn

0 + M0|x− x′| + λ̄0|x− x′|
)
∧ λ̄0 − λ̄0(|x− x′| ∧ 1)

+ λ1(x, y) [(Δn
1 + Γμ1 |x− x′|) ∧ 1 − |x− x′| ∧ 1] .

Then taking into account that M0 + λ̄0 ≥ 0, and that if a, b, λ ≥ 0, then (a+ b)∧λ ≤
a ∧ λ + b ∧ λ and (ab) ∧ λ ≤ (a ∨ λ)(b ∧ 1), we have

Lg1(x, x
′) ≤ Hn

0 ∧ λ̄0 +
(
(M0 + λ̄0) ∨ λ̄0

)
(|x− x′| ∧ 1) − λ̄0(|x− x′| ∧ 1)

+ λ1(x, y)
[
Δn

1 ∧ 1 + (Γμ1 ∨ 1)(|x− x′| ∧ 1) − (|x− x′| ∧ 1)
]

= Hn
0 ∧ λ̄0 + λ1(x, y)(Δ

n
1 ∧ 1) +

(
(M0)

+ + λ1(x, y)(Γμ1 − 1)+
)
(|x− x′| ∧ 1)

≤ H̄n + M̄(|x− x′| ∧ 1).

Therefore, when the hypothesis on the first moments does not hold, taking into ac-
count (82) and the estimates in Remarks 2.5, 2.10, and 2.12, the upper bound (78) of
Theorem 4.5 remains valid with minor changes in the constants and by substituting
M and Hn with M̄ and H̄n, respectively.
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Appendix: Proof of Lemma 4.7. In order to prove (81) it is sufficient to
prove that

E
Q
[ (

λ̄1

)N1(t)
I{Xt �=Xn

t }
]
≤ E

Q
[ (

λ̄1

)N1(t) ]‖μX
0 − μXn

0 ‖TV /2(83)

+ E
Q
[(
N0(t) + N1(t)

) (
λ̄1

)N1(t) ]
Jn.

Indeed the r.h.s. of (83) is equal to the r.h.s. of (81), since N0 and N1 are
independent under Q and for any Poisson process M(t) of parameter ρ, and for any
a > 0, it holds that E[M(t)] = ρ t, E

[
aM(t)] = exp{ρ(a − 1)t}, E

[
M(t) aM(t)] =

ρa t exp{ρ(a− 1)t}.
Let Tk denote the jump times of the Poisson process N(t) = N0(t)+N1(t), where

we recall that N0(t) = N0

(
[0, λ̄0] × (0, t]

)
and N1(t) = N1

(
[0, 1] × (0, t]

)
. Then the

processes defined by (55), (56), and (57), i.e.,(
Xt, X

n
t , Ŷt

)
=

(
Xt, X

n
t , y + N1(t)

)
,

are obtained as a Markov chain (ηk, η
n
k , ŷk) evaluated at time k = N(t), and thus

(ηk, η
n
k , ŷk) = (XTk

, Xn
Tk
, ŶTk

). Moreover, the Markov chain and the Poisson process
{N(t), t > 0} are independent.

Let S ∈ {Th, h ≥ 0} be the first time when {Xt �= Xn
t }; then

(84)

E
Q
[
(λ̄1)

N1(t)I{Xt �=Xn
t }

]
≤ E

Q
[
(λ̄1)

N1(t)I{S≤t}
]

= E
Q
[
(λ̄1)

N1(t)I{X0 �=Xn
0 }

]
+

∞∑
k=1

E
Q

[
I{N(t)=k}

k∑
h=1

(λ̄1)
Ŷt−y

I{S=Th}

]

= E
Q
[
(λ̄1)

N1(t)
]
Q(X0 �= Xn

0 )+

∞∑
k=1

k∑
h=1

E
Q
[
I{N(t)=k}(λ̄1)

ŷk−y
I{ηh �=ηn

h , ηl=ηn
l , l≤h−1}

]
.

The first addend is equal to the first addend in the r.h.s. of inequality (83), since
Q(X0 �= Xn

0 ) = ‖μX
0 − μXn

0 ‖TV /2. Moreover, for any k and 1 ≤ h ≤ k, we have

E
Q
[
I{N(t)=k}

(
λ̄1

)ŷk−y
I{ηh �=ηn

h , ηl=ηn
l , l≤h−1}

]
= Q(N(t) = k) E

Q
[(
λ̄1

)ŷk−y
I{ηh �=ηn

h , ηl=ηn
l , l≤h−1}

]
,

since under Q the Poisson process N(t) and the Markov chain (ηk, η
n
k , ŷk) are inde-

pendent.
Therefore, according to Lemma A.1 below, the second addend in the last line of

(84) is bounded above by

∞∑
k=1

Q(N(t) = k) kE
Q
[(
λ̄1

)ŷk−y]
Jn

=

∞∑
k=1

E
Q
[
I{N(t)=k} k

(
λ̄1

)ŷk−y ]
Jn = E

Q
[
N(t)

(
λ̄1

)N1(t) ]
Jn,

and this ends the proof of inequality (83).
Lemma A.1. For any k ≥ 1 and 1 ≤ h ≤ k,

E
Q
[ (

λ̄1

)ŷk−y
I{ηh �=ηn

h , ηl=ηn
l , l≤h−1}

]
≤ E

Q
[ (

λ̄1

)ŷk−y ]
Jn.(85)
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To prove this inequality we need the following technical result.
Lemma A.2. Under the hypotheses and notation of Proposition 4.6, the following

upper bound holds for any a > 0:

E
Q
[
aŷk+1−ŷkI{ηk+1 �=ηn

k+1}|ηk = z, ηnk = z, ŷk = w
]

= a1 1

1 + λ̄0
‖μ1(z, w, ·) − μn

1 (z, w, ·)‖TV /2(86)

+a0 λ̄0

1 + λ̄0
‖p0(z, w, ·) − pn0 (z, w, ·)‖TV /2

≤ E
Q
[
aŷk+1−ŷk

]
max(‖p0 − pn0‖∞, ‖μ1 − μn

1‖∞)/2.(87)

Proof. Without loss of generality, we can assume that N0 = {(T 0
k , ζ

0
k), k ≥ 1}

is the restriction to (0,∞) × (0, λ̄0] of a Poisson measure N = {(Tk, ζk), k ≥ 1} on
(0,∞) × (−1, λ̄0]. Moreover, if N 1 = {(T̄ 1

k , ζ̄
1
k), k ≥ 1} is the restriction of N to

(0,∞) × (−1, 0], we can assume that N1 = {(T 1
k , ζ

1
k), k ≥ 1} is obtained by taking

(T 1
k , ζ

1
k) = (T̄ 1

k ,−ζ̄1
k).

We recall that under Q the processes(
Xt, X

n
t , Ŷt

)
=

(
Xt, X

n
t , y + N1(t)

)
are constructed by defining K0, K

n
0 , K1, and Kn

1 as explained in Definition 3.8 of [8];
that is, K0 and Kn

0 are defined by means of Lemma 3.7 of [8] using the measures
p0(x, y; dx

′) and pn0 (x, y; dx′) defined by (63) and (64), respectively, while K1 and Kn
1

are defined using the measures μ1(x, y; dz) and μn
1 (x, y; dz).

Equality (86) can be derived as follows:

E
Q
[
aŷk+1−ŷkI{ηk+1 �=ηn

k+1}| ηk = z, ηnk = z, ŷk = w
]

= E
Q
[
a1

I{ζk+1∈(−1,0]} I{K1(z,z,w;−ζk+1) �=Kn
1 (z,z,w;−ζk+1)}

]
+ E

Q
[
a0

I{ζk+1∈(0,λ̄0]} I{K0(z,z,w;ζk+1) �=Kn
0 (z,z,w;ζk+1)}

]
= a1

Q(ζk+1 ∈ (−1, 0],K1(z, z, w;−ζk+1) �= Kn
1 (z, z, w;−ζk+1))

+ a0
Q(ζk+1 ∈ (0, λ̄0],K0(z, z, w; ζk+1) �= Kn

0 (z, z, w; ζk+1))

= a1 1

1 + λ̄0

∫ 1

0

I{u:K1(z,z,w;u) �=Kn
1 (z,z,w;u)}(v) dv

+ a0 λ̄0

1 + λ̄0

∫ λ̄0

0

I{u:K0(z,z,w;u) �=Kn
0 (z,z,w;u)}(v)

dv

λ̄0

= a1 1

1 + λ̄0
‖μ1(z, w, ·) − μn

1 (z, w, ·)‖TV /2

+ a0 λ̄0

1 + λ̄0
‖p0(z, w, ·) − pn0 (z, w, ·)‖TV /2,

where the last equality is due to the specific choice of K0, K
n
0 , K1, and Kn

1 . Observing
that

a1 1

1 + λ̄0
+ a0 λ̄0

1 + λ̄0
= E

Q
[
aŷk+1−ŷk

]
,

we see that inequality (87) is an immediate consequence of (86).
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Proof of Lemma A.1. We observe that

E
Q
[ (

λ̄1

)ŷk−y
I{ηh �=ηn

h , ηl=ηn
l , l≤h−1}

]
= E

Q
[ (

λ̄1

)ŷh−y
I{ηh �=ηn

h , ηl=ηn
l , l≤h−1} E

Q
[ (

λ̄1

)ŷk−ŷh |Fη,ηn,ŷ
h

]]
= E

Q
[ (

λ̄1

)ŷh−y
I{ηh �=ηn

h , ηl=ηn
l , l≤h−1}

]
E

Q
[ (

λ̄1

)ŷk−ŷh
]

≤ E
Q
[ (

λ̄1

)ŷh−y
I{ηh �=ηn

h , ηh−1=ηn
h−1}

]
E

Q
[ (

λ̄1

)ŷk−ŷh
]
.

Then (85) follows, taking into account that

E
Q
[ (

λ̄1

)ŷh−y
I{ηh �=ηn

h , ηh−1=ηn
h−1}

]
= E

Q
[
I{ηh−1=ηn

h−1}
(
λ̄1

)ŷh−1−y
E

Q
[ (

λ̄1

)ŷh−ŷh−1
I{ηh �=ηn

h} |Fη,ηn,ŷ
h−1

]]
= E

Q
[ (

λ̄1

)ŷh−1−y
I{ηh−1=ηn

h−1} E
Q
[ (

λ̄1

)ŷh−ŷh−1
I{ηh �=ηn

h} |ηh−1, η
n
h−1, ŷh−1

]]
,

and that, using inequality (87) of Lemma A.2, with a = λ̄1, the above quantity is
bounded above by

E
Q
[
(λ̄1)

ŷh−1−y
I{ηh−1=ηn

h−1} E
Q
[ (

λ̄1

)ŷh−ŷh−1
]
max(‖p0 − pn0‖∞, ‖μ1 − μn

1‖∞)/2
]

≤ E
Q
[ (

λ̄1

)ŷh−1−y ]
E

Q
[ (

λ̄1

)ŷh−ŷh−1
]
Jn = E

Q
[ (

λ̄1

)ŷh−y ]
Jn,

where in the last equality we have used the independence of the increments ŷh−1 − y
and ŷh − ŷh−1 under Q.
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Abstract. This paper explore issues related to the control and verification of similar module
systems in the discrete-event systems framework. Similar module systems are distributed systems
comprised of subsystem modules that exhibit isomorphic local behavior coordinated on global event
occurrences. When given a global model of these systems, it is shown how to decompose the global
model into the component subsystems in polynomial time. It is also shown how to perform various
verification tasks for these interacting systems while mitigating common state explosion difficulties
by taking advantage of the special similar module system structure. Control properties of the similar
module systems are also discussed. It is assumed that the local modules are supervised by exactly
one local controller and the controllers enforce the same local control policy. Necessary and sufficient
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1. Introduction. Many significant, real-world systems are comprised of con-
current processes that are most conveniently modeled in a distributed manner. The
current standard methods for solving many important verification and control prob-
lems for these distributed systems typically involve converting the distributed system
models into equivalent monolithic system models. Unfortunately, these monolithic
system conversions are generally computationally expensive. This has prompted re-
searchers to investigate solution methods for distributed system problems that avoid
these procedures. However, it has been found that many of these important verifica-
tion and control problems for distributed systems are still computationally intractable
despite the avoidance of the monolithic conversions [8, 9, 14, 26, 28, 30].

This paper expands on prior investigations into the control of distributed systems
by exploring the properties of these systems that can be modeled as a set of interacting
discrete-event system modules, where the system module behaviors are identical with
respect to a relabeling of local behavior. This class of distributed systems is referred
to as the class of similar module systems and is formally defined below. For these
systems, the behaviors of the modules are represented as languages over a set of
events partitioned into private and global events generated by finite-state automata.
All modules must coordinate their behavior on the occurrence of global events, while
private events represent behavior that is relevant to only one module.

The similar module system model used in this paper is designed to be as general
as possible in order for it to have wide applicability, yet still have computationally
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reasonable solution methods for otherwise difficult verification and control problems.
Consequently, many important real-world processes are included in the class of sim-
ilar module systems that can be modeled in the framework discussed in this paper.
Aspects of the behavior of systems such as communication networks, where the nodes
are all running the same communication protocol, distributed sensor networks, and
platoons of similar unmanned aerial vehicles, can all be effectively represented by sim-
ilar module systems for the purpose of verification and control with respect to logical
specifications. A number of biological processes can also be effectively represented by
similar module systems [1, 21].

The work in this paper is presented using the framework of discrete-event systems
and supervisory control theory surveyed in the seminal work [25]. The interested
reader may consult the text [2] for a general introduction to this framework. The
finite automaton modeling formalism used in this paper is generally considered to
be the simplest one for discrete-event systems that is expressive enough to model
the behavior of real-world systems in a reasonable manner. Furthermore, as the
behavior of the similar module systems is coordinated on the occurrence of global
events, an equivalent monolithic global system model of a set of interacting similar
module systems is constructed by composing the similar module systems using the
parallel composition operation. The parallel composition operation is currently the
standard method for modeling the coordination of behavior of distributed discrete-
event systems.

Because similar module systems exhibit behavior that is distinctly local and
global, specifications on the behavior of similar modular systems can be made at
both the global and local levels. Global specifications describe the desired behavior of
a system when the modules in the similar module system interact. Local specifications
describe the desired locally relevant behavior of a system module when it interacts
with other modules. The global and local behavioral specifications used in the paper
are specified as the languages marked by finite-state automata.

Properties related to the control of similar modular systems for both local and
global specifications given as regular languages are explored when the desired behavior
of the controlled similar module system should match the given specification. It is
assumed that when the modules are controlled, they are controlled locally with exactly
one controller per module such that the controllers make local observations of the
behavior of a module and enforce local control actions. As with the system modules,
the controllers are similar in that all controllers enforce the same control policy at
each of their respective subsystems with respect to a renaming of the relevant local
events. It is also assumed that there is no communication between controllers besides
the implicit communication due to the occurrence of observable global events.

Beyond the introduction of the similar module systems, the main contributions
of this paper include

• a polynomial time decomposition operation for converting a monolithic sim-
ilar module system model into a more efficiently encoded distributed similar
module system model.

• a quotient machine construction for more efficiently testing state reachability
and other important properties of composed similar module systems that
avoids expensive parallel composition operations.

• a polynomial time method for verifying local behavior specifications and a set
of necessary and sufficient conditions for achieving local control objectives in
similar module systems.



636 KURT ROHLOFF AND STÉPHANE LAFORTUNE

• a set of necessary and sufficient conditions for achieving global control ob-
jectives in similar module systems that implies a polynomial time method
for synthesizing similar module systems which satisfy global control specifi-
cations.

The work in this paper generalizes and extends that in [27], which contains preliminary
versions of some of the results presented herein. The extensions in this paper beyond
those shown in [27] include the improved method for performing the verification of
important system properties such as state reachability in similar module systems and
the polynomial time decomposition operation for composed similar module systems.

The next section gives a survey of the literature relevant to the work presented
in this paper. Section 3 introduces the system model along with the notation and
basic system properties used in this paper. The quotient automaton is introduced in
section 4 for decreasing the computational difficulty of testing state reachability, global
nonblockingness, and deadlock-freeness in similar module systems. In section 5 the
properties related to the verification of similar module systems for specifications made
at local sites are discussed. Section 6 shows the computationally efficient method of
decomposing global models of similar module systems into distributed models. The
control formalisms used in this paper are presented section 7. Section 8 discusses
properties related to the control of similar module systems for specifications made at
the local sites, and the control of similar module systems for the satisfaction of global
specifications is discussed in section 9. This paper concludes with a discussion of the
results and possible avenues for future work in section 10.

2. Related literature survey. The supervision of modular discrete-event sys-
tems is currently receiving much attention in the control community; see, e.g., [3, 12,
13, 15, 16, 17, 19, 20, 22, 23, 31, 32, 33]. Some of the earlier results related to modu-
lar supervision are shown in [17, 19, 23, 31, 33]. Properties of modular discrete-event
systems in which the modules have disjoint event sets are investigated in [22, 23].
Various local specification and concurrent supervision problems, respectively, are in-
vestigated in [12, 13]. Properties related to the supervision of modular systems using
specific architectures are explored in [15, 16]. A form of modular control in which
each controller has a different objective is discussed in [3], and situations when local
nonblocking behavior implies global nonblocking behavior are discussed in [20].

Excluding [7, 27], there has been little work in the supervisory control commu-
nity that exploits system symmetry when controlling discrete-event systems. Group-
theoretic methods are used in [7] to define classes of states and transitions in mono-
lithic system that are equivalent under predefined group-theoretic permutation op-
erations. These classes of equivalent states and transitions are used to construct a
quotient automaton that has a state space smaller than that of the original system,
which is used to perform various centralized controller synthesis operations for the
original system. Similar module systems are briefly discussed in [7] and the pre-
defined quotient structure is extended to this setting. However, centralized control
is discussed exclusively in [7]. A similar quotient automaton with predefined state
equivalence classes is also discussed in [27] for similar module systems and is likewise
based on state permutation equivalences.

A type of quotient automaton is presented below to test properties such as state
reachability, nonblockingness, and deadlock-freeness that uses a much more efficient
predefined state aggregation method for defining state equivalence classes than seen
in [7, 27]. This results in a quotient automaton with a much smaller state space than
the previously discussed quotient automata with predefined state equivalence classes.
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Furthermore, necessary and sufficient conditions are discussed for the existence of
decentralized controllers for these systems using both local and global specifications.
This control setting is not discussed in [7].

The work in [7, 27] and this paper is inspired by an extensive literature from
the formal methods community based on the uses of symmetry for performing model
checking over large symmetric systems. Most of the current work in the formal meth-
ods community related to symmetry is based on methods presented in [5, 6]. Some
of this work is also summarized in the text [4]. Due to the natural similarity of the
supervisory control theory models used in this paper and the Kripke structure models
used in the formal methods literature, results related to the verification of symmetric
systems as presented in this literature are briefly discussed.

Group-theoretic methods and the quotient automaton structures for Kripke struc-
tures are presented in [5, 6]. These references present how various temporal logic
properties can hold in the original system if and only if those properties hold in the
quotient automaton. Defining effective state equivalence classes is computationally
at least as difficult as the graph isomorphism problem [10]. This has induced several
authors to attempt to design distributed systems with special architectures so that
symmetry is guaranteed to occur a priori, as in [6, 7, 27] and this paper. Even when
used with distributed systems, the symmetry reductions due to the construction of
the quotient automata presented in [5, 6] do not alleviate the state-explosion problem
in the worst case. However, several real-world examples are presented in [11], where
the quotient models allow for an 80%–90% reduction in computation time and space
for several important temporal logic verification problems.

There has also been work in the formal methods community on the use of partial
order reductions for the verification of concurrent systems [4]. Although the reduction
methods appear similar, partial order reduction methods are fundamentally different
from the symmetry reduction methods discussed herein.

3. Similar module systems. As was stated in the introduction, the similar
module systems are modeled as a set of finite automata {G1, . . . , Gn} that interact
on the occurrence of common global events. Furthermore, all of the modules in
{G1, . . . , Gn} are exact copies of one another with respect to a renaming of private
events.

Let the automaton Gi = (X,x0,Σi, δi, Xm) be the ith module in the system,
where i ∈ {1, . . . , n}. The module event set Σi is partitioned into the distinct sub-
sets Σg and Σpi, the (unique) global event set and the private event set for module
i, respectively. The private event sets Σp1, . . . ,Σpn are copies of one another for
G1, . . . , Gn, respectively, such that for all i, j,i �= j, Σpi ∩Σpj = ∅. It is assumed that
Σg ∩ Σpi = ∅ and Σ denotes Σ1 ∪ · · · ∪ Σn.

For any local event σi ∈ Σpi there are corresponding local events Ψi1(σi) ∈
Σp1, . . . ,Ψin(σi) ∈ Σpn in the other private event sets. The one-to-one mapping
Ψij(·) is extended for notational simplicity in this setting to Ψij : Σ → Σ so that
the private event set of module i is mapped to the jth private event set, the private
event set of module j is mapped to the ith private event set, and all other events are
mapped to themselves. The function Ψij(·) is extended in the usual manner to map
between strings of events and languages. Note that Ψii(·) is the identity function and
Ψii(·) = Ψij(Ψij(·)). As an example of the operation of the Ψij(·) function, suppose
there are system event sets Σi = {ai, bi, d, g} and Σj = {aj , bj , d, g}. In this case Σg =
{d, g}, Σp1 = {ai, bi}, and Σp2 = {aj , bj}. Then, Ψij(dgaiajbjgbi) = dgajaibigbj .

With the above framework, similar module systems can now be formally defined.
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Definition 1. The set of modules {G1, . . . , Gn} as described above is a similar
module system if for all i, j ∈ {1, . . . , n}, for all x ∈ X and γ ∈ Σi, δi(x, γ) =
δj(x,Ψij(γ)) if it is defined.

Example 1 shows a simple example of the systems discussed in this paper.
Example 1. Consider the 2 module similar module system composed of G1 and

G2 seen in Figure 1. The relevant event sets are Σg = {γ, λ}, Σp1 = {α1, β1}, and
Σp2 = {α2, β2}. Note that G1 and G2 are both locally nonblocking and deadlock free.

G1 :

1

2

3

γ

λ

α1

β1

G2 :

1

2

3

γ

λ

α2

β2

Fig. 1. The automata G1 and G2.

The natural projection Pi : Σ∗ → Σ∗
i is defined such that Pi(s) is the string s

with events in Σ \ Σi erased. Similarly, let Ppi : Σ∗ → Σ∗
pi be the natural projection

that erases events in Σ \ Σpi, and let Pg : Σ∗ → Σ∗
g be the natural projection that

erases events in Σ \ Σg.
The automata {G1, . . . , Gn} model the private behaviors of the modules of the

similar module system, but the parallel composition G1‖ · · · ‖Gn is used to model
the global behavior of all the interacting subsystems. The behavior of the com-
posed automaton G1‖ · · · ‖Gn is equivalent to the concurrent behavior of the modules
{G1, . . . , Gn}, where the local behaviors of {G1, . . . , Gn} are coordinated on the oc-
currence of common global events in Σg.

To review the parallel composition operation, suppose the automata G1 and G2

are given. The parallel composition of G1 and G2, denoted by G1‖G2, is defined as
follows:

G1‖G2 := ((X ×X), (xo, xo),Σ1 ∪ Σ2, δ
G1‖G2 , (Xm ×Xm)),

where

(1)

δG1‖G2((xG1 , xG2), σ) =

⎧⎪⎪⎨
⎪⎪⎩

(δ1(x
G1 , σ), δ2(x

G2 , σ)) if δ1(x
G1 , σ)! ∧ δ2(x

G2 , σ)!
(δ1(x

G1 , σ), xG2) if δ1(x
G1 , σ)! ∧ (σ �∈ Σ2)

(xG1 , δ2(x
G2 , σ)) if δ2(x

G2 , σ)! ∧ (σ �∈ Σ1)
undefined otherwise

⎫⎪⎪⎬
⎪⎪⎭ .

Note that the unary operator ! is used such that f(α)! returns true if f(·) is defined
for input α, but false otherwise. The parallel composition G1‖G2 is also defined in [2]
for the case where G1 and G2 are not similar module systems.

Example 2 shows the automaton G1‖G2 constructed from the automata in Ex-
ample 1.

Example 2. Consider the composed system G1‖G2 as seen in Figure 2.
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α2

β2

β1

α1

β1

λ

γ

(1,1)

(1,3)

(3,1)

(1,2)
(2,1)

(2,2)

(2,3)

(3,2)

(3,3)β2

α2

α2

β2 α1

β1

α1

Fig. 2. The automaton G1‖G2.

The automaton G1‖G2 has a large degree of state-based symmetry due to the
similarity of the component automata G1 and G2. Consider for instance the states
(1, 2) and (2, 1); these states are reached by the occurrence of α2 and α1 events,
respectively.

Now consider the states (2, 3) and (3, 2). The state (2, 3) can be reached from
(1, 1) on the occurrence of either α1β2 or β2α1. The state (3, 2) can be reached from
(1, 1) on the occurrence of either α2β1 or β1α2. Notice that if the subscript labels of
the events in the strings leading to state (2, 3) are swapped, then the resulting string
leads to state (3, 2).

This is a symptom of properties inherent to similar module systems such that
many properties of state (2, 3) are also held in a sense by state (3, 2). For this similar
module system the swapping of event subscript labels is equivalent to reordering the
parallel composition of the component automata by swapping state locations. This
operation is valid because the parallel composition operation is commutative and
therefore the order of parallel composition is arbitrary. The various similar modules
are identical with respect to a renaming of private events.

For G1‖G2 there are six classes of states that could be considered equivalent with
respect to a reordering of the component states. The six sets of equivalent state classes
are

{(1, 1)}, {(1, 2), (2, 1)}, {(1, 3), (3, 1)}, {(2, 2)}, {(2, 3), (3, 2)}, {(3, 3)}.

It is now shown that Pi (Lm(G1‖ · · · ‖Gn)), the local behavior relevant to module
i of the interacting modules, is language equivalent to the local behavior of module i
when the modules operate in isolation (i.e., Lm(Gi)).

Theorem 1. For a similar module system {G1, . . . , Gn} as introduced above with
respective local projection operations {P1, . . . , Pn} and for i ∈ {1, . . . , n},

Pi (Lm(G1‖ · · · ‖Gn)) = Lm(Gi).

Proof. It is known that

Lm(G1‖ · · · ‖Gn) =
[
P−1

1 (Lm(G1)) ∩ · · · ∩ P−1
n (Lm(Gn))

]
,

and thus it is sufficient to show that
[
Pi

[
P−1

1 (Lm(G1)) ∩ · · · ∩ P−1
n (Lm(Gn))

]
= Lm(Gi)

]
.
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This proof is composed of two parts.
It is known that P−1

1 (Lm(G1)) ∩ · · · ∩ P−1
n (Lm(Gn)) ⊆ P−1

i (Lm(Gi)).
This implies that Pi

[
P−1

1 (Lm(G1)) ∩ · · · ∩ P−1
n (Lm(Gn))

]
⊆ Pi

[
P−1
i (Lm(Gi))

]
.

For any language K it is known that Pi

[
P−1
i (K)

]
= K, and thus

Pi

[
P−1

1 (Lm(G1)) ∩ · · · ∩ P−1
n (Lm(Gn))

]
⊆ Lm(Gi)

⇒ Pi(Lm(G1‖ · · · ‖Gn)) ⊆ Lm(Gi).
The other direction is proved by showing
(ti ∈ Lm(Gi)) ⇒

(
ti ∈ Pi

[
∩n
j=1P

−1
j (Lm(Gj))

])
.

Let ti ∈ Lm(Gi). This implies that ti ∈ Pi(P
−1
i (Lm(Gi))). Let the string t{1,...,n}

be a copy of ti except that occurrences of all private events σpi ∈ Σpi in ti are
replaced with the string of events σp1Ψ12(σp1), . . . ,Ψ1n(σp1). Due to the construction
of {G1, . . . , Gn}, t{1,...,n} ∈ P−1

j (Lm(Gj)) for all j ∈ {1, . . . , n}. Thus,

∀j ∈ {1, . . . , n} t{1,...,n} ∈ P−1
j (Lm(Gj))

⇒ t{1,...,n} ∈
(
∩n
j=1P

−1
j (Lm(Gj))

)
.

⇒ ti ∈ Pi

[
∩n
j=1P

−1
j (Lm(Gj))

]
.

Therefore, Lm(Gi) ⊆ Pi

[
∩n
j=1P

−1
j (Lm(Gj))

]
which implies

Lm(Gi) ⊆ Pi (Lm(G1‖ · · · ‖Gn)) .

It is a simple matter to extend the result in Theorem 1 to the case of languages
generated instead of languages marked, i.e.,

Pi

[
P−1

1 (L(G1)) ∩ · · · ∩ P−1
n (L(Gn))

]
= L(Gi).

Some basic properties of distributed discrete-event systems are now presented.
Definition 2 (see [31]). A language K ⊆ Σ∗ is separable with respect to the

projections {P1, . . . , Pn} if K = P−1
1 (P1(K)) ∩ · · · ∩ P−1

n (Pn(K)).
According to the above definition, a language is separable if, with distributed

local knowledge of K at all modules, i.e., P1(K), . . . , Pn(K), the language K can be
recovered exactly through combining all local knowledge as follows: P−1

1 (P1(K)) ∩
· · · ∩ P−1

n (Pn(K)). Note that in [29] a concept similar to separability, called decom-
posability, is defined where a language K ⊆ Σ∗ is decomposable with respect to the
set of projections {P1, . . . , Pn} and the automaton G if K = P−1

1 (P1(K)) ∩ · · · ∩
P−1
n (Pn(K)) ∩ L(G).

In general the current known methods for testing a language for separability take
exponential time. These methods compute automata {B1, . . . , Bn} such that for all
i ∈ {1, . . . , n}, L(Bi) = P−1

i (Pi(K)) and then test to see if K = L(B1‖ · · · ‖Bn).
Definition 3 (see [33]). The languages in the set {L1, . . . , Ln} are called non-

conflicting if

L1 ∩ · · · ∩ Ln = L1 ∩ · · · ∩ Ln.

It is known that the parallel composition of a set of nonblocking automata need
not be nonblocking unless the respective languages marked by the automata are non-
conflicting.

Definition 4. A language K ⊆ Σ∗ is symmetric with respect to the mappings
Ψ11, . . . ,Ψ1n if for all i ∈ {1, . . . , n}, Ψ1i(K) = K.

A language marked by a deterministic automaton B can be generally tested for
symmetry in linear time. To do this, for all i ∈ {1, . . . , n}, construct B1i such that
L(B1i) = Ψ1i(L(B)). This can be done by replacing the event labels on the state
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transitions in B according to the Ψ1i(·) function and can be performed in linear time.
Then, if for all i ∈ {1, . . . , n}, L(B1i) = L(B), then by definition L(B) is symmetric.
Note that the language equivalence of deterministic automata can be tested in linear
time using standard methods.

The symmetry definition is used to convey the intuition that K is identical with
respect to a relabeling of private events for the similar module system {G1, . . . , Gn}.
This prompts the following lemmas, whose proofs are straightforward and therefore
omitted.

Lemma 1. Given a set Σi ⊆ Σ, a language K ⊆ Σ∗ with the natural projection
operation Pi : Σ∗ → Σ∗

i and corresponding inverse projection P−1
i : Σ∗

i → Σ∗,

1. Pi(K) = Pi(K).

2. P−1
i (K) = P−1

i (K).
Lemma 2. Given a language K ⊆ Σ∗, a set of projection operations {P1, . . . , Pn},

and translation mappings {Ψ11, . . . ,Ψ1n},

∀i ∈ {1, . . . , n} (K = Ψ1i(K)) ⇒ (Ψ1i(P1(K)) = Pi(K)) .

The next result relates the Ψij(·) operator with the prefix-closure of languages.
Lemma 3. Given a language K and the Ψij(·) operator introduced above,

Ψij(K) = Ψij(K).

Proof. Suppose s ∈ Ψij(K). Then there exists a string t such that st ∈ Ψij(K).

⇒ Ψij(st) ∈ K

⇒ Ψij(s)Ψij(t) ∈ K

⇒ Ψij(s) ∈ K

⇒ s ∈ Ψij(K).

The reverse direction of this proof follows from performing the steps above in the
opposite order.

Lemma 3 can be used to show the following theorem about the symmetry of
prefix-closed languages.

Theorem 2. Let K be symmetric with respect to {Ψ11, . . . ,Ψ1n}. Then, K is
symmetric with respect to {Ψ11, . . . ,Ψ1n}.

Proof. Because K is symmetric with respect to {Ψ11, . . . ,Ψ1n}, then for all i, j ∈
{1, . . . , n}, Ψij(K) = K. Hence, by Lemma 3, for all i, j ∈ {1, . . . , n}, Ψij(K) = K
and therefore K is symmetric with respect to {Ψ11, . . . ,Ψ1n}.

Even though a language K may be symmetric with respect to {Ψ11, . . . ,Ψ1n}
and separable with respect to the sets of projections {P1, . . . , Pn}, it is possible that
the sets of languages {P−1

1 (P1(K)), . . . , P−1
n (Pn(K))} are conflicting. Consider the

following example.
Example 3. Consider the automaton G that is the trimmed version of G1‖G2

from Example 1 with the states renamed for convenience. This automaton can be
seen in Figure 3.

Note that Lm(G) = ((α1α2 + α2α1) γ + (β1β2 + β2β1)λ)
∗
. By inspection, this

language is symmetric with respect to {Ψ11, . . . ,Ψ1n} and separable with respect to
{P1, . . . , Pn}.

Now consider the G1 and G2 automata seen in Figure 1. Note that P1(L(G)) =
L(G1) and P2(L(G)) = L(G2). As seen in Figure 2, the parallel composition of
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α2

β1

α1

β1

λ

γ

α2

β2

α1

β2

1

2
3

4

6

5 7

Fig. 3. The automaton G = Trim(G1‖G2).

G1 and G2 is blocking. Therefore {P−1
1 (P1(Lm(G1))), . . . , P

−1
n (Pn(Lm(G2)))} are

conflicting.
Finally, note that even though a language K may be symmetric with respect to

{Ψ11, . . . ,Ψ1n} and {P−1
1 (P1(K)), . . . , P−1

n (Pn(K))} are nonconflicting, it is possible
that K is not separable with respect to {P1, . . . , Pn}. Consider the language K =
{ε, α1, α2}. K is symmetric with respect to the mapping induced by the event sets
{α1} and {α2}. Because

P−1
1 (P1(K)) = {α∗

2, α
∗
2α1α

∗
2} = P−1

1 (P1(K))

and

P−1
2 (P2(K)) = {α∗

1, α
∗
1α2α

∗
1} = P−1

2 (P2(K)),

it holds that

P−1
1 (P1(K)) ∩ P−1

2 (P2(K)) = P−1
1 (P1(K)) ∩ P−1

2 (P2(K)) = {ε, α1, α2, α1α2, α2α1}.

Consequently, P−1
1 (P1(K)) ∩ P−1

2 (P2(K)) = P−1
1 (P1(K)) ∩ P−1

2 (P2(K)), and thus
P−1

1 (P1(K)) and P−1
2 (P2(K)) are nonconflicting. However, K = {ε, α1, α2} is not sep-

arable with respect to {{α1}, {α2}} because {α1α2, α2α1} ⊂ P−1
1 (P1(K))∩P−1

2 (P2(K)),
but neither α1α2 nor α2α1 is in K.

4. Quotient automata for verification. Given a set of automata {G1, . . . , Gn}
such that the size of their respective state spaces is bounded by k, the composed au-
tomaton G1‖ · · · ‖Gn has kn reachable states in the worst case. Therefore, as n grows,
the size of the state space of G1‖ · · · ‖Gn can become unbearably large. This would
consequently cause many verification and control procedures that require an enumer-
ation over all of the reachable states of G1‖ · · · ‖Gn, such as those discussed in [26, 28],
to take an unbearable amount of time if n is large.

However, for many types of symmetric systems a quotient automaton construc-
tion can be used to greatly decrease computation time when testing if some impor-
tant properties hold at various system states [4, 27]. The underlying idea behind a
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quotient automaton construction is that the system states, Xn for G1‖ · · · ‖Gn, are
partitioned into equivalence classes {X1, . . . , Xz} ⊆ 2(Xn) and each state equivalence
class Xj is assigned a unique representative state x′

j from a set of representative states
{x′

1, . . . , x
′
z}. The set of representative states {x′

1, . . . , x
′
z} forms the state space of

the quotient automaton and the transition structure is defined such that if there is
a transition between two states xi ∈ Xi and xj ∈ Xj , then there is a transition be-
tween the corresponding representative states x′

i and x′
j in the quotient automaton.

Depending on how the states of G1‖ · · · ‖Gn are partitioned into {X1, . . . , Xz} and
how the labeling of transitions in the quotient automaton are assigned, it could be
necessary and sufficient for various system properties to hold in the original system if
the properties hold in the quotient automaton.

In general, defining the most efficient state partition for a quotient automaton
to verify important system properties such as state reachability is computationally
difficult and at least as difficult as the graph isomorphism problem [10]. However, for
special systems, such as the similar module systems discussed in this paper, there has
been research (such as in [7, 27]) into using predefined efficient state partitionings for
the construction of quotient automata constructions that are used to test important
system properties in the composed system G1‖ · · · ‖Gn. This predefinition of the
quotient structure avoids the difficult computations associated with finding the most
efficient state partitioning, but still allows for efficient state partitionings that are
generally useful in practice.

This section presents a predefined state partitioning of the system states in the
composed similar module system G1‖ · · · ‖Gn for the construction of a nondetermin-
istic quotient automaton G̃. This partitioning uses sets of states with the same
component states as the state equivalence classes used in the quotient automaton
construction. The G̃ automaton constructed in this manner can be used to test state
reachability properties in the composed similar module system G1‖ · · · ‖Gn from which
it was constructed. A simple tutorial example is shown that demonstrates how the
states of the composed similar module system can be partitioned into sets of “equiv-
alent” states.

Example 4. Reconsider the system first introduced in Example 1 with a third
component G3 similar to G1 and G2 in Figure 1. The automaton G1‖G2‖G3 can be
seen in Figure 4.

State (1, 1, 2) in G1‖G2‖G3 is equivalent to (2, 1, 1), (1, 2, 2), (2, 1, 2), etc., with
respect to the sets of module states these composed states contain. By inspection,
these states are also equivalent with respect to some important system properties such
as deadlock, blocking, and reachability. However, not all of these states are reachable
from the initial state in the same number of transitions.

The intuition behind Example 4 is that state orderings and duplicated component
states do not matter when testing several important global properties. A quotient
automaton G̃ for testing these properties in similar module systems is now formally
introduced.

4.1. The construction of G̃. Define G‖ = (X‖, x
‖
0,Σ, δ‖, X

‖
m) = G1‖ · · · ‖Gn.

A state x‖ ∈ X‖ from the composed automaton is an n-tuple of states in X. Let x̃
represent the set of module states that compose the n-tuple x‖. For example, the set
{1, 2, 6} is the set of module states that compose the states (1, 2, 6, 2) and (1, 6, 6, 2)
in X‖. The function Comp : X‖ → 2X is defined such that Comp(x‖) = x̃ and the
function Comp−1(x̃) returns the set of states that have exactly the states in x̃ in their
n-tuple. As an example of the operation of the Comp(·) and Comp−1(·) functions
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Fig. 4. The automaton G1‖G2‖G3.

for the system in Example 4, Comp((2, 1, 2)) = {1, 2}, Comp((2, 1, 3)) = {1, 2, 3},
Comp−1({1, 2}) = {(1, 2, 2), (2, 1, 2), (2, 2, 1), (1, 1, 2), (1, 2, 1), (2, 1, 1)}. Note that
[6, 7, 27] use state component permutation operators to define the state equivalence
classes. It is discussed below that the state equivalence classes defined using the
Comp(·) operator are generally much more efficient than those using permutation
operators.
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The set of state equivalence classes defined by the Comp(·) function is used as
the state space of G̃. Let G̃ = (X̃, {x0},Σ1, δ̃, X̃m) where X̃ = 2X , the power set of
the component automaton Gi states, and let X̃m, the set of marked states, be the
states of G̃ such that all component states in the set are marked, i.e., X̃m = 2Xm .
The possibly nondeterministic transition operator δ̃(·, ·) is defined such that if there
exists two states x‖ ∈ Comp−1(x̃) and y‖ ∈ Comp−1(ỹ) and an event σi ∈ Σi such
that δ‖(x‖, σi) = y‖, then there is a corresponding transition in G̃ from x̃ to ỹ labeled
as Ψi1(σi). A formal construction algorithm for G̃ is now given.

Algorithm 1 (quotient construction algorithm).

Input:
{G1, . . . , Gn} such that for all i ∈ {1, . . . , n},
Gi =

(
Xi, xi

0,Σi, δi, X
i
m

)
.

Output:
G̃ = (X̃, x̃0,Σ, δ̃, X̃m).
(Note that δ̃ ⊆ (X̃ × Σ × X̃)).

Assumptions:
{G1, . . . , Gn} is a similar module system with respect to {Ψ11, . . . ,Ψ1n}.
S is a stack with the normal push and pop operations.

Initialize:
X̃ := {{x0}};
x̃0 := {x0};
δ̃ := ∅;
S := [x̃0];
If x̃0 ⊆ Xm

Then X̃m := x̃0

Else X̃m := ∅;
Repeat:
{
x̃s := pop(S)
Do the following for all σ ∈ Σ:

{
If (σ ∈ Σg) ∧ (for all x ∈ x̃, δ1(x, σ)!)

Then
{
x̃c := {δ1(x, σ)|x ∈ x̃};
δ̃ := δ̃ ∪ (x̃s, σ, x̃c);
If x̃c �∈ X̃

Then
{
X̃ := X̃ ∪ x̃c;
push(S, x̃c);

If x̃c ⊆ Xm

Then X̃m := X̃m ∪ {x̃c}
}

}
}

If (σ ∈ Σp1) ∧ (|x̃| < n) ∧ (δ1(x, σ)!) ∧ (x ∈ x̃)
Then

{
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x̃c := x̃ ∪ {δ1(x, σ)};
δ̃ := δ̃ ∪ (x̃s, σ, x̃c);
If x̃c �∈ X̃

Then
{
X̃ := X̃ ∪ x̃c;
push(S, x̃c);

If x̃c ⊆ Xm

Then X̃m := X̃m ∪ {x̃c}
}

}
}

}
If (σ ∈ Σp1) ∧ (|x̃| > 1) ∧ (δ1(x, σ)!) ∧ (x ∈ x̃)

Then
{
x̃c := [x̃ \ {x}] ∪ {δ1(x, σ)};
δ̃ := δ̃ ∪ (x̃s, σ, x̃c);
If x̃c �∈ X̃

Then
{
X̃ := X̃ ∪ x̃c;
push(S, x̃c);

If x̃c ⊆ Xm

Then X̃m := X̃m ∪ {x̃c}
}

}
}

}
}

Until S is empty;
Return G̃ = (X̃, x̃0,Σ, δ̃, X̃m).

Note that even if G‖ is a deterministic automaton, the corresponding G̃ automaton
may be nondeterministic. That is, at a state x̃ ∈ X̃ there may be several outgoing
transitions, each labeled by an event σ. In this case the state transition function δ̃ is

defined such that δ̃ : X̃ × Σ1 → 2X̃ , where for a state x̃ ∈ X̃ and an event σ ∈ Σ1,
δ̃(x̃, σ) ⊆ X̃ represents the set of states in G̃ that lead from x̃ by transitions labeled
by σ. Therefore, the state transition function δ̃ is defined such that

(2)

δ̃(x̃, σ) =

⎧⎨
⎩
{δ1(x, σ)|x ∈ x̃} if (σ ∈ Σg) ∧ (∀x ∈ x̃, δ1(x, σ)!)
x̃ ∪ {δ1(x, σ)} if (σ ∈ Σp1) ∧ (|x̃| < n) ∧ (δ1(x, σ)!) ∧ (x ∈ x̃)
[x̃ \ {x}] ∪ {δ1(x, σ)} if (σ ∈ Σp1) ∧ (|x̃| > 1) ∧ (δ1(x, σ)!) ∧ (x ∈ x̃)

⎫⎬
⎭ .

The state transition definition is also extended in the usual manner to allow for strings
of transitions labeled by strings of events in Σ∗

1 instead of single transitions labeled
by a single event.

The intuition behind the definition of δ̃(·, ·) is now shown in three parts for the
three cases in which this transition operator is defined.

The first case of the δ̃(·, ·) definition corresponds to the occurrence of a global
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event σ ∈ Σg such that all elements of x̃ are updated simultaneously on the occur-
rence of σ. All elements of x̃ need to be updated on the occurrence of σ because all
states in Comp−1(x̃) from G‖ are updated on the occurrence of σ according to the
transition rules of δ‖(·, ·). Therefore, δ1(x, σ) is defined for all x ∈ x̃. This implies
that Comp

(
δ‖(x‖, σ)

)
∈ δ̃(x̃, σ), and in this case {δ1(x, σ)|x ∈ x̃} ∈ δ̃(x̃, σ) if σ ∈ Σg

and δ1(x, σ) is defined for all x ∈ x̃.
The second case of the definition corresponds to the situation in which there exists

some composed state x‖ ∈ Comp−1 (x̃) such that there exists i, j ∈ {1, . . . , n} such

that i �= j and x‖i

= x‖j

. In other words, |x̃| < n as required for this case in the
definition of δ̃(·, ·). Therefore, at x‖, if an event σpi ∈ Σpi were to occur such that

δi(x
‖i

, σpi)!, then the resulting state δ‖(x‖, σpi) would exist and

Comp(δ(x‖, σpi)) = Comp(x‖) ∪
{
δi(x

‖i

, σpi)
}

as a replicated state in x‖ would update on the occurrence of σpi. Therefore,

Comp(x‖) ∪
{
δi(x

‖i

, σpi)
}
∈ δ̃(x‖,Ψi1(σpi)),

and for this case there is some x ∈ x̃, σ ∈ Σp1 such that x̃ ∪ {δ1(x, σ)} ∈ δ̃(x̃, σ) as

specified in the definition of ˜δ(·, ·).
The third case of the definition corresponds to the situation in which there exists

some state x‖ ∈ Comp−1 (x̃) such that there exists i ∈ {1, . . . , n} and for any j ∈
({1, . . . , n} \ {i}), x‖i �= x‖j

. Thus, |x̃| > 1, as required for this case of the definition

of δ̃(·, ·). Therefore, at x‖, if an event σpi ∈ Σpi were to occur such that δi(x
‖i

, σpi)!,
then the resulting state δ(x‖, σpi) would be in([

Comp(x‖) \
{
x‖i

}]
∪
{
δi(x

‖i

, σpi)
})

∈ δ̃(Comp(x̃),Ψi1(σpi)),

and for this case there is some x ∈ x̃ and σpi ∈ Σpi such that

[x̃ \ x] ∪ {δ1(x, σ)} ∈ δ̃(x̃, σ)

as specified in the definition of ˜δ(·, ·). For this case a module state that is not replicated
in x‖ is updated on the occurrence of a private event.

Also, notation is sometimes used in which for two states x̃, ỹ ∈ X̃ and an event
σ ∈ Σ1, x̃

σ�→G̃ỹ denotes that there is a transition in G̃ labeled by σ from x̃ to ỹ.

Similarly, for two states x‖, y‖ ∈ X‖ and an event σ ∈ Σ, x‖ σ�→G‖y‖ denotes that there
is a transition in G‖ labeled by σ from x‖ to y‖.

The similar module system introduced in Example 4 is now used to demonstrate
the construction of a simple reduced state space composed automaton G̃.

Example 5. Consider the similar module system comprised of the automata
G1, G2, G3 discussed in Example 4 above. The set of state equivalence classes in the
composed automaton G1‖G2‖G3 with respect to the Comp(·) operation is

{{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}.

The quotient automaton G̃ constructed from G1, G2, G3 can be seen in Figure 5.
The three different cases for transitions in the definition of δ̃(·, ·) are all exhibited

in this example of G̃.
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Fig. 5. The automaton G̃ constructed from G1, G2, G3.

Consider the {2} γ�→G̃{1} transition in G̃. This transition is in the first case of

the δ̃(·, ·) definition and in the original G1‖G2‖G3 automaton; it corresponds to the

(2, 2, 2)
γ�→G1‖G2‖G3

(1, 1, 1) transition. That is, a global event γ occurs and all states
of (2, 2, 2) are updated simultaneously.

Now consider the {1, 2}α1�→G̃{1, 2} transition in G̃. This transition corresponds
to several transitions in the G1‖G2‖G3 automaton, including the transition

(1, 1, 2)
α2�→G1‖G2‖G3

(1, 2, 2). For this transition, module state 1 is replicated and the
second module state of (1, 1, 2) is updated on the occurrence of α2, but the first mod-

ule state remains 1. The {1, 2}α1�→G̃{1, 2} transition is in the second case for transitions

in the definition of δ̃(·, ·).
The {1, 2}α1�→G̃{2} transition corresponds to the third case in the definition of

δ̃(·, ·). In the original G1‖G2‖G3 automaton, this transition corresponds to the

(2, 2, 1)
α3�→G1‖G2‖G3

(2, 2, 2) transition, among others. In this case there is only one
module in state 1, and on the occurrence of α3 this module updates to state 2 and
the other modules remain unaltered.

Also notice that G̃ contains a transition {1}α1�→G̃{1, 2}. This corresponds to

the second case of transitions in the definition of δ̃(·, ·). It is true that {2, 2, 1} ∈
Comp−1({1, 2}), but in G1‖G2‖G3 there is no event σ such that there is a transition

(1, 1, 1)
σ�→

G1‖G2‖G3
(2, 2, 1). Therefore, state reachability in G̃ does not exactly imply state

reachability in G1‖G2‖G3 for the same number of transitions. However, there is

a string α1α2 such that (1, 1, 1)
α1α2�→ G1‖G2‖G3

(2, 2, 1). It is shown below that state

reachability in G̃ is shown to imply a form of reachability in G1‖ · · · ‖Gn and vice
versa.

4.2. Verifying system properties using G̃. Fundamental reachability results
related to the G̃ and G‖ constructions for similar module systems are now shown.

Lemma 4. Suppose a similar module system {G1, . . . , Gn} is given that is used

to construct G‖ and G̃. For two states of G‖, x
‖
1, x

‖
2 ∈ X‖ such that Comp(x

‖
1) = x̃1

and Comp(x
‖
2) = x̃2 and a string of transitions labeled by t‖ ∈ Σ∗ such that x

‖
1
t‖�→G‖ =

x
‖
2, there exists a string of transitions labeled by t̃ ∈ Σ∗

1 such that, according to the

transition rules of G̃, x̃1
t̃�→G̃x̃2.
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Proof. This lemma is shown using a proof by generalized induction on the length
of t‖. For the base of induction, suppose |t‖| = 1. The base of induction is shown in
three cases according to the three cases in the definition of δ̃(·, ·).

For the first case, suppose that t‖ = σg ∈ Σg. It is assumed that δ‖(x
‖
1, σg) = x

‖
2,

and thus for all i ∈ {1, . . . , n}, δi(x‖
1

i
, σg) = x

‖
2

i
. Consequently, for all x ∈ x̃1,

∃i ∈ {1, . . . , n} such that δ1(x, σg) = x
‖
2

i
∈ x̃2,

and for all x ∈ x̃2,

∃i ∈ {1, . . . , n} such that x
‖
1

i
∈ x̃1 and δ1(x

‖
1

i
, σg) = x.

Therefore, by the first case of the definition of δ̃(·, ·), x̃1
σg�→G̃x̃2.

For the second case of the base of induction, suppose that t‖ = σpi ∈ Σpi and

∃j ∈ {1, . . . , n} such that j �= i and x
‖
i = x

‖
j . Therefore, when module Gi is in

state x
‖
1

i
, the module can update on the occurrence of σpi to state x

‖
2

i
, and all other

modules in G‖ do not update; i.e., for all k �= i, x
‖
1

k
= x

‖
2

k
. δ‖(x

‖
1, σpi) = x

‖
2, and

thus δi(x
‖
1

i
, σpi) = x

‖
2

i
and for k ∈ {1, . . . , n}, i �= k x

‖
1

k
= x

‖
2

k
. Therefore, by the

second case of the definition of δ̃(·, ·), x̃1
σpi�→G‖ x̃2.

For the third case of the base of induction, suppose that t‖ = σpi ∈ Σpi and for

all j ∈ {1, . . . , n} such that j �= i and x
‖
i �= x

‖
j . Therefore, when module Gi is in

state x
‖
1

i
, the module can update on the occurrence of σpi to state x

‖
2

i
, and all other

modules in G‖ do not update; i.e., for all k �= i, x
‖
1

k
= x

‖
2

k
. δ‖(x

‖
1, σpi) = x

‖
2, and thus

δi(x
‖
1

i
, σpi) = x

‖
2

i
and for k ∈ {1, . . . , n}, i �= k x

‖
1

k
= x

‖
2

k
. Therefore, by the second

case of the definition of δ̃(·, ·), x̃1
σpi�→G‖ x̃2. This completes the base of induction.

For the induction hypothesis, suppose that there is a string of transitions labeled

by t‖ ∈ Σn such that x
‖
1
t‖�→G‖x

‖
2, Comp(x

‖
1) = x̃1, and Comp(x

‖
2) = x̃2. Then there

exists a string of transitions labeled by t̃ ∈ Σ∗
1 such that x̃1

t̃�→G̃x̃2.
For the induction step, suppose there is a string of transitions labeled by t‖ ∈ Σn

and a transition labeled by σ‖ ∈ Σ such that x
‖
1
t‖σ‖
�→ G‖ = x

‖
3, Comp(x

‖
1) = x̃1, and

Comp(x
‖
3) = x̃3. Because x

‖
1
t‖σ‖
�→ G‖ = x

‖
3, there must be a state x

‖
2 such that x

‖
1
t‖�→G‖x

‖
2

and x
‖
2
σ‖
�→G‖x

‖
3, where Comp(x

‖
2) = x̃2. Because of the induction hypothesis, there is a

string of transitions labeled by t̃ ∈ Σ∗
1 such that x̃1

t̃�→G̃x̃2. By the same argument as
used in the proof of the base of induction above, there is a transition labeled by σ̃ ∈ Σ1

such that x̃2
σ̃�→G̃x̃3. Therefore, there is a string of transitions labeled by t̃σ̃ ∈ Σ∗

1 such

that x̃1
t̃σ̃�→G̃x̃3.

Lemma 5. Suppose a similar module system {G1, . . . , Gn} is given that is used
to construct G‖ and G̃ with two states of the quotient automaton x̃1, x̃2 ∈ 2X , a state

x
‖
1 ∈ X‖ such that Comp(x

‖
1) = x̃1, and a string of transitions labeled by t̃ ∈ Σ∗

1 such

that x̃1
t̃�→G̃x̃2. Then there exists a state x

‖
2 ∈ X‖ and a string of transitions labeled

by t‖ ∈ Σ∗ such that Comp(x
‖
2) = x̃2 and x

‖
1
t‖�→G‖x

‖
2.

Proof. The G̃ automaton can be thought of as a partial simulation of the behavior

of the corresponding G‖ automaton. For x̃1
t̃�→G̃x̃2, suppose that t̃′ < t̃ and x̃1

t̃′�→G̃x̃.
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If σg ∈ Σg and t̃′σg < t̃, then for x‖ ∈ Comp−1(x̃), the transition at x̃ labeled
by σg corresponds to a transition in G‖, where all component states of x‖ update

simultaneously. If σp ∈ Σp1 and t̃′σp < t̃, then for x‖ ∈ Comp−1(x̃), the transition at

x̃ labeled by σp corresponds in G‖ to exactly one component state x‖i of x‖ for some
i ∈ {1, . . . , n} that updates on the occurrence of an event σpi = Ψ1i(σp).

Therefore, if x̃1
t̃�→G̃x̃2, then for every component state x1 ∈ x̃1, there must be a

string of transitions labeled by events in Σ∗
1 that leads to a component state x2 ∈ x̃2

according to the transition rules of G1, and for every component state x2 ∈ x̃2, there
must be a string of transitions labeled by events in Σ∗

1 from a component state in
x1 ∈ x̃1 to the component state x2 according to the transition rules of G1. All of
these strings are able to occur synchronously with respect to the occurrence of global
events and are copies of the string t̃ with some events from Σp1 removed.

With this reasoning the string of events t̃ ∈ Σ∗
1 such that x̃1

t̃�→G̃x̃2 can be split
into a set of strings T = {tx1

1x
1
2
, . . . , txm

1 xm
2
} ⊆ Σ∗

1 such that

• for all i ∈ {1, . . . ,m}, txi
1x

i
2

is a copy of t̃ with some Σp1 events removed.
• Pg(tx1

1x
1
2
) = · · · = Pg(txm

1 xm
2

).

• for every component state xi
1 ∈ x̃1, there is at least one component state

xi
2 ∈ x̃2 and a string of events txi

1x
i
2
∈ T such that δ1(xi

1, txi
1x

i
2
) = xi

2.

• for every component state xj
2 ∈ x̃2, there is at least one component state

xj
1 ∈ x̃1 and a string of events txj

1x
j
2
∈ T such that δ1(xi

1, txi
1x

i
2
) = xi

2.

• m = max{|x̃1|, |x̃2|} ≤ n.
Consider the ordered list of n strings,

Lt = [tx1
1x

1
2
, . . . , txm

1 xm
2
, txm

1 xm
2
, . . . , txm

1 xm
2

].

Corresponding to Lt, there are two ordered lists of pairs of states in X,

L1
x = [x1

1, . . . , x
m
1 , xm

1 , . . . , xm
1 ],

L2
x = [x1

2, . . . , x
m
2 , xm

2 , . . . , xm
2 ]

such that if

x
‖
1Ψ = (x1

1, . . . , x
m
1 , xm

1 , . . . , xm
1 ),

x
‖
2Ψ = (x1

2, . . . , x
m
2 , xm

2 , . . . , xm
2 ),

then

Comp(x
‖
1Ψ) = x̃1,

Comp(x
‖
2Ψ) = x̃2.

Moreover, according to the transition rules of G1, δ
1(xk,1, tk) = xk,2 where Lt(k) = tk

is the kth string in Lt and L1
x(k) = xk,1 and L2

x(k) = xk,2 are the kth states in L1
x and

L2
x, respectively. Suppose that x

‖
1Ψ = x

‖
1. It is discussed below how this assumption

can be made without loss of generality.
The list of strings Lt are now converted using the Ψ1i(·) operator to the list

LΨ
t = [Ψ11(t

1
x1x2

), . . . ,Ψ1m(tmx1x2
),Ψ1(m+1)(t

m
x1x2

), . . . ,Ψ1n(tmx1x2
)].
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Because all of the strings in this converted list can still be synchronized on the occur-
rence of events in Σg, the intersection(

P−1
1 (Ψ11(t

1
x1x2

)) ∩ · · · ∩ P−1
m (Ψ1m(tmx1x2

))

∩ P−1
m+1(Ψ1(m+1)(t

m
x1x2

)) ∩ · · · ∩ P−1
n (Ψ1n(tmx1x2

))
)

is nonempty. Let t
‖
Ψ be some string in this intersection. From the construction above

for L1
x and L2

x, if x
‖
1Ψ is the n-tuple corresponding to the list of states in L1

x, and x
‖
2Ψ

is the n-tuple corresponding to the list of states in L2
x, then δ‖(x

‖
1Ψ, t

‖
Ψ) = x

‖
2Ψ. Let x

‖
2

be a copy of x
‖
2Ψ. Therefore, there exists a state x

‖
2 ∈ X‖ and a string of transitions

labeled by t‖ ∈ Σ∗ such that Comp(x
‖
2) = x̃2 and x

‖
1
t‖�→G‖x

‖
2.

Notice that the lists Lt, L
1
x, and L2

x could be constructed in an alternative manner
by replicating the appropriate elements of these lists in the proper locations to force

x
‖
1Ψ to be a copy of any arbitrary x

‖
1.

An example is now given to aid in the visualization of the constructions used in
the proof of Lemma 5.

Example 6. It is now shown how to construct lists Lt, L
1
x, L2

x and the states x
‖
1Ψ,

x
‖
1Ψ in Lemma 5 from given x̃1, x̃2, x

‖
1, and t̃ using the G̃ automaton in Example 4.

Suppose x̃1 = {1, 2}, x̃2 = {2, 3}, t̃ = α1γβ1β1α1, and x
‖
1 = (1, 1, 2).

From x
‖
1 = (1, 1, 2), L1

x is set to be [1, 1, 2]. Let Lt = [α1γα1, α1γβ1, γβ1] and let

L2
x = [2, 3, 3]. Therefore, x

‖
1Ψ = (1, 1, 2) and x

‖
1Ψ = (2, 3, 3). The proper Lt and L2

x

can be found mechanically by a search over all possible candidate strings, which is
guaranteed to be finite.

Note that

δ1(1, α1γα1) = 2,

δ1(1, α1γβ1) = 3,

δ1(2, γβ1) = 3.

Also note that LΨ
t = [α1γα1, α2γβ2, γβ3] and that it is possible for the string t‖ corre-

sponding to t̃ to be α1α2γα1β2β3. Therefore, δ‖((1, 1, 2), α1α2γα1β2β3) = (2, 3, 3).

The dual of Lemma 5 is now shown, where x
‖
2 is specified instead of x

‖
1.

Lemma 6. Suppose a similar module system {G1, . . . , Gn} is given that is used
to construct G‖ and G̃ with two states of the quotient automaton x̃1, x̃2 ∈ 2X , a state

x
‖
2 ∈ X‖ such that Comp(x

‖
2) = x̃2, and a string of transitions labeled by t̃ ∈ Σ∗ such

that x̃1
t̃�→G̃x̃2. Then there exists a state x

‖
1 ∈ X‖ and string of transitions labeled by

t‖ ∈ Σ∗
1 such that Comp(x

‖
1) = x̃1 and x

‖
1
t‖�→G‖x

‖
2.

Proof. This proof follows from the same construction as in Lemma 5 except that

the lists Lt, L1
x, and L2

x could be constructed to correspond to any state x
‖
2 such

that x
‖
2 ∈ Comp−1(x̃2) and x

‖
2 is the n-tuple corresponding to the list of states in

L2
x.

Theorem 3. Suppose a similar module system {G1, . . . , Gn} is given that is used
to construct G‖ and G̃. A state x‖ ∈ X‖ deadlocks according to the transition rules of
G‖ if and only if the state Comp(x‖) = x̃ deadlocks according to the transition rules
of G̃.

Proof. The proof of this theorem is demonstrated in two parts. First, it is shown
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that if x‖ ∈ X‖ deadlocks according to the transition rules of G‖, then the state
Comp(x‖) = x̃ deadlocks according to the transition rules of G̃.

If x‖ ∈ X‖ deadlocks according to the transition rules of G‖, then there is no
global event σg ∈ Σg that could synchronize a state transition in all component states

of x‖. Due to the first case of the state transition function δ̃(·, ·), there is therefore
no global event σg ∈ Σg that could synchronize a state transition in all component
states of x̃. Also, there are no private events σpi ∈ Σpi that could occur at any of
the component states of x‖. There can therefore be no events σp1 ∈ Σp1 that could
occur at any of the states of x̃ according to the transition rules of G1. Consequently,
there are no transitions driven by an event σp1 ∈ Σp1 that could occur at the state x̃

according to the second and third cases of the transition rules of G̃. Therefore, the
state Comp(x‖) = x̃ deadlocks according to the transition rules of G̃.

Now it is shown that if x‖ ∈ X‖ does not deadlock according to the transition rules
of G‖, then the state Comp(x‖) = x̃ does not deadlock according to the transition
rules of G̃. If x‖ ∈ X‖ does not deadlock according to the transition rules of G‖,
then there is a state y‖ ∈ X‖ and an event σ ∈ Σ for a transition in G‖ such that
x‖ σ�→G‖ = y‖. Therefore, by Lemma 4, there exists a string of transitions labeled

by t̃ ∈ Σ∗
1 such that according to the transition rules of G̃, Comp(x‖)

t̃�→G̃Comp(y‖).
Therefore, the state Comp(x‖) = x̃ does not deadlock according to the transition
rules of G̃.

Theorem 4. Suppose a similar module system {G1, . . . , Gn} is given that is used
to construct G‖ and G̃. A state x‖ ∈ X‖ is reachable according to the transition rules
of G‖ if and only if the state Comp(x‖) = x̃ is reachable according to the transition
rules of G̃.

Proof. This theorem is demonstrated in two parts. For the first part of this proof,
suppose that a state x‖ ∈ X‖ is reachable according to the transition rules of G‖.

Therefore, there is a string of transitions labeled by t‖ such that x
‖
0
t‖�→G‖x‖. Because

of Lemma 4, there is a string of transitions labeled by t̃ such that x̃0
t̃�→G̃x̃, where

Comp(x‖) = x̃.
For the second part of this proof, suppose that a state x̃ ∈ X̃ is reachable according

to the transition rules of G̃. Therefore, there is a string of transitions labeled by t̃

such that x̃0
t̃�→G̃x̃. Using Lemma 6 there is a string of transitions labeled by t‖ such

that for some x
‖′

0 ∈ Comp−1(x̃0), x
‖′

0
t‖�→G‖x‖. Because Comp−1(x̃0) = {x‖

0}, there is

a string of transitions labeled by t‖ such that x
‖
0
t‖�→G‖x‖, where Comp(x‖) = x̃.

Theorem 5. Suppose a similar module system {G1, . . . , Gn} is given that is used
to construct G‖ and G̃. A state x‖ ∈ X‖ is blocking according to the transition rules
of G‖ if and only if the state Comp(x‖) = x̃ is blocking according to the transition
rules of G̃.

Proof. Suppose that the state x‖ ∈ X‖ is nonblocking according to the transition

rules of G‖. Therefore, there is a state x
‖
m ∈ X

‖
m and a string of transitions labeled by

t‖ such that x‖ t‖�→G‖x
‖
m. Because of Lemma 4, there is a string of transitions labeled

by t̃ such that x̃
t̃�→G̃x̃m, where Comp(x

‖
m) = x̃m. Because Comp(x

‖
m) = x̃m, x̃m must

be marked.
Suppose that the state x̃ ∈ X̃ is nonblocking according to the transition rules of

G̃. Therefore, there is a state x̃m ∈ X̃m and a string of transitions labeled by t̃ such

that x̃
t̃�→G̃x̃m. By Lemma 5 there is a string of transitions labeled by t‖ and a state
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x
‖
2 such that x‖ t‖�→G‖x

‖
2 and Comp(x

‖
2) = x̃m. Because Comp(x

‖
2) = x̃m, and x̃m is

marked, then x
‖
2 must also be marked. Therefore, x‖ is nonblocking.

4.3. The size of the state space of G̃. It should be apparent that the G̃
constructed from the similar module system {G1, . . . , Gn} has a smaller state space
than the G‖ automaton constructed from the same set of modules. The worst-case
size of the G̃ automaton state space is now quantified. Suppose that k = |X|, the
size of the state space of the individual modules. Consider the following example
that shows how the G̃ construction can have a bounded number of states even if the
number of modules is unbounded.

Example 7. Consider the similar module system G1, G2 as in Example 1 and
the corresponding G̃2 constructed from these automata, which can be seen in Fig-
ure 6. The automata G1, G2 use X = {1, 2, 3} as their state space and G̃2 uses
{{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}} as its state space.

α1

λ

{1,2}

{1,3}

{2}

{3}

{1}

γ

{2,3}
β1

α1

α1

β1

β1

β1

α1

Fig. 6. The automaton G̃2 constructed from G1, G2.

Now consider the set of similar modules, except with three components G1, G2, G3

and a corresponding G̃ automaton, as discussed in Example 5. The automaton G̃ can
be seen in Figure 5. The automata G1, G2, G3 use X = {1, 2, 3} as their state space
and G̃ for this set of modules uses 2X = {{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}
as its state space. Note that the largest cardinality subset of X is {1, 2, 3}.

Again consider the same set of similar modules, except with four components
G1, G2, G3, G4 and the corresponding quotient automaton G̃4, which can be seen in
Figure 7. The automata G1, G2, G3, G4 use X = {1, 2, 3} as their state space and G̃4

uses

2X = {{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}

as its state space. The only difference between the G̃4 automaton and the G̃ automa-
ton for the three module system seen in Figure 5 is that there are added self-loop
transitions at state {1, 2, 3} labeled by α1 and β1 events.

Now consider the same set of n similar modules {G1, . . . , Gn} with n ≥ 4. The
automaton G̃n constructed from this set of modules still uses

2X = {{1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}

as its state space and is structurally equivalent to the G̃4 automaton. That is, all
defined transitions in G̃n are also defined in G̃n. Therefore, the G̃n construction is
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α1

β1

α1

λ

{1,2}

{1,3}

{2}

{3}

{1}

γ

{2,3} {1,2,3}
α1

β1β1
α1

α1

β1
β1

β1

β1

α1

α1

Fig. 7. The automaton G̃4 constructed from G1, G2, G3, G4.

equivalent to the G̃4 construction no matter how many modules are used as long as
n ≥ 4. Furthermore, the size of the state space of G̃n does not change for n ≥ 3. This
is due to the fact that |X| = 3, and for n ≥ 3, X̃ = 2X .

Given an n-module system, each state of G̃ can have at most n component states,
and in each state of G̃ no component states are repeated. Therefore, the maximum
number of component states in G̃ is max(n, k). Consequently, the worst-case size of
X̃ needs to be analyzed in two cases, n ≥ k and n < k.

Case 1: n < k. Each of the states of G̃ has at most n component states. There
are possibly (ki ) states with i component states. Therefore, if the sum of the possible
number of state sets for each number of components is taken from i to n, then the
number of possible state sets for G̃ for n < k is

n∑
i=1

(
k
i

)
.(3)

Note that for n < k, the number of possible state sets for G̃ is bounded by 2k−1.
Case 2: n ≥ k. For this case, any state set in the power set 2X is a possible state

of G̃, except for the empty set ∅. Therefore, the size of the state space of G̃ is at most

|2X \ {∅}| = 2k − 1.(4)

This means that if n ≥ k, then the size of G̃ is independent of the number of modules,
and testing state reachability, blocking, and deadlock-freeness can be done without
regard to the number of components.

Therefore, if X̃G̃ is the set of reachable states in G̃, then

|X̃G̃| ≤
{∑n

i=1(
k
i ) if n < k

2k − 1 if n ≥ k

}
.(5)

Furthermore, no matter how many modules comprise a similar module system,
|X̃G̃| ≤ 2k − 1. This is much less than the worst-case number of reachable states
in G‖, kn. Therefore, the verification of such important system properties as state
reachability and blocking can be performed with a large reduction in the number of
composed states that need to be searched. Furthermore, using the G̃ construction,
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the difficulty of verifying these properties is independent of the number of modules
if the number of modules is sufficiently large. This construction shows more of the
computational advantages gained when investigating modular systems with symmetry
between components. Other quotient automaton constructions shown in [6, 7, 27],
which use permutation operators to define the state equivalence classes, have a worst-

case size of
(

(k+n−1)!
(k−1)!n!

)
for testing state reachability properties, and the size of this

automaton grows as the number of modules grows. Note that with some mathematical
manipulation it can be shown that{∑n

i=1(
k
i ) if n < k

2k − 1 if n ≥ k

}
≤

(
(k + n− 1)!

(k − 1)!n!

)
.(6)

Therefore, |X̃G̃| ≤
(

(k+n−1)!
(k−1)!n!

)
.

5. Verification for local specifications. Now topics related to the verification
of similar module systems with respect to local specifications are discussed. First, the
class of behavior language specifications used is defined.

Definition 5. A set of languages {K1, . . . ,Kn} is called a set of similar lan-
guages if for all i ∈ {1, . . . , n}, Ki ⊆ Σ∗

i and Ψ1i(K1) = Ki.
Suppose it needs to be checked if for all i that Pi (Lm(G1‖ · · · ‖Gn)) = Ki. This

property can be checked solely by verifying that Lm(Gi) = Ki for similar module
systems. The following corollary is a direct extension of Theorem 1.

Corollary 1. Given a local language specification Ki and a similar module sys-
tem {G1, . . . , Gn}, Pi (Lm(G1‖ · · · ‖Gn)) = Ki if and only if Lm(Gi) = Ki. Likewise,
Pi (L(G1‖ · · · ‖Gn)) = Ki if and only if L(Gi) = Ki.

The problems of verifying whether Lm(Gi) = Ki and L(Gi) = Ki are both known
to be computationally simple if Ki is specified by a deterministic automaton and Gi is
likewise deterministic. This greatly simplifies previously known verification methods
based on more general modular systems because local behavior in a composed similar
module system can be tested by investigating a single module.

6. Decomposition properties. This section presents one of the main results
of this paper: a polynomial time decomposition method for composed similar module
systems that runs in polynomial time. Sufficient conditions are first shown such that
if a language K is separable, then K is also separable.

Lemma 7. Given a language K and a set of projections {P1, . . . , Pn}, if K is
separable with respect to {P1, . . . , Pn} and the set of languages

{P−1
1 (P1(K)), . . . , P−1

n (Pn(K))}

is nonconflicting, then K is separable with respect to {P1, . . . , Pn}.
Proof. Using Lemma 1, it is known that

∀i ∈ {1, . . . , n}, P−1
i (Pi(K)) = P−1

i (Pi(K)).

Consequently,

∩n
i=1P

−1
i (Pi(K)) = ∩n

i=1P
−1
i (Pi(K)).

Due to the assumption that the languages {P−1
1 (P1(K)), . . . , P−1

n (Pn(K))} are non-
conflicting,

∩n
i=1P

−1
i (Pi(K)) = ∩n

i=1P
−1
i (Pi(K)).
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Therefore, due to the separability of K,

K = ∩n
i=1P

−1
i (Pi(K))

and

K = ∩n
i=1P

−1
i (Pi(K)).

It is now demonstrated how symmetric and separable languages can be modeled
using the similar module system framework.

Theorem 6. Suppose that a set of global events Σg is given with private events
{Σp1, . . . ,Σpn} that can be mapped to one another using Ψij(·) operations. If an
automaton H = (X,x0,Σ, δ,Xm) is given that is trim and the language marked by
the automaton Lm(H) is symmetric with respect to {Ψ11, . . . ,Ψ1n} and separable with
respect to {P1, . . . , Pn}, then there exists a similar module system {H1, . . . , Hn} such
that

Lm(H1‖ · · · ‖Hn) = Lm(H)

and

∀i ∈ {1, . . . , n}, Pi(Lm(H)) = Lm(Hi).

Proof. Using standard methods, given Σi and H, an automaton Hi can be con-
structed such that Lm(Hi) = Pi(Lm(H)) for all i such that i ∈ {1, . . . , n}. Because
Lm(H) is symmetric with respect to {Ψ11, . . . ,Ψ1n},

∀i, j ∈ {1, . . . , n} Ψij(Lm(H)) = Lm(H),
⇒ Ψij(Pi(Lm(H))) = Pj(Lm(H)).
⇒ Ψij(Lm(Hi)) = Lm(Hj).
Therefore, the automata {H1, . . . , Hn} can be constructed such that they are

copies of one another with respect to a renaming of their private events.
Because Lm(H) is separable with respect to {P1, . . . , Pn},
P−1

1 (P1(Lm(H))) ∩ · · · ∩ P−1
n (Pn(Lm(H))) = Lm(H)

⇒ P−1
1 (Lm(H1)) ∩ · · · ∩ P−1

n (Lm(Hn)) = Lm(H)
⇒ Lm(H1‖ · · · ‖Hn) = Lm(H) due to properties of the parallel composition op-

eration.
⇒ ∀i ∈ {1, . . . , n}Pi(Lm(H1‖ · · · ‖Hn)) = Pi(Lm(H))
⇒ ∀i ∈ {1, . . . , n}Lm(Hi) = Pi(Lm(H)).
This last step is by the result of Theorem 1 shown above.
In the proof of Theorem 6 any method can be used to construct the similar

module system {H1, . . . , Hn} from H such that Lm(H1‖ · · · ‖Hn) = Lm(H). Note
that there might not even be a unique set of automata {H1, . . . , Hn} such that
Lm(H1‖ · · · ‖Hn) = Lm(H). However, the standard method of computing a set of
automata {H1, . . . , Hn} such that Lm(H1‖ · · · ‖Hn) = Lm(H) consists of converting
all transitions labeled by events in Σ \ Σ1 in H to nondeterministic ε-transitions.
Then, this nondeterministic automaton is converted into a deterministic automaton
H1. Unfortunately, the determinization algorithm takes time and space exponential
in the size of H in the worst case. The other automata {H2, . . . , Hn} are copies of
H1 with respect to Ψ1i(·) event translations.

There has been little discussion in the discrete-event systems literature on ways
of more efficiently performing modular decompositions besides ad hoc methods devel-
oped on a case-by-case basis. Developing formal methods for performing this operation
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is very important for many real-world problems in which a large complicated system
model would need to be converted into simpler, modular model blocks. This section
presents a computationally efficient algorithm for performing this decomposition on
similar module systems. As an example of a situation in which such a decomposition
algorithm would be useful, it can be at times difficult to model the behavior of a bio-
logical cell without observing its interactions with other biological cells. Notice that
at the proper level of abstraction, a biological cellular network can be thought of as
a similar module system. Therefore, if a discrete-event system model of a biological
cellular network is developed from observations of the behaviors of the cellular net-
work, then the decomposition algorithm would provide an efficient method to develop
a model for a cell that comprises the cellular network.

Before the decomposition method is presented, an intuitive introduction to the
algorithm’s operation is now given. Let {H1, . . . , Hn} be the desired modules that
compose the given symmetric and separable H, i.e., Lm(H) = Lm(H1‖ · · · ‖Hn).
Suppose distributed simulations of the composed behavior of {H1, . . . , Hn} are run
such that the only way for private events to occur would be in strings such as
σp1Ψ12(σp1) · · ·Ψ1n(σpn) = σp1σp2 · · ·σpn with no interleavings of other events. On
the occurrence of these σp1σp2 · · ·σpn strings the local states {H1, . . . , Hn} are forced
to update with identical state transitions. Because Lm(H) = Lm(H1‖ . . . ‖Hn), this
lockstep simulation of private behaviors in the global system model can be used to cal-
culate the local system behaviors. Given H, this automaton can be trimmed in a spe-
cial manner by allowing only global events and strings of private events σp1σp2 · · ·σpn,
as outlined above, to occur. The behavior of this specially trimmed automaton
matches the behavior of the lockstep simulation of the {H1, . . . , Hn} automata. Then,
if the event σp1 is substituted for every occurrence of a string σp1σp2 · · ·σpn, the be-
havior of the resulting automaton will match the behavior of the H1 module.

In the following algorithm, a slightly modified set notation for the state transition
function is used; i.e., if δ(x, s) = y for state transition function δ(·, ·), states x, y, and
string s, then the notation that (x, s, y) ∈ δ is used. For simplicity it is assumed that
the inputted automaton H is deterministic and trim.

Algorithm 2 (decomposition construction algorithm).

Input:
H =

(
XH , xH

0 ,Σ, δH , XH
m

)
Σ1, . . . ,Σn

(Note that δH ⊆ (XH × Σ ×XH)).
Output:
{H1, . . . , Hn} such that for all i ∈ {1, . . . , n},
Hi =

(
Xi, xi

0,Σi, δi, X
i
m

)
.

(Note that δi ⊆ (Xi × Σi ×Xi)).
Assumptions:
H is trim.
S is a stack with the normal push and pop operations.

Initialize:
X := {xH

0 };
x0 := xH

0 ;
δ1 := ∅;
S := [x0];

Repeat:
{
xs = pop(S)
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Do the following for all xb ∈ XH :
{
Do the following for all σg ∈ Σg with (xs, σg, xb) ∈ δH :

{
δ1 := δ1 ∪ {(xs, σg, xb)};
If xb �∈ X
Then

{
X := X ∪ {xb};
push(S, xb);
}

}
Do the following for all σp1 ∈ Σp1, . . . , σpn ∈ Σpn

such that σpi = Ψ1i(σp1), (xs, σp1σp2 · · ·σpn, xb) ∈ δH :
{
δ1 := δ1 ∪ {(xs, σp1, xb)};
If xb �∈ X
Then

{
X := X ∪ {xb};
push(S, xb);
}

}
}

}
Until S is empty;
Xm = XH

m ∩X;
Construct {H2, . . . , Hn} from H1 using Ψ1i(·) operations;
Return {H1, . . . , Hn}.

For Algorithm 2 it may be known that there exists a set of automaton {H ′
1, . . . , H

′
n}

such that Lm(H) = Lm(H ′
1‖ · · · ‖H ′

n). However, the automata {H ′
1, . . . , H

′
n} might

not be known explicitly, and thus Algorithm 2 gives a polynomial time method to com-
pute a similar module system {H1, . . . , Hn} such that Lm(H) = Lm(H1‖ · · · ‖Hn) and
for all i ∈ {1, . . . , n}, Pi(Lm(H)) = Lm(Hi). The correctness of the decomposition
algorithm is demonstrated in the following theorem.

Theorem 7. Suppose there is a trim automaton H and there exists a set of
similar module automata {H ′

1, . . . , H
′
n} such that Lm(H) = Lm(H ′

1‖ · · · ‖H ′
n). Then,

if Algorithm 2 is run with H as input, a similar module system {H1, . . . , Hn} is
returned such that

Lm(H) = Lm(H1‖ · · · ‖Hn)

and

∀i ∈ {1, . . . , n}, Pi(Lm(H)) = Lm(Hi).

Proof. From H, a specially trimmed version of H called H lock can be constructed
by trimming all private event transitions in H except those that correspond to occur-
rences of chains of private events

σp1Ψ12(σp1) · · ·Ψ1n(σp1)

for σp1 ∈ Σp1, and no other events are allowed to be interleaved in these strings.
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Therefore,

Lm(H lock) = Lm(H) ∩ ({σp1Ψ12(σp1) · · ·Ψ1n(σp1)|σp1 ∈ Σp1} ∪ Σg)
∗
.

Now consider the composition of the {H ′
1, . . . , H

′
n} automata, where global events

are allowed to occur freely and private events are restricted to occur only in strings
σp1Ψ12(σp1) · · ·Ψ1n(σp1) for σp1 ∈ Σp1 with no other events interleaved, as above.
This automaton marks the same language as H lock shown above because Lm(H) =
Lm(H ′

1‖ · · · ‖H ′
n). Furthermore, due the construction of H lock, it should be apparent

that

Pi

(
Lm(H lock)

)
= Lm(H ′

i)

because the marking behavior of Hi can be reclaimed from H lock by replacing the
σp1Ψ12(σp1) · · ·Ψ1n(σp1) transitions with a single σp1 transition. Therefore,

Pi

[
Lm(H) ∩ ({σp1Ψ12(σp1) · · ·Ψ1n(σp1)|σp1 ∈ Σp1} ∪ Σg)

∗]
= Lm(H ′

i).

Algorithm 2 constructs H1 by restricting the behavior of private events in H to
strings such as σp1Ψ12(σp1) · · ·Ψ1n(σp1) and then converts these transition strings
into σp1 events. Therefore,

Lm(H1) = Pi

[
Lm(H) ∩ ({σp1Ψ12(σp1) · · ·Ψ1n(σp1)|σp1 ∈ Σp1} ∪ Σg)

∗]
.

Consequently, Lm(H ′
1) = Lm(H1). For all i ∈ {1, . . . , n}, the automata H ′

i and Hi

are copies of the H ′
1 and H1 automata with respect to a renaming of transition labels

by the Ψ1i(·) functions. This implies that

⋂
i∈{1,...,n}

Lm(H ′
i) =

⋂
i∈{1,...,n}

Lm(Hi).

Therefore,

Lm(H ′
1‖ · · · ‖H ′

n) = Lm(H1‖ · · · ‖Hn).

Hence, Lm(H) = Lm(H1‖ · · · ‖Hn).
By construction, {H1, . . . , Hn} is a similar module system, and by Theorem 1, it

is known that Pi (Lm(H1‖ · · · ‖Hn)) = Lm(Hi). Therefore, by substitution,

∀i ∈ {1, . . . , n}, Pi(Lm(H)) = Lm(Hi).

Note that due to Theorems 7 and 1 and the facts that Lm(H) = Lm(H ′
1‖ · · · ‖H ′

n),
Lm(H) = Lm(H1‖ · · · ‖Hn), it is known that Lm(H ′

1) = Lm(H1). Hence Algorithm 2
gives a method for computing automata {H1, . . . , Hn}, which mark the same lan-
guages as the similar module systems {H ′

1, . . . , H
′
n}, which comprise the composed

system H when {H ′
1, . . . , H

′
n} are known to exist. Corollary 2 also follows immediately

from Theorems 7 and 6.
Corollary 2. Suppose there is a trim automaton H such that Lm(H) is symmet-

ric with respect to {Ψ11, . . . ,Ψ1n} and separable with respect to the set of projections
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{P1, . . . , Pn}. Then, if Algorithm 2 is run with H as input, a similar module system
{H1, . . . , Hn} is returned such that

Lm(H) = Lm(H1‖ · · · ‖Hn)

and

∀i ∈ {1, . . . , n}, Pi(Lm(H)) = Lm(Hi).

The main Repeat–Until loop in Algorithm 2 iterates |X| times, which is the size of
the state space of H1. The size of the state space of H1 is always at least as small as
|XH |, the size of the state space of H, and generally much more so. Inside the main
iterative loop, there are two types of tests for transition existence: one for individual
global events and one for chains of private events. The tests for transition existence
are generally efficient and negligible depending on the encoding of H, especially if
each state contains a list of its outgoing transitions. In this case, only the existence
of |Σg| global event transitions and |Σp1| private event string transitions at each state
need to be tested. If there is a σp1 ∈ Σp1 transition at the current state, it needs
to be tested if there is a chain of transitions σp1σp2 · · ·σpn from the current state.
Therefore, for every private event transition detected, at most n− 1 other transitions
need to be tested. Therefore, Algorithm 2 is in O (|X| ∗ (|Σg| + n ∗ |Σp1|)).

An example of a run of Algorithm 2 is now given using a trimmed version of the
automaton G1‖G2 from Example 1.

Example 8. Consider the automaton G that is the trimmed version of G1‖G2

from Example 1 with the states renamed for convenience. This automaton can be
seen in Figure 3. Recall that Lm(G) = ((α1α2 + α2α1) γ + (β1β2 + β2β1)λ)

∗
.

Algorithm 2 is now run with G as input for Σ1 = {α1, β1, γ, λ} and Σ2 =
{α2, β2, γ, λ} as follows:

To initialize: X := {1}, x0 := 1, δ1 := ∅, S := [1].
The first state is popped off of S. xs := 1.
There are no Σg transitions from state 1, but there are two private event chains,

α1α2 and β1β2 starting from state 1 and, respectively, leading to states 4 and 7.
Therefore, states 4, 7 are added to X; (1, α1, 4) and (1, β1, 7) are added to δ1; and 4,
7 are pushed onto S.

Now, X = {1, 4, 7} δ1 = {(1, α1, 4), (1, β1, 7)}, S = [4, 7].
Next, 4 is popped off of S and xs := 4. There is a Σg transition from 4 (4, γ, 1),

but no private event chains. Therefore, (4, γ, 1) is added to δ1 and no other changes
are made.

Next, 7 is popped off of S and xs := 7. There is a Σg transition from 7 (7, λ, 1),
but no private event chains. Therefore, (7, λ, 1) is added to δ1 and no other changes
are made. The stack S is empty, so the Repeat–Until loop has been completed.

The marked state list is now assigned Xm = {1} and this completes the construc-
tion of G1. G1 is then copied as G2 by replacing α1 with α2 and β1 with β2.

This results in the automata seen in Figure 8.
It is now shown that the {H1, . . . , Hn} automata returned by Algorithm 2 are

guaranteed to be trim.
Theorem 8. Suppose a trim automaton H is given such that Lm(H) is sym-

metric with respect to {Ψ11, . . . ,Ψ1n} and separable with respect to the set of pro-
jections {P1, . . . , Pn}. Let {H1, . . . , Hn} be the automata constructed from H using
Algorithm 2. Then, the automata {H1, . . . , Hn} are all trim.
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α1

β1

α2

β2

G1 :

1

4

7

γ

λ

G2 :

1

4
γ

λ
7

Fig. 8. The automata G1 and G2 decomposed from G in Figure 3.

Proof. It suffices to show that H1 is trim.
It is known that all states X in H1 are reachable from the initial state, and thus

to show that H1 is trim, it must be demonstrated that for every unmarked state in
H1, there must be a string to a marked state.

Suppose x ∈ X \Xm. Because H is trim, there must be two strings s, t ∈ Σ such
that s is in

({σp1Ψ12(σp1) · · ·Ψ1n(σp1)|σp1 ∈ Σp1} ∪ Σg)
∗
,

where δH(xH
0 , s) = x, and δH(x, t) ∈ XH

m . Define s1, t1 such that s1 = P1(s)
and t1 = P1(t). Because of the construction in Algorithm 2, it must be true that
δ1(x0, s1) = x. Furthermore, because δH(x, t) ∈ XH

m and t1 is the string of events
that is relevant to H1 when t occurs, then it must be true that δ1(x, t1) ∈ Xm because
Lm(H1‖ · · · ‖Hn) = Lm(H).

7. Control operations. Now that verification methods for similar module sys-
tems have been discussed, properties related to the control of these systems are ex-
plored. The control framework for these systems is first introduced. It is a version
of the standard decentralized supervisory control framework specialized for similar
module systems.

Given a supervisor S1 and a system G1, the composed system of S1 supervising
G1 is denoted as the supervised system S1/G1. Furthermore, because the parallel
supervisors are assumed to be realized as finite-state automata, S1/G1 is equivalent to
S1‖G1. Supervisor S1 is said to be nonblocking for system G1 if S1/G1 is nonblocking,
i.e., if Lm(S1/G1) = L(S1/G1).

Controller Si can observe a subset of system events Σoi ⊆ Σi. Furthermore, on
the occurrence of observable events, controller Si may be given sufficient actuation
to selectively disable the locally controllable events Σci ⊆ Σi. Controllers should
not be able to disable uncontrollable events, and control actions should not update
on the occurrence of unobservable events. Furthermore, let Σuci = Σi \ Σci. Let
Poi : Σ∗ → Σ∗

oi be the natural projection that erases events in Σ \ Σoi and represents
the projection operation for the local observations of controller Si.

For the control systems model, it is assumed that the controller automata
{S2, . . . , Sn} are copies of the generic control module S1 with the local controller’s
events replaced according to the Ψ1i(·) mapping. The set of controllers {S1, . . . , Sn}
defined in this way is called a set of similar controllers.

Definition 6. A set of controllers {S1, . . . , Sn} is called a set of similar con-
trollers if all controllers are exact copies of one another with respect to Ψij(·) oper-
ations. In particular, Σci = Ψ1i(Σc1), Σoi = Ψ1i(Σo1), and if controller S1 disables
events γ1 ⊆ Σc1 after observing a string s1, then controller Si disables Ψ1i(γ1) ⊆
Ψ1i(Σc1) after observing string Ψ1i(s1).
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Note that due to Definition 6, if a global event σ ∈ Σg is controllable (observable)
by Si, then it is controllable (observable) by all other controllers.

The controllers {S1, . . . , Sn} are nonblocking for {G1, . . . , Gn} if

Lm((S1/G1)‖ · · · ‖(Sn/Gn)) = L((S1/G1)‖ · · · ‖(Sn/Gn)).

8. Control for local specifications. There are potentially great reductions
in computational effort for many similar module system control problems with local
specifications. For a similar module system {G1, . . . , Gn} and a set of similar language
specifications {K1, . . . ,Kn}, suppose it is desirable to know if there exists a set of
similar controllers {S1, . . . , Sn} such that

∀i ∈ {1, . . . , n},
(
Pi [Lm((S1/G1)‖ · · · ‖(Sn/Gn))] = Ki

∧ Pi [L((S1/G1)‖ · · · ‖(Sn/Gn))] = Ki

)
.

This problem can be solved by looking only at the local behavior of G1 and the locally
observable and controllable event sets, Σo1 and Σc1, respectively.

Theorem 9. For a similar module system {G1, . . . , Gn} with local event sets
{Σ1, . . . ,Σn}, observable event sets {Σo1, . . . ,Σon}, controllable event sets
{Σc1, . . . ,Σcn}, and local behavior specifications {K1, . . . ,Kn} such that for all i, j ∈
{1, . . . , n}, Ki �= ∅ and Ki ⊆ Lm(Gi), Kj = Ψij(Ki), there exists a set of similar
controllers {S1, . . . , Sn} such that for all i ∈ {1, . . . , n},

Pi [Lm((S1/G1)‖ · · · ‖(Sn/Gn))] = Ki

and

Pi [L((S1/G1)‖ · · · ‖(Sn/Gn))] = Ki

if and only if
1. K1 is controllable with respect to L(G1) and Σuc1.
2. K1 is observable with respect to L(G1), Po1, and Σc1.
3. K1 is Lm(G1)-closed.

Proof. It was shown in Corollary 1 that

Pi [Lm((S1/G1)‖ · · · ‖(Sn/Gn))] = Ki

and

Pi [L((S1/G1)‖ · · · ‖(Sn/Gn))] = Ki

if and only if Lm(Si/Gi) = Ki and L(Si/Gi) = Ki. Due to the similar behavior of
the systems, controllers, and specifications, Lm(Si/Gi) = Ki and L(Si/Gi) = Ki if
and only if Lm(S1/G1) = K1 and L(S1/G1) = K1. The result then follows using the
controllability and observability theorem of supervisory control theory [18].

Theorem 9 shows that controller existence for local behavior specifications can be
decided by testing controller existence locally and apart from the interaction of other
modules. The controllability and observability theorem is known to be construc-
tive, and therefore there are known methods for synthesizing the local controllers
{S1, . . . , Sn} such that local nonblocking specifications are satisfied when they inter-
act, and the conditions of Theorem 9 are satisfied. These results also generalize to
cases when marking properties are not a concern.

Despite these very positive results, a caveat is in order with respect to the nature
of language semantics. All local modules in a similar module system may be non-
blocking and deadlock free, but blocking and deadlock may both still occur globally.
Consider the following example.
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Example 9. Consider the automaton G1‖G2 introduced in Example 1. The
composed automaton G1‖G2 is blocking and contains two deadlock states, (2, 3) and
(3, 2). These states are reached when an α event is followed immediately by a β event
or when a β event is followed immediately by an α event. Neither G1 nor G2 can
observe the interleaving of α and β events due to the restriction that the local systems
cannot observe events that are private to other modules. However, when the language
generated by the system G1‖G2 is projected to either the Σ1 or Σ2 event sets, the
behavior is equivalent to G1 or G2, respectively, and these automata are individually
nonblocking and deadlock free.

Example 9 shows one of the major limitations of using local language specifications
for similar module systems and motivates why attention should not be restricted solely
to local behavior. Suppose a set of trim similar specification automata {H1, . . . , Hn}
is given such that for all i ∈ {1, . . . , n} Lm(Hi) = Ki. One way to ensure that the
global composed system is nonblocking after the local controllers are designed would
be to verify that {K1, . . . ,Kn} are nonconflicting by testing if H‖ is nonblocking.
This can be verified fairly efficiently by testing if the H̃ construction is nonblocking,
as seen in Theorem 5. For concurrent systems, blocking and deadlock properties
are inherently global in nature and cannot generally be investigated on a local level.
Another approach to ensuring that the global controlled system is nonblocking would
be to use global control specifications instead of local specifications. This situation is
explored in the following section.

9. Control for global specifications. Instead of considering a set of local
similar specifications {K1, . . . ,Kn}, suppose a global language specification K is
given and that it needs to be decided if there exist nonblocking similar controllers
{S1, . . . , Sn} for a similar module system {G1, . . . , Gn} such that Lm((S1/G1)‖ · · ·
‖(Sn/Gn)) = K. Due to the similarity of the controllers and system modules, one
would think that K would need to exhibit a degree of symmetry with respect to the
occurrence of private events. This is exactly the case in Theorem 10 below.

Theorem 10. For a similar module system {G1, . . . , Gn} with respective local
projection operations {P1, . . . , Pn}, observation projections {Po1, . . . , Pon}, control-
lable event sets {Σc1, . . . ,Σcn}, and global behavior specification K such that K �= ∅
and K ⊆ Lm(G1‖ · · · ‖Gn), a set of nonblocking similar controllers {S1, . . . , Sn} exists
such that Lm((S1/G1)‖ · · · ‖(Sn/Gn)) = K if and only if

1. P1(K) is controllable with respect to L(G1) and Σuc1.
2. P1(K) is observable with respect to L(G1), Po1, and Σc1.
3. P1(K) is Lm(G1)-closed.
4. K is symmetric with respect to {Ψ11, . . . ,Ψ1n}.
5. K is separable with respect to {P1, . . . , Pn}.
6. {P−1

1 (P1(K)), . . . , P−1
n (Pn(K))} are nonconflicting.

Proof. This theorem is shown in two parts. Assume there exists a set of controllers
{S1, . . . , Sn} such that

K = Lm((S1/G1)‖ · · · ‖(Si/Gi)‖ · · · ‖(Sn/Gn)),(7)

K = L((S1/G1)‖ · · · ‖(Si/Gi)‖ · · · ‖(Sn/Gn)).(8)

By the definition of Ψ1i(·),

Ψ1i(Lm((S1/G1)‖ · · · ‖(Si/Gi)‖ · · · ‖(Sn/Gn)))

= Lm((Si/Gi)‖ · · · ‖(S1/G1)‖ · · · ‖(Sn/Gn)).
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The parallel composition operation is commutative, and thus

Lm((S1/G1)‖ · · · ‖(Si/Gi)‖ · · · ‖(Sn/Gn))

= Lm((Si/Gi)‖ · · · ‖(S1/G1)‖ · · · ‖(Sn/Gn)).

⇒ K = Ψ1i(K). This proves the fourth part of the implication.
By (7) and (8) there exists a set of controllers {S1, . . . , Sn} such that
K = Lm((S1/G1)‖ · · · ‖(Si/Gi)‖ · · · ‖(Sn/Gn)),
K = L((S1/G1)‖ · · · ‖(Si/Gi)‖ · · · ‖(Sn/Gn))
⇒
there exists a set of controllers {S1, . . . , Sn} such that for all i ∈ {1, . . . , n},
Pi(K) = Pi(Lm((S1/G1)‖ · · · ‖(Sn/Gn))),
Pi(K) = Pi(L((S1/G1)‖ · · · ‖(Sn/Gn)))
⇒ using Corollary 1:
there exists a set of controllers {S1, . . . , Sn} such that for all i ∈ {1, . . . , n},
Pi(K) = Lm(Si/Gi),
Pi(K) = L(Si/Gi)
⇒ from the controllability and observability theorem of supervisory control the-

ory,
1. Pi(K) is controllable with respect to L(Gi) and Σuci.
2. Pi(K) is observable with respect to L(Gi), Poi, and Σci.
3. Pi(K) is Lm(Gi)-closed.

This proves the first three parts of the implication.
It is known that
K = P−1

1 (Lm(S1/G1)) ∩ · · · ∩ P−1
n (Lm(Sn/Gn)),

K = P−1
1 (L(S1/G1)) ∩ · · · ∩ P−1

n (L(Sn/Gn))
⇒ using Corollary 1:
K = P−1

1 (P1(K)) ∩ · · · ∩ P−1
n (Pn(K)),

K = P−1
1 (P1(K)) ∩ · · · ∩ P−1

n (Pn(K))
⇒ using Lemma 1:
K = P−1

1 (P1(K)) ∩ · · · ∩ P−1
n (Pn(K)),

K = P−1
1 (P1(K)) ∩ · · · ∩ P−1

n (Pn(K)).
This proves the fifth and sixth parts of the implication. This completes the first

part of the proof.
It is now shown that the controllers exist if the six conditions hold.
Because of the first three conditions, it is known that there exists a controller S1

such that P1(K) = Lm(S1/G1) and P1(K) = L(S1/G1).
Because of the separability condition, K = P−1

1 (P1(K)) ∩ · · · ∩ P−1
n (Pn(K)).

Because of the symmetry condition and Lemma 2, it is known that there exists
controllers S1, . . . , Sn such that for all i ∈ {1, . . . , n}, (Pi(K) = Lm(Si/Gi)).

Therefore by substitution,
K = P−1

1 (Lm(S1/G1)) ∩ · · · ∩ P−1
n (Lm(Sn/Gn)).

This implies that
K = Lm((S1/G1)‖ · · · ‖(Sn/Gn)).
Because of condition 6 and Lemma 1,

P−1
1 (P1(K)) ∩ · · · ∩ P−1

n (Pn(K)) = P−1
1 (P1(K)) ∩ · · · ∩ P−1

n (Pn(K)).
⇒ Because of conditions 5 and 6, K is separable, and
K = P−1

1 (P1(K)) ∩ · · · ∩ P−1
n (Pn(K)).

Because of P1(K) = L(S1/G1), the symmetry condition, and Lemma 2, it is
known that there exists controllers S1, . . . , Sn such that for all i ∈ {1, . . . , n},
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(Pi(K) = L(Si/Gi)).
Therefore, for the set of similar controllers {S1, . . . , Sn},
K = P−1

1 (L(S1/G1)) ∩ · · · ∩ P−1
n (L(Sn/Gn))

⇒
K = L(S1/G1‖ · · · ‖Sn/Gn).
Overall it has been shown that there exists a set of similar controllers {S1, . . . , Sn}

such that
K = Lm((S1/G1)‖ · · · ‖(Sn/Gn)),
K = L((S1/G1)‖ · · · ‖(Sn/Gn)).
The six necessary and sufficient conditions for controller existence in Theorem 10

can be divided into two types. The first three conditions (local controllability, ob-
servability, and Lm-closure) are essentially existence conditions for local controllers
to achieve local projections of global behavior. These conditions are inherent to many
supervisory control problems and have been well known from the early papers in su-
pervisory control theory such as [18, 24]. However, the combination of the last three
conditions (symmetry, separability, and nonconflictingness) is unique to this problem
setting.

The separability condition ensures that when the specification K is decomposed
into sets of desired local behaviors, if automata that mark the desired local behav-
ior are composed, then the behavior of the composed automaton is equal to K.
That is, the composition of the automata that mark the {P1(K), . . . , Pn(K)} (i.e.,
{S1/G1, . . . , Sn/Gn}) is equal to K. The nonconflicting condition ensures that if
the local automata ({S1/G1, . . . , Sn/Gn}) are all nonblocking, then the composed
automaton (S1/G1‖ · · · ‖Sn/Gn) is nonblocking.

The symmetry condition ensures that if K is decomposed with respect to
{P1, . . . , Pn}, then the set of modules that mark {P1(K), . . . , Pn(K)} is a similar
module system. This condition in retrospect should be expected when one consid-
ers Theorem 6. If the behavior of all controllers operating on the modules is similar
with respect to a renaming of local events, then the specification would necessarily be
symmetric if it can be achieved.

Taken together, if conditions 1 through 3 are satisfied, then conditions 4 through 6
imply that the global specification K needs to be expressible as a set of similar non-
conflicting local specifications {P1(K), . . . , Pn(K)} if there exists a set of similar con-
trollers {S1, . . . , Sn} that can be coupled with the similar module system {G1, . . . , Gn}
to achieve the specification K.

Suppose a trim automaton H is given such that Lm(H) = K, where K satisfies
the conditions of Theorem 10. Using the decomposition algorithm, Algorithm 2,
a set of trim automata {H1, . . . , Hn} can be constructed from H such that for all
i ∈ {1, . . . , n}, Lm(Hi) = Ki and P−1

1 (K1) ∩ · · · ∩ P−1
n (Kn) = K from Theorems 7

and 8. The local similar controllers {S1, . . . , Sn} can then be synthesized using known
centralized control methods.

Note that conditions 1 through 6 together imply that the language K is control-
lable with respect to L(G1‖ · · · ‖Gn), co-observable with respect to L(G1‖ · · · ‖Gn),
and Lm(G1‖ · · · ‖Gn)-closed, but the reverse implication does not hold because of the
assumptions on the controllers being used. If the controllers were allowed to be asym-
metric, a larger class of specifications could be achieved, but this would require an
extra amount of coordination in the control synthesis. The considered framework is
designed so that once one control module is designed, the implementation of more
controllers is merely a matter of copying that first controller.



666 KURT ROHLOFF AND STÉPHANE LAFORTUNE

10. Discussion. A model for a similar module system was given that can be
used to model a wide variety of real-world processes. In addition, a method has
been shown that can be used to test global blocking and deadlock-freeness without
enumerating all possible combinations of system states, and it has been shown that
verification of local behavior can be performed in an off-line manner without module
interaction. Necessary and sufficient conditions for the existence of local controllers
have also been introduced for the similar module system model.

A method has also been shown for decomposing an automaton representing global
system behavior into automata representing the local, modular subsystems; this
method runs in polynomial time with respect to the size of the local specification
automaton. This result is important because the standard methods for performing
decompositions currently known in the supervisory control literature take exponential
time with respect to the size of the global model in the worst case.

It would be interesting to develop ad hoc methods for controlling similar mod-
ule systems when the necessary and sufficient conditions for controller existence do
not hold. It might be desired to synthesize controllers that achieve behavior that
is “maximal” in some sense when the behavioral specifications cannot be matched
exactly; that is, to find a set of similar controllers {S′

1, . . . , S
′
n} for a similar module

system {G1, . . . , Gn} such that for any other set of similar controllers {S1, . . . , Sn},
L(S1/G1‖ · · · ‖Sn/Gn) ⊆ L(S′

1/G1‖ · · · ‖S′
n/Gn).

The case when the control modules are similar has been investigated solely in
this paper, but it might be the case in many real-world problems that the control
systems may be asymmetric. For instance, one controller may be a “leader” that has
more leeway in enforcing global control actions to avoid situations in which blocking
and deadlock may occur. It would also be interesting to investigate more general
system models. For instance, it is possible that using a method other than parallel
composition to model module interaction might lead to other results. Furthermore, it
would be interesting to investigate more general system models, where the modules
might have some sort of similarity besides being isomorphic with respect to a renaming
of private events.
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1. Introduction. In this paper a maximum principle is proved for stochastic
singular controls. On a filtered probability space

(
Ω,F , P, {Ft}

)
the set of admissible

controls is defined as the class of right continuous with left-hand limits (corlol) pro-
cesses

{
(ut, vt)

}
, {Ft}-progressively measurable satisfying the following conditions:

{vt} is increasing, vT ≤ M P -a.s., and ut ∈ K, |ut| ≤ 1, where K is a subset of R
r,

and T > 0 is the finite horizon. Assuming that on the probability space
(
Ω,F , P

)
there exists a standard Brownian motion {Wt}, the state process is defined by the
following stochastic differential equation for any admissible control

{
(ut, vt)

}
:

x(t)
.
= ζ +

∫ t

0

A(s, x(s))ds +

∫
[0,t]

B(s)u(s)dv(s) +

∫ t

0

D(s, x(s))dW (s),(1.1)

and the cost is given by

J [C]
.
= EP

[
G

(∫ T

0

|u(s)|dv(s), x(T )

)]
,(1.2)

where the functions A, B, D, and G are deterministic.
In recent years, singular stochastic control problems have received considerable

attention. The connection between singular control problem and optimal stopping
problem has been studied by many authors including Alvarez [1, 2], Boetius [5, 6],
Boetius and Kohlmann [7], Chow, Menaldi, and Robin [10], Dufour and Miller [14], El
Karoui and Karatzas [16, 17], Karatzas [28, 29], and Karatzas and Shreve [31, 32, 33].
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Results on the dynamic programming principle can be found in Boetius [6], Hauss-
mann and Suo [25], Fleming and Soner [22], and Zhu [43]. Sufficient conditions for the
existence of optimal singular control for general nonlinear models have been obtained
in Dufour and Miller [14] and Haussmann and Suo [24]. Explicit problems have been
solved, for example, in [11] and [30]. The authors do not pretend to present here
an exhaustive panorama of the literature relative to singular control problems. How-
ever, the interested reader may consult Boetius [6] for a survey on stochastic singular
control problems including theoretical results and applications.

There is a very extensive literature on the maximum principle for stochastic clas-
sical control (see, for example, [3], [4], [9], [20], [21], [26], [36], [38], [41], [42], and the
references therein; this list of references is not exhaustive).

In this paper we have chosen to define the control strategy as a pair of processes
{u(t), v(t)}, where |u(t)| ≤ 1, and v(t) is increasing and right continuous. An equiva-
lent description of the singular stochastic control problem would have been to choose
a process {ζ(t)} of bounded variation which acts on the dynamic state through the
term

∫
[0,t]

B(s)dζ(s). The connection between these two definitions of the control

process {u(t), v(t)} and {ζ(t)} (ζ(t) =
∫
[0,t]

u(s)dv(s)) has been discussed by many

authors (see, for example, [11], [22, page 318], [35], and [43]).
To the best knowledge of the authors the stochastic maximum principle for sin-

gular controls was only considered by Cadenillas and Haussmann [8]. In their paper
Cadenillas and Haussmann used a different approach and different hypotheses that
are presented now in order to bring to the fore the main differences between their
results and ours. In [8], the control process is described by a process {ζ(t)} (see the
above discussion) of bounded variation, and they do not impose any Lp bounds on
the control while we assume that the class of admissible controls {v(t)} is such that
v(T ) ≤ M for a constant M . However, in [8] the state process must satisfy a linear
stochastic differential equation (the functions A and D are assumed to be linear with
respect to the state variable {x(t)}), and the cost function is convex. In our work, we
suppose that the state process is defined by a general nonlinear stochastic differen-
tial equation, and we do not impose a convexity hypothesis on the cost function (see
assumptions A(1)–A(3) in the next section). In many aspects the results obtained in
[8] and here are different and complementary.

In general terms, the approach we used to obtain the maximum principle for
singular control problems can be divided into three steps. The first step is to convert
the original singular control problem into a classical control problem by using a special
time transformation. In order to be concise, the description of this method is briefly
presented, and only the important properties, which we need here, are given. Although
this technique of time change is similar to the one already described in [14], it must
be pointed out that the approach used here presents some technical differences that
are explained in section 3. The second step is to derive the maximum principle for
the auxiliary control problem (see Theorem 4.5). Important properties of the adjoint
variables (see Theorem 4.4 and in particular (4.13)) that will be used to obtain the
singular maximum principle are derived. The last step consists of recovering from
the auxiliary maximum principle the original state and control variables by using a
time change, thus giving a maximum principle for the singular control problem (see
Theorem 5.9). The form of the maximum principle we obtained turns out to be
different from the one derived in [8] since the adjoint variables have a singular part
(see Definition 5.1 and in particular the second term of the right-hand side of (5.1))
and since the optimal singular control maximizes an Hamiltonian a.s. with respect to
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the Doleans-Dade measure generated by the optimal control {v(t)} (see the detailed
discussion before Theorem 5.9).

Remark 1.1. It must be pointed out that our time change technique cannot be
used to solve singular control problems in the context of infinite horizon.

The finite fuel constraint (v(T ) ≤ M) is a crucial assumption in order to derive
the maximum principle by using our method of time transformation. Indeed, in [14],
it has been shown that our approach of time change enables us to convert a nonlinear
singular control problem into an auxiliary control problem where the control vari-
ables are of the classical type and where the controller must choose a stopping time.
However, since it is very difficult to derive a general maximum principle combining
classical control and optimal stopping, we need to impose the finite fuel constraint
(v(T ) ≤ M) to convert the singular control problem into the classical control problem
where the horizon is fixed. In [8], Cadenillas and Haussmann do not have to impose a
finite fuel constraint, but they used different hypotheses (see the discussion above for
a comparison between their approach and ours).

Nevertheless, we have shown in [14] that our method of time transformation can
be applied to study the existence of optimal singular control in a general context where
the finite fuel constraint is not a necessary assumption.

Singular control problems have been studied under various hypotheses (for exam-
ple, the finite horizon case can be found in [7, 16, 28, 29, 31]; the infinite horizon case
in [7, 11, 28, 33]; with a finite fuel constraint in [16, 28, 33]).

The paper is organized as follows. In section 2, we formulate the singular control
problem. The time change and the auxiliary control problem is briefly described in
section 3. Section 4 deals with the auxiliary maximum principle and its properties.
In section 5, the main results are obtained and in particular the stochastic maximum
principle for singular controls (see Theorem 5.9). A simple example is presented
in section 6 to illustrate the set of necessary conditions that must be satisfied by
an optimal solution. In the last section, we make some comments about possible
generalizations of our work.
Notation.
The Lebesgue measure on R is denoted by λ.
NN is the set of the first N integers, that is, NN = {1, . . . , i, . . . , N}.
N

∗ .
= {k ∈ N : k > 0} and R+

.
= {x ∈ R : x ≥ 0}.

If V is a vector, Vi denotes the ith component of V .
If M is a matrix, Mi denotes a vector given by the ith column of the matrix M , and
Mij is the element corresponding to the ith row and the jth column.
(�) denotes the transpose operation.
For x ∈ R

k, |x| denotes its Euclidean norm and for a matrix A ∈ R
k×d the norm of

A is defined by |A| =
√

tr
[
AA�

]
.

For K ⊂ R
k, B1(K)

.
= {x ∈ K : |x| ≤ 1}, and S1(K)

.
= {x ∈ K : |x| = 1}.

Sn denotes the set of all (n× n) real symmetric matrices.
0n ∈ R

n is the zero vector.
The indicator function of a set A is defined as IA(x).
The function δ defined on N × N is such that δij = 1 if i = j and δij = 0 otherwise.
For x ∈ R, x+ is defined by x+ = 1

x if x �= 0 and x+ = 0 if x = 0.
If V is a metric space, then B(V ) denotes its associated borel σ-field.
A filtered probability space

(
Ω,F , P, {Ft}

)
is said to satisfy the usual hypotheses if the

probability space
(
Ω,F , P

)
is complete and if the filtration {Ft} is right continuous

and if every Ft contains all P-null sets of F .
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Let (Ω, F , P , {Ft}) be a filtered probability space and {θt} be a [0, 1]-valued, {Ft}-
progressively measurable process. Suppose that V denotes any of the spaces R

k, R
k×d,

or Sk.
Then L2

(
Ω,F , P, {Ft}; [0, T ];V

)
(respectively, L2

θ(Ω,F , P, {Ft}; [0, T ];V )) denotes the
set of V -valued processes {x(t)} which are {Ft}-progressively measurable and satisfy

EP [
∫ T

0
|x(s)|2ds] < +∞ (respectively, EP [

∫ T

0
|x(s)|2[1 − θ(s)]ds] < +∞).

If F denotes the filtered probability space
(
Ω,F , P, {Ft}

)
, then L2

(
F; [0, T ];V

)
(respectively, L2

θ(F; [0, T ];V )) is used to write in a more compact form
L2
(
Ω,F , P, {Ft}; [0, T ];V

)
(respectively, L2

θ(Ω,F , P, {Ft}; [0, T ];V )).

Moreover, L2
(
Ω,F , P ;V

)
denotes the set of V -valued random variables X defined on

the probability space
(
Ω,F , P

)
such that EP

[
|X|2

]
< +∞.

Let
(
Ω,F , P, {Ft}

)
be a filtered probability space; if {A(t)} is a corlol, adapted process

of finite variation on each interval [0, t], then dA denotes the measure associated with
the distribution function {A(t)}. For {H(t)}, a progressively measurable process, the

integral process
∫ t

0
H(s)dA(s) is denoted by H · At. If {A(t)} is an increasing corlol,

adapted process, the measure defined on (R+×Ω,B(R+)⊗F) by EP [
∫ +∞
0

IC(s)dA(s)]
for C ∈ B(R+) ⊗F is denoted by MA.
Let
(
Ω,F , P, {Ft}

)
be a filtered probability space satisfying the usual hypotheses and

supporting a standard m-dimensional Brownian motion {Wt}. Then {FW
t } denotes

the augmentation of the natural filtration generated by {Wt}.
In order to define the state processes, let us introduce the following data:
• T and M are fixed real numbers.
• K is a subset of R

r.
• ζ is a fixed vector in R

n.
• A : R × R

n → R
n.

• B : R → R
n×r.

• D : R × R
n → R

n×m.
• G : R × R

n → R.
• N : R → R

2 such that N(t) =
( t−T
t2 −T 2

)
.

Let us introduce the following notation:

A : R × R
n ×B1(K) × [0, 1] −→ R

n+2 is defined by

A(t, x, u, z)
.
=

⎛
⎝ 1 − z
A(t, x)(1 − z) + zB(t)u

z|u|

⎞
⎠

and

D : R × R
n × [0, 1] −→ R

n+2 is defined by

D(t, x, z)
.
=

⎛
⎝ 0
D(t, x)

√
1 − z

0

⎞
⎠

(∀(t, x, u, z, p, q, P ) ∈ R × R
n ×B1(K) × [0, 1] × R

2+n × R
(2+n)×m × R

n×n),

H(t, x, u, z, p, q)
.
= A(t, x, u, z)�p + tr

[
D(t, x, z)�q

]
(1.3)
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(∀(t, x, u, z, p1, p2, p3, q, P, ψ) ∈ R × R
n × B1(K) × [0, 1] × R × R

n × R × R
n×m ×

R
n×n × R

3),

J(t, x, p2, q)
.
=A(t, x)�p2 + tr

[
D(t, x)�q

]
,(1.4)

H(t, x, u, z, p1, p2, p3, q, P, ψ)
.
=(ψ2p

1 − ψ1 − 2Tψ3)(1 − z)

+ ψ2

[
(1 − z)A(t, x) + zB(t)u

]�
p2

+ ψ2z|u|p3 + ψ2

√
1 − z tr

[
D(t, x)�q

]
+

ψ2

2
tr[D(t, x)�PD(t, x)](1 − z).(1.5)

The following assumptions will be used in the paper:
(A1) The maps A, B, D, and G are C2.
(A2) The first and second derivatives of A, B, D and the second derivative of G

are bounded. The maps A(t, x), B(t, x), D(t, x) are bounded by C(1 + |t|+ |x|). The
first derivative of G(w, x) is bounded by C(1 + |w| + |x|).

(A3) (∀x ∈ R
n), (∀(w1, w2) ∈ R × R) if w1 ≤ w2, then G(w1, x) ≤ G(w2, x).

In the rest of the paper, the derivative of the function B will be denoted by
Bt, and the partial derivatives of the function A (respectively, G, H, and J) with
respect to the first variable will be denoted by At (respectively, Ht and Jt) and with
respect to the second variable will be denoted by Ax (respectively, Hx and Jx). For
j ∈ Nm, Djt (respectively, Djx) denotes the partial derivative of the function Dj with
respect to the first variable (respectively, the second variable). The partial derivative
of G with respect to the first variable will be denoted by Gw and with respect to the
second variable will be denoted by Gx. The second partial derivatives of the function
G (respectively, H and J) with respect to the second variable will be denoted by Gxx

(respectively, Hxx and Jxx).

2. Problem statement. In this section, we formulate the original singular
stochastic control problem presented in the introduction using the formulation de-
scribed in [18] and in [23].

Definition 2.1. A singular control is defined by the following term:

C
.
= (Ω,F , P, {Ft}, {u(t), v(t)}, {W (t)}, {x(t)}) ,

where
(i) (Ω,F , P ) is a complete probability space with a right continuous complete

filtration {Ft};
(ii) {W (t)} is a standard m-dimensional {Ft}-Brownian motion;
(iii) {u(t), v(t)} is a B1(K) × R+-valued, corlol, {Ft}-progressively measurable

process such that {v(t)} is increasing and satisfies

v(T ) ≤ M ;(2.1)

(iv) {x(t)} is an R
n-valued, corlol, {Ft}-progressively measurable process such

that (∀t ∈ [0, T ])

x(t)
.
= ζ +

∫ t

0

A(s, x(s))ds +

∫
[0,t]

B(s)u(s)dv(s)

+

∫ t

0

D(s, x(s))dW (s),(2.2)

and x(0−) = ζ.
We write C for the set of controls satisfying the previous conditions.
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The cost is given by

J [C]
.
= EP

[
G

(∫ T

0

|u(s)|dv(s), x(T )

)]
.(2.3)

The set Ca of admissible controls is defined by

C
a .

= {C ∈ C : J [C] < ∞}.(2.4)

The singular control problem is defined by the minimization of J [C] on Ca. As-

suming the existence of an optimal singular control C̃, the aim of the paper is to
derive necessary conditions for C̃ to be optimal in terms of variational inequalities
(see the maximum principle presented in Theorem 5.9).

3. The auxiliary control problem. In this section, it is shown that the original
singular control problem can be converted into a classical control problem by using
a time transformation (see Propositions 3.4, 3.5, and 3.7). We used the technique
previously described in [14]. These results are presented here with minimal details
in order to be concise. The interested reader may consult [14] to have a complete
description of this approach. However, it must be pointed out that the model under
consideration in [14] and the one presented here are different. Indeed, in order to
derive a stochastic maximum principle one needs to have real-valued state constraints
(see (3.26) and the definition of N), whereas the constraints used in [14] to derive
sufficient conditions for the existence of an optimal control can take infinite value.
Moreover, an important difference is that one needs to have a special measurability
property for the auxiliary control problem (see the last part of Proposition 3.7) to
ensure the existence of the adjoint variables defined by backward stochastic differential
equations (see Corollary 4.2).

Assume the existence of an optimal singular control denoted by

C̃
.
=
(
Ω̂, F̂ , P̂ , {F̂t}, {ũ(t), ṽ(t)}, {Ŵ (t)}, {x̃(t)}

)
such that {ũ(t), ṽ(t)} is {F̂Ŵ

t }-progressively measurable.
Remark 3.1. The existence problem for singular stochastic control has already

been studied under general hypotheses in many papers (see, for example, [14] and [24]

and the references therein). As just stated, it is assumed that the optimal control C̃
satisfies an assumption related to the measurability of the singular control {ũ(t), ṽ(t)}
with respect to the filtration generated by the noise {F̂Ŵ

t }. It must be pointed out that
this hypothesis is classical (see, for example, assumption (S0) on page 114 in [41] or
the definition of the underlying filtration on page 967 in [38]).

With the next proposition, we show how it is possible to construct an optimal
singular control Ĉ satisfying v̂(T ) = M from the optimal singular control C̃.

Proposition 3.2. The control Ĉ defined by

Ĉ
.
=
(
Ω̂, F̂ , P̂ , {F̂t}, {û(t), v̂(t)}, {Ŵ (t)}, {x̂(t)}

)
,(3.1)

where

v̂(t) = ṽ(t)I[[0,T [[ + (M − ṽ(T ) + ṽ(t))I[[T,+∞[[,(3.2)

û(t) = ũ(t)

[
ṽ(T ) − ṽ(T−)

M − ṽ(T−)
I[T,+∞[×{ṽ(T )<M} + I[T,+∞[×{ṽ(T )=M}

]
+ ũ(t)I[[0,T [[,(3.3)
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is optimal. Moreover, v̂(T ) = M , and {û(t), v̂(t)} is a {F̂Ŵ
t }-progressively measurable

process.
Proof. From the definition of {û(t)} and {v̂(t)}, we have that v̂(T ) = M , and

(∀t ∈ [0, T [), û(t) = ũ(t), v̂(t) = ṽ(t), and û(T )Δv̂(T ) = ũ(T )Δṽ(T );(3.4)

consequently, we obtain that x̂(T ) = x̃(T ), and
∫
[0,T ]

|û(t)|dv̂(t) =
∫
[0,T ]

|ũ(t)|dṽ(t),
showing that J [Ĉ] = J [C̃]. Clearly, {û(t), v̂(t)} is a B1(K)×R+-valued, corlol, {F̂Ŵ

t }-
progressively measurable process implying that Ĉ is optimal.

Remark 3.3. Now we will work with the optimal control Ĉ for technical reasons.
However, by using Propositions 3.2 and 5.8, a general stochastic maximum principle
will be derived in terms of the optimal control C̃ giving the full generality to our result
(see Theorem 5.9).

Proposition 3.4. Denote the process
{
t + v̂(t)

}
by {Γ̂(t)}. Let {η∗(t)} be

the right inverse of {Γ̂(t)}. Then {η∗(t)} is a continuous time change such that the

probability space (Ω̂, F̂ , P̂ , {F̂Ŵ
η∗(t)}) satisfies the usual hypotheses. Moreover, there

exists a [0, 1]-valued, {F̂Ŵ
t }-progressively measurable process {ẑ(t)} such that

v̂(t) =

∫
[0,t]

ẑ(s)dΓ̂(s).(3.5)

Define the B1(K)×[0, 1]-valued, {F̂Ŵ
η∗(t)}-progressively measurable process {(α∗(t), θ∗(t))}

by

α∗(t) = û(η∗(t)) and θ∗(t) = ẑ(η∗(t)).(3.6)

Then

η∗(t) =

∫ t

0

(1 − θ∗(s))ds,(3.7)

J [Ĉ] = EP̂

[
G
(
μ∗(T + M), ξ∗(T + M)

)]
,(3.8)

EP̂

[
N
(
η∗(T + M)

)]
= 02,(3.9)

where the processes {ξ∗(t)} and {μ∗(t)} are solutions of the following equations:

ξ∗(t)
.
= ζ +

∫ t

0

A(η∗(s), ξ∗(s))(1 − θ∗(s))ds +

∫ t

0

θ∗(s)B(η∗(s))α∗(s)ds

+

∫ t

0

D(η∗(s), ξ∗(s))
√

(1 − θ∗(s))(1 − θ∗(s))+dŴ (η∗(s)),(3.10)

μ∗(t)
.
=

∫ t

0

|α∗(s)|θ∗(s)ds.(3.11)

Moreover,

x̂(t) = ξ∗(Γ̂(t)) and μ∗(T + M) =

∫
[0,T ]

|û(s)|dv̂(s)(3.12)

and

v̂(t) =

∫ Γ̂t

0

θ∗(s)ds and

∫
[0,t]

|û(s)|dv̂(s) =

∫ Γ̂(t)

0

|α∗(s)|θ∗(s)ds.(3.13)
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Proof. Following Proposition 3.1, Proposition 3.2, and Theorem 4.2 in [14], the
result can be obtained.

Let (Ω̃, F̃ , P̃ , {F̃t}) be a filtered probability space satisfying the usual hypothe-

ses and supporting a standard m-dimensional Brownian motion {Ṽt}. Define by

(Ω,G, Q, {Gt}) the usual augmentation of the filtered probability space {Ω̂ × Ω̃, F̂ ⊗
F̃ , P̂ ⊗ P̃ , F̂Ŵ

η∗(t) ⊗ F̃t}.
A random variable X̂ defined on (Ω̂, F̂ , P̂ ) may be viewed as defined on (Ω,G, Q)

by setting X(ω̂, ω̃) = x̂(ω̂) for (ω̂, ω̃) ∈ Ω̂ × Ω̃ and similarly for a random variable

defined on (Ω̃, F̃ , P̃ ). Consequently, let us introduce on (Ω,G, Q, {Gt}) the following
processes:⎧⎪⎪⎨

⎪⎪⎩
α(t, ω̂, ω̃)

.
= α∗(t, ω̂), θ(t, ω̂, ω̃)

.
= θ∗(t, ω̂), η(t, ω̂, ω̃)

.
= η∗(t, ω̂),

ξ(t, ω̂, ω̃)
.
= ξ∗(t, ω̂), μ(t, ω̂, ω̃)

.
= μ∗(t, ω̂), W (t, ω̂, ω̃)

.
= Ŵ (t, ω̂),

W̃ (t, ω̂, ω̃)
.
= Ṽ (t, ω̃).

(3.14)

Proposition 3.5. On (Ω,G, Q, {Gt}), the process {V (t)} defined by

V (t)
.
=

∫ t

0

√
(1 − θ(s))+dW (η(s)) +

∫ t

0

√
1 − (1 − θ(s))(1 − θ(s))+dW̃ (s)(3.15)

is a standard m-dimensional {Gt}-Brownian motion. The process {ξ(t), η(t), μ(t)} is
the unique solution of the following equations:

ξ(t) = ζ +

∫ t

0

A(η(s), ξ(s))[1 − θ(s)]ds +

∫ t

0

B(η(s))α(s)θ(s)ds

+

∫ t

0

D(η(s), ξ(s))

√
1 − θ(s)dV (s),(3.16)

η(t) =

∫ t

0

[1 − θ(s)]ds,(3.17)

μ(t) =

∫ t

0

|α(s)|θ(s)ds.(3.18)

Moreover,

J [C] = EQ

[
G
(
μ(T + M), ξ(T + M)

)]
,(3.19)

EQ

[
N
(
η(T + M)

)]
= 02.(3.20)

Proof. From Theorem 2.75 in [27], it follows that {V (t)} is a standard m-
dimensional {Gt}-Brownian motion. Using Theorem 6 in [39, page 194], we obtain
that the solution {ξ(t), η(t), μ(t))} of (3.16)–(3.18) exists and is unique. From the def-
inition of {V (t)}, it is easy to show that {ξ(t)} is the unique solution of the following
equation:

ξ(t)
.
= ζ +

∫ t

0

A(η(s), ξ(s))(1 − θ(s))ds +

∫ t

0

B(η(s))α(s)θ(s)ds

+

∫ t

0

D(η(s), ξ(s))

√
(1 − θ(s))(1 − θ(s))+dW (η(s)).(3.21)
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However, combining the fact that the process {ξ∗(t)} is the solution of (3.10) and
Proposition 10.46 in [27], it follows that {ξ(t)} satisfies (3.16). Therefore, {ξ(t)} is
the unique solution of (3.16). Moreover, it is clear from their definitions that the
processes {μ(t)} and {μ(t)} (respectively, {η(t)} and {η(t)}) are indistinguishable.

Finally, (3.19) and (3.20) follow easily from (3.8) and (3.9) and the definition of
the probability Q.

On the probability space (Ω,G, Q), define the filtration Jt
.
= F̂Ŵ

η∗(t) ⊗ {∅, Ω̃}.
The set of auxiliary control E is the set of {Jt}-progressively measurable pro-

cesses defined on (Ω,G, Q, {Gt}) and taking their value in B1(K) × [0, 1]. For any
{(α(t), θ(t))} in E , the auxiliary state process (η(t), ξ(t), μ(t)) is defined on (Ω,G,
Q, {Gt}) by

η(t)
.
=

∫ t

0

(1 − θ(s))ds,(3.22)

ξ(t)
.
= ζ +

∫ t

0

A(η(s), ξ(s))(1 − θ(s))ds +

∫ t

0

B(η(s))α(s)θ(s)ds

+

∫ t

0

D(η(s), ξ(s))
√

(1 − θ(s))dV (s),(3.23)

μ(t)
.
=

∫ t

0

|α(s)|θ(s)ds.(3.24)

Note that for any {(α(t), θ(t))} in E , the previous system admits a unique solution.
Moreover, we have EQ[G(μ(T + M), ξ(T + M))] < ∞.

The associated cost functional is defined by

M[α, θ]
.
= EQ

[
G
(
μ(T + M), ξ(T + M)

)]
.(3.25)

Definition 3.6. The set of admissible auxiliary control Ead is defined by the
set of processes {(α(t), θ(t))} ∈ E such that the corresponding auxiliary state process
{(η(t), ξ(t), μ(t))} satisfies the following constraint:

EQ

[
N
(
η(T + M)

)]
= 02.(3.26)

The auxiliary control problem is to minimize the cost (3.25) over Ead.
Proposition 3.7. The auxiliary control process {(α(t), θ(t))} defined by (3.14)

is optimal. Moreover, {(α(t), θ(t))} and the corresponding optimal auxiliary state
{(η(t), ξ(t), μ(t))} are {Jt}-progressively measurable processes.

Proof. Using Proposition 3.5, and following the same arguments as in the proof
of Theorem 4.6 in [14], the result can be obtained.

Lemma 3.8. Denote by {τn}n∈N∗ the sequence of {F̂Ŵ
t }-stopping times which

exhausts the jumps of {v̂(t)}. Then {Γ̂(τn)}n∈N∗ and {Γ̂(τn−)}n∈N∗ are sequences of

{F̂Ŵ
η∗(t)}-stopping times.

Proof. Since {Γ̂(t)} is a {F̂Ŵ
η∗(t)}-progressively measurable process, then there

exists a sequence of {F̂Ŵ
t }-stopping times, {τn}n∈N∗ , exhausting the jumps of {Γ̂(t)}.

Since {η∗(t)} is a time change on
(
Ω̂, F̂ , P̂ , {F̂Ŵ

t }
)

and using item a) of Lemma 10.5 in

[27], it follows that {Γ̂(τn)}n∈N∗ is a sequence of {F̂η∗(t)}-stopping times. Moreover,

using the fact that {Γ̂(τn−) > t} = {η∗(t) < τn}, it follows that {Γ̂(τn−)}n∈N∗ is a

sequence of {F̂Ŵ
η∗(t)}-stopping times.
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For the rest of the paper, we shall use the following notation for the different
filtered probability space under consideration:

F̂
Ŵ
η∗

.
=
(
Ω̂, F̂ , P̂ , {F̂Ŵ

η∗(t)}
)
, G

.
=
(
Ω,G, Q, {Gt}

)
, J

.
=
(
Ω,G, Q, {Jt}

)
.

4. The maximum principle for the auxiliary control problem. In this
section, a maximum principle is obtained for the auxiliary singular control problem.
Some important properties are derived to render possible the time change in order to
obtain the maximum principle for the original singular control problem presented in
the next section (see Theorem 5.9). In Proposition 4.1 and Corollary 4.2 the existence
of a general backward stochastic differential equations is established. In particular,
this result states there exists an {Jt}-adapted solution, labeled (Y (t), X(t)), to (4.4),
although the backward equation is driven by a Wiener process, labeled {V (t)}, such

that GV
t �⊂ Jt and Jt �⊂ GV

t . However, more importantly, a special expression is
obtained for X(t) (see (4.5)) that will be crucial in what follows. Using these results,
Theorem 4.4 states the existence of the adjoint variables for the auxiliary control
variables with an important property shown in (4.13). The stochastic maximum
principle for the auxiliary control problem is then obtained in terms of these adjoint
variables (see Theorem 4.5).

Proposition 4.1. On the filtered probability space F̂
Ŵ
η∗ , let us assume that the

function f : Ω̂× [0, T +M ]×R
k×R

k×m → R
k is M⊗B(Rk)⊗B(Rk×m)-measurable,

where M denotes the progressive σ-field, and satisfies the following:

(i) f(., 0, 0) ∈ L2(F̂Ŵ
η∗ ; [0, T + M ]; Rk).

(ii) There exists a constant L > 0 such that (∀(y, y, z, z) ∈ R
k × R

k × R
k×m ×

R
k×m)

|f(t, y, z) − f(t, y, z)| ≤ L [|y − y| + |z − z|] λ⊗ P̂ -a.s.

Then for any given Y ∗ ∈ L2(Ω̂, F̂Ŵ
η∗(T+M), P̂ ; Rk), the backward stochastic differential

equation

Y ∗(t) = Y ∗ −
∫ T+M

t

f(s, Y ∗(s), [1 − θ∗(s)]Z∗(s))ds

−
∫ T+M

t

Z∗(s)dŴ (η∗(s))(4.1)

admits a unique solution in the following class of processes:(
{Y ∗(t)}, {Z∗(t)}

)
∈ L2

(
F̂
Ŵ
η∗ ; [0, T + M ]; Rk

)
× L2

θ∗

(
F̂
Ŵ
η∗ ; [0, T + M ]; Rk

)
with {Y ∗(t)} continuous.

Proof. Clearly, the function f satisfies hypotheses (5.8) and (5.9) in [15, page 29],

where the underlying filtered probability space is given by F̂
Ŵ
η∗ . Now, using Theorem

6.1 in [15], it follows that there exists a unique tiple
(
{Y ∗(t)}, {Z∗(t)}, {N∗(t)}

)
such

that (∀t ∈ [0, T + M ])

Y ∗(t) = Y ∗ −
∫ T+M

t

f(s, Y ∗(s), [1 − θ∗(s)]Z∗(s))ds−
∫ T+M

t

Z∗(s)dŴ (η∗(s))

−
∫ T+M

t

dN∗(s),(4.2)
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where

{Y ∗(t)} ∈ L2
(
F̂
Ŵ
η∗ ; [0, T + M ]; Rk

)
,

{Z∗(t)} ∈ L2
θ∗

(
F̂
Ŵ
η∗ ; [0, T + M ]; Rk×m

)
,

and {N∗(t)} is a corlol, R
k-valued, {F̂Ŵ

η∗(t)}-martingale satisfying

(∀(i, j) ∈ Nk × Nk), (∀t ∈ [0, T + M ]), [Ŵi(η
∗(.)), N∗

j ]
t
= 0(4.3)

with EP̂ [tr[[N∗, N∗]T+M − [N∗, N∗]0]] < +∞.
Combining the optional stopping theorem, the martingale representation theorem

(see Theorem 4.15 in [34, p. 182]), and Proposition (1.5) in [40, p. 181], we obtain

that there exists a process {Φ(t)} ∈ L2
θ∗(F̂Ŵ

η∗ ; [0, T + M ]; Rk×m) such that

N∗(t) = EP̂ [N∗(T )] +

∫ t

0

Φ(s)dŴ (η∗(s)).

Combining the previous equation, (3.7), and (4.3), we obtain that ∀(i, j) ∈ Nk ×
Nk, ∀t ∈ [0, T + M ],

∫ t

0
Φij(s)(1 − θ∗(s))ds = 0. Consequently (∀t ∈ [0, T + M ]),∫ T+M

t
dN∗(s) = 0, and the result follows.

Note that this result is not an immediate consequence of general results for back-
ward stochastic differential equations (see, for example, [15]) since we need in partic-
ular to show that the last term in (4.2) cancels.

The next result demonstrates the existence, for a general backward stochastic dif-
ferential equation driven by the Wiener process {V (t)} and defined on the probability
space (Ω,G, Q, {Gt}), of an {Jt}-adapted solution satisfying (4.5). This result will be
used to show the existence of the adjoint variables defined on the same probability
space.

Corollary 4.2. On the filtered probability space G, let us assume that the
function g : Ω× [0, T +M ]×R

k ×R
k×m → R

k is N ⊗B(Rk)⊗B(Rk×m)-measurable,
where N denotes the progressive σ-field when the probability space (Ω,G, Q) is equipped
with the filtration {Jt} and satisfies the following:

(i) g(., 0, 0) ∈ L2(J; [0, T + M ]; Rk).
(ii) There exists a constant L > 0 such that (∀(y, y, z, z) ∈ R

k × R
k × R

k×m ×
R

k×m)

|g(t, y, z) − g(t, y, z)| ≤ L [|y − y| + |z − z|] λ⊗Q-a.s.

Then for any given Y ∈ L2(Ω,JT+M , Q; Rk) the backward stochastic differential equa-
tion

Y (t) = Y −
∫ T+M

t

g

(
s, Y (s),

√
1 − θ(s)X(s)

)
ds−

∫ T+M

t

X(s)dV s(4.4)

admits a unique solution in the following class of processes:

{Y (t), X(t)} ∈ L2
(
G; [0, T + M ]; Rk × R

k×m
)

with {Y (t)} continuous.
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Moreover, {Y (t), X(t)} ∈ L2(J; [0, T + M ]; Rk × R
k×m), and the process {X(t)}

can be written in the following form:

X(t) =

√
1 − θ(t)Z(t),(4.5)

where {Z(t)} ∈ L2
θ
(J; [0, T + M ]; Rk×m).

Proof. For (y, z) fixed in R
k×R

k×m, the process {g(t, x, y)} is {Jt}-progressively

measurable. Since Jt = F̂Ŵ
η∗(t) ⊗ {∅, Ω̃}

(∀ω̂ ∈ Ω̂), (∀(ω̃1, ω̃2) ∈ Ω̃ × Ω̃), g(ω̂, ω̃1, t, x, y) = g(ω̂, ω̃2, t, x, y).

For ω̃1 fixed in Ω̃, let us define the function f : Ω̂ × [0, T + M ] × R
k × R

k×m → R
k

such that f(ω̂, t, x, y) = g(ω̂, ω̃1, t, x, y). Then f is M⊗B(Rk)⊗B(Rk×m)-measurable

since N is isomorphic to M⊗{∅, Ω̃}, where M has been defined in Proposition 4.1.
Clearly, f so defined satisfies items (i) and (ii) of Proposition 4.1. In the same manner,

define Y ∗ by Y ∗(ω̂)
.
= Y (ω̂, ω̃1), and so Y ∗ ∈ L2(Ω̂, F̂Ŵ

η∗(T+M), P̂ ; Rk).
Therefore, from Proposition 4.1 we can claim that there exists a unique solution

to the following equation:

Y ∗(t) = Y ∗ −
∫ T+M

t

f(s, Y ∗(s), [1 − θ∗(s)]Z∗(s))ds

−
∫ T+M

t

Z∗(s)dŴ (η∗(s)).(4.6)

It is easy to show that∫ T+M

t

Z∗(s)dŴ (η∗(s)) =

∫ T+M

t

Z∗(s)
√

(1 − θ∗(s))(1 − θ∗(s))+dŴ (η∗(s)).(4.7)

Now define Y (ω̂, ω̃, t)
.
= Y ∗(ω̂, t), Z(ω̂, ω̃, t)

.
= Z∗(ω̂, t). Following the same arguments

as in the proof of Proposition 3.5 and combining (4.6) and (4.7), we obtain

Y (t) = Y −
∫ T+M

t

g(s, Y (s), [1 − θ(s)]Z(s))ds−
∫ T+M

t

√
1 − θ(s)Z(s)dV s.(4.8)

Consequently, we have that ({Y (t)}, {X(t)}) is the solution of (4.4), where

X(t)
.
= Z(t)

√
1 − θ(t).

Clearly,

{Y (t), X(t)} ∈ L2
(
J; [0, T + M ]; Rk × R

k×m
)
.

Then we have shown the existence of a solution with the desired property (see (4.5)).
The uniqueness follows exactly as in [37].

We will need the following result in the proof of the next theorem.
Lemma 4.3. ∀(t, x, u, z) ∈ R × R

n × B1(K) × [0, 1], (p1, p2, p3) ∈ R × R
n × R,

and (q1, q2, q3) ∈ R
1×m × R

n×m × R
1×m,

Ht(t, x, u, z, p, q) =
[
At(t, x)(1 − z) + zBt(t)u

]�
p2 +

m∑
j=1

Djt(t, x)�q2
j

√
1 − z,

Hx(t, x, u, z, p, q) =
[
Ax(t, x)(1 − z)

]�
p2 +

m∑
j=1

Djx(t, x)�q2
j

√
1 − z,
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where

p =

⎛
⎝p1

p2

p3

⎞
⎠

and

q =

⎛
⎝q1

q2

q3

⎞
⎠ .

Proof. One may easily show that these two equalities follow directly from the
definition of H (see (1.3)).

With the previous results, we may now obtain in the following theorem a cru-
cial property given by (4.13) of the solution of the backward stochastic differential
equations (4.9)–(4.12) which renders possible a time change.

Theorem 4.4. On the filtered probability space G, the system of backward
stochastic differential equations

dp(t) = −

⎛
⎝Ht(η(t), ξ(t), α(t), θ(t), p(t), q(t))

Hx(η(t), ξ(t), α(t), θ(t), p(t), q(t))
0

⎞
⎠ dt + q(t)dV (t),(4.9)

with

p(T + M) = −

⎛
⎝ 0

Gx

(
μ(T + M), ξ(T + M)

)
Gw

(
μ(T + M), ξ(T + M)

)
⎞
⎠(4.10)

and

dP (t) = −Ax(η(t), ξ(t))�P (t)(1 − θ(t))dt− P (t)Ax(η(t), ξ(t))(1 − θ(t))dt

−
m∑
j=1

[
Djx(η(t), ξ(t))

]�
P (t)Djx(η(t), ξ(t))(1 − θ(t))dt

−
m∑
j=1

([
Djx(η(t), ξ(t))

]�
Q

j
(t) + Q

j
(t)Djx(η(t), ξ(t))

)√
1 − θ(t)dt

−Hxx(η(t), ξ(t), α(t), θ(t), p(t), q(t))dt +

m∑
j=1

Q
j
(t)dV j(t),(4.11)

with

P (T + M) = −Gxx

(
μ(T + M), ξ(T + M)

)
,(4.12)

admits a unique solution in the following class of processes:

{
p(t), q(t), P (t),

(
Q

j
(t)
)
j∈Nm

}
∈ L2

(
G; [0, T +M ]; R2+n×R

(2+n)×m×Sn×
[
Sn
]m)

with {p(t), P (t)} continuous.



MAXIMUM PRINCIPLE SINGULAR STOCHASTIC CONTROL 681

Moreover,{
p(t, ω̂, ω̃) = p∗(t, ω̂), q(t, ω̂, ω̃) =

√
1 − θ∗(t, ω̂)q∗(t, ω̂),

P (t, ω̂, ω̃) = P ∗(t, ω̂), Q
j
(t, ω̂, ω̃) =

√
1 − θ∗(t, ω̂)Q∗j(t, ω̂)

(4.13)

∀(ω̂, ω̃) ∈ Ω̂× Ω̃ and ∀j ∈ Nm, where {p∗(t), P ∗(t), q∗(t),
(
Q∗j(t)

)
j∈Nm

} is the unique

solution in the following class of processes:

{p∗(t), P ∗(t)} ∈ L2
(
F̂
Ŵ
η∗ ; [0, T + M ]; R2+n × Sn

)
,

{q∗(t),
(
Q∗j(t)

)
j∈Nm

} ∈ L2
θ∗

(
F̂
Ŵ
η∗ ; [0, T + M ]; R(2+n)×m ×

[
Sn
]m)

with {p∗(t), P ∗(t)} continuous of the system of backward stochastic differential equa-

tions defined on the filtered probability space F̂
Ŵ
η∗ :

dp∗(t) = −

⎛
⎝Ht(η

∗(t), ξ∗(t), α∗(t), θ∗(t), p∗(t),
√

1 − θ∗(t)q∗(t))

Hx(η∗(t), ξ∗(t), α∗(t), θ∗(t), p∗(t),
√

1 − θ∗(t)q∗(t))
0

⎞
⎠ dt

+ q∗(t)dŴ (η∗(t))(4.14)

with

p∗(T + M) = −

⎛
⎝ 0
Gx

(
μ∗(T + M), ξ∗(T + M)

)
Gw

(
μ∗(T + M), ξ∗(T + M)

)
⎞
⎠(4.15)

and

dP ∗(t) = −Ax(η∗(t), ξ∗(t))�P ∗(t)(1 − θ∗(t))dt− P ∗(t)Ax(η∗(t), ξ∗(t))(1 − θ∗(t))dt

−
m∑
j=1

[Djx(η∗(t), ξ∗(t))]
�
P ∗(t)Djx(η∗(t), ξ∗(t))(1 − θ∗(t))dt

−
m∑
j=1

(
[Djx(η∗(t), ξ∗(t))]

�
Q∗j(t) + Q∗j(t)Djx(η∗(t), ξ∗(t))

)
(1 − θ∗(t))dt

− Hxx(η∗(t), ξ∗(t), α∗(t), θ∗(t), p∗(t),
√

1 − θ∗(t)q∗(t))dt

+

m∑
j=1

Q∗j(t)dŴ (η∗(t))(4.16)

with

P ∗(T + M) = −Gxx

(
μ∗(T + M), ξ∗(T + M)

)
.(4.17)

Proof. Using Lemma 4.3, (4.9) can be written in the form

p(t) = −p(T + M) −
∫ T+M

t

g(s, p(s),

√
1 − θ(s)q(s))ds−

∫ T+M

t

q(s)dV s,

where the R
n+2-valued function g is defined by

g(t, p, q)

= −

⎛
⎝
[
At(η(t), ξ(t))(1 − θ(t)) + θ(t)Bt(η(t))α(t)

]�
p2 +

∑m
j=1 Djt(η(t), ξ(t))

�q2
j[

Ax(η(t), ξ(t))(1 − θ(t))
]�

p2 +
∑m

j=1 Djx(η(t), ξ(t))�q2
j

0

⎞
⎠ ,
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for

p =

⎛
⎝p1

p2

p3

⎞
⎠

with p1 ∈ R, p2 ∈ R
n, and p3 ∈ R and for

q =

⎛
⎝q1

q2

q3

⎞
⎠ ,

where q1 ∈ R
1×n, q2 ∈ R

n×n, and q3 ∈ R
1×n. Moreover, from (4.10), it follows that

p̂(T + M) ∈ L2(Ω,JT+M , Q; Rk). Now, using the hypotheses (A1)–(A2) on the data
A, B, and D, it is easy to show that (4.9) satisfies the hypotheses of Corollary 4.2.
Therefore, the existence and the uniqueness results for (4.9) are a straightforward
consequence of Corollary 4.2. Using similar arguments, the existence and the unique-
ness results can be obtained for (4.11). By using Proposition 4.1, it can be shown
that (4.14)–(4.17) admit a unique solution. The last part of the theorem (see (4.13))
follows easily from Corollary 4.2 and its proof.

Now we give the maximum principle for the auxiliary control problem.
Theorem 4.5. There exist ψ ∈ S1(R

3) such that (∀(α, θ) ∈ B1(K) × [0, 1])

H(η∗(t), ξ∗(t),α, θ, p∗1(t), p∗2(t), p∗3(t), r∗(t), P ∗(t), ψ)

≤ H(η∗(t), ξ∗(t), α∗(t), θ∗(t), p∗1(t), p∗2(t), p∗3(t), r∗(t), P ∗(t), ψ)(4.18)

λ ⊗ P̂ -a.s. on [0, T + M ] × Ω̂, where {p∗1(t)} (respectively, {p∗2(t)}, {p∗3(t)}) is an
R (respectively, R

n, R)-valued process, and {q∗1(t)} (respectively, {q∗2(t)}, {q∗3(t)})
is an R

1×m (respectively, R
n×m, R

1×m)-valued process with

⎛
⎝
⎧⎨
⎩
⎛
⎝p∗1(t)
p∗2(t)
p∗3(t)

⎞
⎠
⎫⎬
⎭ ,

⎧⎨
⎩
⎛
⎝q∗1(t)
q∗2(t)
q∗3(t)

⎞
⎠
⎫⎬
⎭ , {P ∗(t)},

(
{Q∗j}

)
j∈Nm

⎞
⎠

solutions of (4.14)–(4.17) and

r∗(t)
.
=
[
q∗2(t) − P ∗(t)D(η∗(t), ξ∗(t))

]√
1 − θ∗(t).(4.19)

Proof. From assumptions (A1)–(A2) the hypothesis (3) of Theorem 5 in [38] is
satisfied. However, one hypothesis of Theorem 5 in [38] is not satisfied here in the

sense that we do not require the control processes {α(t)}, {θ(t)} to be {FV
t }-adapted.

As pointed out in [41] (see page 114 and the top of page 116), this hypothesis may
appear crucial in order to ensure the existence of the adjoint variables. However,
although we required the processes to be {Jt}-adapted, the proof of Theorem 5 in
[38] remains unchanged since we have shown in Corollary 4.2 the existence and the
uniqueness of the adjoint variables with the desired property.

Due to the particular block structure of the matrix D and from Theorem 5 in
[38], it follows that there exist ψ ∈ S1(R

3) such that (∀(α, θ) ∈ B1(K) × [0, 1]) the
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variational inequality can be written in the following form:

(1−θ)p1ψ(t) + (1 − θ)A(η(t), ξ(t))�p2ψ(t) + θ
[
B(η(t))α

]�
p2ψ(t) + θ|u|p3ψ(t)

+
√

1 − θ tr
[
D(η(t), ξ(t))�rψ(t)

]
+ (1 − θ) tr

[
D(η(t), ξ(t))�P

ψ
(t)D(η(t), ξ(t))

]
≤ (1−θ(t))p1ψ(t) + (1 − θ(t))A(η(t), ξ(t))�p2ψ(t) + θ(t)

[
B(η(t))α(t)

]�
p2ψ(t)

+ θ(t)|α(t)|p3ψ(t) +

√
1 − θ(t) tr

[
D(η(t), ξ(t))�rψ(t)

]

+ (1 − θ(t)) tr
[
D(η(t), ξ(t))�P

ψ
(t)D(η(t), ξ(t))

](4.20)

λ⊗ P -a.s. on [0, T + M ] × Ω with

rψ(t) = q2ψ(t) − P
ψ
(t)D(η(t), ξ(t))

√
1 − θ(t),(4.21)

and where {p1ψ(t)} (respectively, {p2ψ(t)}, {p3ψ(t)}) is an R (respectively, R
n, R)-

valued process, and {q1ψ(t)} (respectively, {q2ψ(t)}, {p3ψ(t)}) is an R
1×m (respec-

tively, R
n×m, R

1×m)-valued process such that⎛
⎝
⎧⎨
⎩
⎛
⎝p1ψ(t)
p2ψ(t)
p3ψ(t)

⎞
⎠
⎫⎬
⎭ ,

⎧⎨
⎩
⎛
⎝q1ψ(t)
q2ψ(t)
q3ψ(t)

⎞
⎠
⎫⎬
⎭
⎞
⎠

are the first-order adjoint variables solution of the following backward stochastic dif-
ferential equation (see equation (21) in [38]):

dpψ(t) = −

⎛
⎝Ht(η(t), ξ(t), α(t), θ(t), pψ(t), qψ(t))

Hx(η(t), ξ(t), α(t), θ(t), pψ(t), qψ(t))
0

⎞
⎠ dt + qψ(t)dV (t)(4.22)

with

pψ(T + M) = −

⎛
⎝ψ1N1t

(
η(T + M)

)
+ ψ3N2t

(
η(T + M)

)
ψ2Gx

(
μ(T + M), ξ(T + M)

)
ψ2Gw

(
μ(T + M), ξ(T + M)

)
⎞
⎠(4.23)

and where the second-order adjoint variable is the solution of the following equation
(see equation (22) in [38]):

dP
ψ
(t) = −Ax(η(t), ξ(t))�P

ψ
(t)(1 − θ(t))dt− P

ψ
(t)Ax(η(t), ξ(t))(1 − θ(t))dt

−
m∑
j=1

[
Djx(η(t), ξ(t))

]�
P

ψ
(t)Djx(η(t), ξ(t))(1 − θ(t))dt

−
m∑
j=1

([
Djx(η(t), ξ(t))

]�
Q

ψ,j
(t) + Q

ψ,j
(t)Djx(η(t), ξ(t))

)√
1 − θ(t)dt

−Hxx(η(t), ξ(t), α(t), θ(t), pψ(t), qψ(t))dt +

m∑
j=1

Q
ψ,j

(t)dV j(t)(4.24)

with

P
ψ
(T + M) = −ψ2 Gxx

(
μ(T + M), ξ(T + M)

)
.(4.25)
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From Theorem 3.1 in [37], the solutions of (4.22)–(4.25) exist and are unique. Since
EP

[
N(η(T +M))

]
= 02, we have N1t(η(T +M)) = 1, and N2t(η(T +M)) = 2T (see

the definition of N). Therefore, the terminal condition (4.23) is given by

pψ(T + M) = −

⎛
⎝ ψ1 + 2Tψ3

ψ2Gx

(
μ(T + M), ξ(T + M)

)
ψ2Gw

(
μ(T + M), ξ(T + M)

)
⎞
⎠.(4.26)

Simple calculations show that⎛
⎝
⎧⎨
⎩ψ2p(t) +

⎛
⎝−ψ1 − 2Tψ3

0
0

⎞
⎠
⎫⎬
⎭ , {ψ2q(t)}

⎞
⎠

is the solution of (4.22) with the terminal condition (4.26). By uniqueness, we obtain
that

pψ(t) = ψ2p(t) +

⎛
⎝−ψ1 − 2Tψ3

0
0

⎞
⎠ , qψ(t) = ψ2q(t).(4.27)

Moreover, combining (4.27) and the definition of H (see (1.3)), it is easy to obtain
that

Hxx(η(t), ξ(t), α(t), θ(t), pψ(t), qψ(t)) = ψ2Hxx(η(t), ξ(t), α(t), θ(t), p(t), q(t)).

Consequently, ({ψ2P (t)}, ({ψ2Q
j
(t)})j∈Nm

) is the solution of (4.24) with the terminal
condition (4.25). By uniqueness, we obtain that

P
ψ
(t) = ψ2P (t), Q

ψ,j
(t) = ψ2Q

j
(t).(4.28)

Now using Theorem 4.4 (see (4.13)) and (4.27), (4.28), it follows that

pψ(t, ω̂, ω̃) = ψ2p
∗(t, ω̂) +

⎛
⎝−ψ1 − 2Tψ3

0
0

⎞
⎠ , P

ψ
(t, ω̂, ω̃) = ψ2P

∗(t, ω̂),

(4.29)

qψ(t, ω̂, ω̃) = ψ2

√
1 − θ∗(t, ω̂)q∗(t, ω̂), Q

ψ,j
(t, ω̂, ω̃) = ψ2

√
1 − θ∗(t, ω̂)Q∗j(t, ω̂),

(4.30)

and from (4.21) it implies that

rψ(t, ω̂, ω̃) = ψ2

√
1 − θ∗(t, ω̂)

[
q∗(t, ω̂) − P ∗(t, ω̂)D(η∗(t, ω̂), ξ∗(t, ω̂))

]
= ψ2r

∗(t, ω̂),(4.31)

where we have used the definitions of {η(t)}, {ξ(t)} (see (3.14)).
Now using the definitions of the processes {α(t)} and {θ(t)}, the definition of H

(see (1.5)), and (4.30), (4.31), it follows that the variational inequality (4.20) can be

written on the filtered probability space F̂
Ŵ
η∗ as (∀(α, θ) ∈ B1(K) × [0, 1])

H(η∗(t), ξ∗(t),α, θ, p∗1(t), p∗2(t), p∗3(t), r∗(t), P ∗(t), ψ)

≤ H(η∗(t), ξ∗(t), α∗(t), θ∗(t), p∗1(t), p∗2(t), p∗3(t), r∗(t), P ∗(t), ψ)

λ⊗ P̂ -a.s. on [0, T + M ] × Ω̂, showing the result.
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5. The singular maximum principle and adjoint variables. In this section
we first characterize the adjoint variables for the original control problem. Using the
important property given by (4.13), it is possible to obtain the adjoint variables for
the original control problem as shown in Theorem 5.2 by using a time change. The
interesting feature of these adjoint variables is that the first component is the solution
of a singular backward equation (see (5.1)). Then some technical results (Lemma 5.3,
Proposition 5.4, Corollary 5.5, Lemma 5.7) are derived. Proposition 5.8 is particularly

important to describe the connection between the optimal controls C̃ and Ĉ. Finally,
the stochastic maximum principle for the original singular control problem in the
general case is obtained and presented in Theorem 5.9.

In the following definition, we introduce the backward stochastic differential equa-
tions that will be satisfied by the adjoint variables for the original control problem.
Note the special form of the second term of the right-hand side of (5.1) that gives a
singular part for these adjoint variables.

Definition 5.1. Let C ∈ Ca be a singular control

C
.
= (Ω,F , P, {Ft}, {u(t), v(t)}, {W (t)}, {x(t)})

such that {u(t), v(t)} is {FW
t }-progressively measurable. If the system of backward

stochastic differential equations

p1(t) =

∫ T

t

At(s, x(s))�p2(s)ds +

∫
]t,T ]

p2(s)�Bt(t)u(s)dv(s)

+

∫ T

t

m∑
j=1

Djt(t, x(t))�q2
j (s)dt−

∫ T

t

q1(s)dW (s),(5.1)

p2(t) = −Gx

(∫ T

0

|u(s)|dv(s), x(T )

)
+

∫ T

t

Ax(s, x(s))�p2(s)ds

+

∫ T

t

m∑
j=1

Djx(s, x(s))�q2
j (s)dt−

∫ T

t

q2(s)dW (s),(5.2)

p3(t) = −Gw

(∫ T

0

|u(s)|dv(s), x(T )

)
−
∫ T

t

q3(s)dW (s),(5.3)

and

P (t) = −Gxx

(∫ T

0

|u(s)|dv(s), x(T )

)
+

∫ T

t

[
Ax(s, x(s))�P (s) − P (s)Ax(s, x(s))

]
ds

+

m∑
j=1

∫ T

t

Djx(s, x(s))�P (s)Djx(s, x(s))ds +

∫ T

t

Jxx(s, x(s), p2(s), q2(s))ds

+

m∑
j=1

∫ T

t

[
Djx(s, x(s))�Qj(s) + Qj(s)Djx(s, x(s))

]
ds−

∫ T

t

m∑
j=1

Qj(s)dW (s),

admits a solution in the class of processes{
p1(t), p2(t), p3(t)

}
∈ L2

(
F
W ; [0, T ]; R × R

n × R

)
,{

q1(t), q2(t), q3(t)
}
∈ L2

(
F
W ; [0, T ]; R1×m × R

n×m × R
1×m

)
,(

{P (t)},
(
{Qj(t)}

)
j∈Nm

)
∈ L2

(
F
W ; [0, T ];Sn

)
×
[
L2
(
F
W ; [0, T ];Sn

)]m
,
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with
{
p1(t), p2(t), p3(t), P (t)

}
corlol, and where F

W .
=
(
Ω,F , P, {FW

t }
)
, then

(({pi(t)}, {qi(t)})i∈N3 , {P (t)}, ({Qj(t)})j∈Nm) are called the adjoint variables associ-
ated with the control C. The solution is said to be unique if the solution of the previous
system is unique in this class of processes.

By using a time transformation, we show that we can obtain the adjoint variables
for the original optimal control from ({p∗(t)}, {q∗(t)}, {P ∗(t)}, ({Q∗j(t)})j∈Nm

).
Theorem 5.2. Define the following processes:

p̂(t)
.
= p∗(Γ̂(t)), q̂(t)

.
= q∗(Γ̂(t)), P̂ (t)

.
= P ∗(Γ̂(t)), Q̂j(t)

.
= Q∗j(Γ̂(t)),(5.4)

for j ∈ Nm, where ({p∗(t)}, {q∗(t)}, {P ∗(t)}, ({Q∗j})j∈Nm
) are solutions of (4.14)–

(4.17). Write p̂(t) in the form

p̂(t) =

⎛
⎝p̂1(t)
p̂2(t)
p̂3(t)

⎞
⎠ ,

where p̂1(t) ∈ R, p̂2(t) ∈ R
n, and p̂3(t) ∈ R and similarly

q̂(t) =

⎛
⎝q̂1(t)
q̂2(t)
q̂3(t)

⎞
⎠ ,

where q̂1(t) ∈ R
1×n, q̂2(t) ∈ R

n×n, and q̂3(t) ∈ R
1×n.

Then (({p̂i(t)}, {q̂i(t)})i∈N3
, {P̂ (t)}, ({Q̂j(t)})j∈Nm) are the unique adjoint vari-

ables associated with the control Ĉ.
Proof. Combining Lemma 4.3 and (4.14), (3.7), we obtain

p∗2(t) = −Gx

(
μ∗(T + M), ξ∗(T + M)

)
+

∫ T+M

t

Ax(η∗(s), ξ∗(s))�p∗2(s)dη∗(s)

+

∫ T+M

t

m∑
j=1

Djx(η∗(s), ξ∗(s))�q∗2j (s)dη∗(s) −
∫ T+M

t

q∗2(s)dŴ (η∗(s)).(5.5)

However, from (3.12), it follows that

Gx

(
μ∗(T + M), ξ∗(T + M)

)
= Gx

(∫
[0,T ]

|û(s)|dv̂(s), x̂(T )

)
.

Now, using the fact that Γ̂(T ) = T + M , (5.5) becomes

p∗2(t) = −Gx

(
μ∗(T + M), ξ∗(T + M)

)
+

∫ Γ̂(T )

t

Ax(η∗(s), ξ∗(s))�p∗2(s)dη∗(s)

+

∫ Γ̂(T )

t

m∑
j=1

Djx(η∗(s), ξ∗(s))�q∗2j (s)dη∗(s) −
∫ Γ̂(T )

t

q∗2(s)dŴ (η∗(s)).

Consequently, the value of the process {p∗2(t)} at time Γ̂(t) is given by {p∗2(Γ̂(t))}
and satisfies

p∗2(Γ̂(t)) = −Gx

(∫
[0,T ]

|û(s)|dv̂(s), x̂(T )

)
+

∫ Γ̂(T )

Γ̂(t)

Ax(η∗(s), ξ∗(s))�p∗2(s)dη∗(s)

+

∫ Γ̂(T )

Γ̂(t)

m∑
j=1

Djx(η∗(s), ξ∗(s))�q∗2j (s)dη∗(s) −
∫ Γ̂(T )

Γ̂(t)

q∗2(s)dŴ (η∗(s)).(5.6)
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Clearly, {Γ̂(t)} is a time change on the filtered probability space F̂
Ŵ
η∗ . According to

Definition (1.3) in [40, p. 180], {η∗(t)} is clearly a {Γ̂(t)}-continuous process since

{η∗(t)} is the right inverse of {Γ̂(t)}. Recalling η∗(Γ̂(s)) = s, ξ∗(Γ̂(s)) = x̂(s) and
applying Proposition (1.4) in [40, p. 180] to the second and the third terms of the
right-hand side of (5.6), it follows that

p∗2(Γ̂(t)) = −Gx

(∫
[0,T ]

|û(s)|dv̂(s), x̂(T )

)
+

∫ T

t

Ax(s, x̂(s))�p∗2(Γ̂(s))ds

+

∫ T

t

m∑
j=1

Djx(s, x̂(s))�q∗2j (Γ̂(s))ds−
∫ Γ̂(T )

Γ̂(t)

q∗2(s)dŴ (η∗(s)).

Finally, applying Proposition (1.5) in [40, p. 181] to the last term of the right-hand
side of the previous equation gives

p∗2(Γ̂(t)) = −Gx

(∫
[0,T ]

|û(s)|dv̂(s), x̂(T )

)
+

∫ T

t

Ax(s, x̂(s))�p∗2(Γ̂(s))ds

+

∫ T

t

m∑
j=1

Djx(s, x̂(s))�q∗2j (Γ̂(s))ds−
∫ T

t

q∗2(Γ̂(s))dŴ (s).(5.7)

Using similar arguments, it is easy to obtain that

(5.8)

p∗3(Γ̂(t)) = −Gw

(∫
[0,T ]

|û(s)|dv̂(s), x̂(T )

)
−
∫ T

t

q3(Γ̂(s))dŴ (s),

P ∗(Γ̂(t)) = −Gxx

(∫
[0,T ]

|û(s)|dv̂(s), x̂(T )

)
+

∫ T

t

Jxx(s, x̂(s), p∗2(Γ̂(s)), q∗2(Γ̂(s)))ds

+

∫ T

t

[
Ax(s, x̂(s))�P ∗(Γ̂(s)) − P ∗(Γ̂(s))Ax(s, x̂(s))

]
ds

+

m∑
j=1

∫ T

t

Djx(s, x̂(s))�P ∗(Γ̂(s))Djx(s, x̂(s))ds

+

m∑
j=1

∫ T

t

[
Djx(s, x̂(s))�Q∗j(Γ̂(s)) + Q∗j(Γ̂(s))Djx(s, x̂(s))

]
ds

−
∫ T

t

m∑
j=1

Q∗j(Γ̂(s))dŴ (s).(5.9)

Now for {p∗1(Γ̂(t))}, we have from Lemma 4.3 and (4.14)

p∗1(Γ̂(t)) =

∫ T+M

Γ̂(t)

At(η
∗(s), ξ∗(s))�p∗2(s)dη∗(s) −

∫ T+M

Γ̂(t)

q∗1(s)dŴ (η∗(s))

+

∫ T+M

Γ̂(t)

m∑
j=1

Djt(η
∗(s), ξ∗(s))�q∗2j (s)dη∗(s)

+

∫ T+M

Γ̂(t)

p∗2(s)
�
Bt(η

∗(s))α∗(s)θ∗(s)ds.(5.10)
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Except for the last term, the same reasoning establishes

p∗1(Γ̂(t)) =

∫ T

t

At(s, x̂(s))�p∗2(Γ̂(s))ds +

∫ T

t

m∑
j=1

Djt(s, x̂(s))�q∗2j (Γ̂(s))ds

−
∫ T

t

q∗1(Γ̂(s))dŴ (s) +

∫ Γ̂(T )

Γ̂(t)

p∗2(s)
�
Bt(η

∗(s))α∗(s)θ∗(s)ds.(5.11)

Note from (5.5) that (∀t ∈ [Γ̂(τi−), Γ̂(τi)]) p
∗2(t) is constant P̂ -a.s. on the set {τi ≤ T},

and so (∀t ∈ [0, T +M ]) p∗2(t) = p∗2(Γ̂(η∗(t))). Consequently, combining the previous
equality and (3.6), the last term of (5.11) becomes

∫ Γ̂(T )

Γ̂(t)

p∗2(s)
�
Bt(η

∗(s))α∗(s)θ∗(s)ds =

∫ Γ̂(T )

Γ̂(t)

p∗2(Γ̂(η∗(s)))
�
Bt(η

∗(s))û(η∗(s))dṽ(s),

where ṽ(t) =
∫ t

0
θ∗(s)ds.

Now using item (55.2) in Theorem 55 in [13, p. 132], it follows that

∫ Γ̂(T )

Γ̂(t)

p∗2(s)
�
Bt(η

∗(s))α∗(s)θ∗(s)ds =

∫
]t,T ]

p∗2(Γ̂(s))
�
Bt(s)û(s)dṽ(Γ̂(s)).(5.12)

However, v̂(t) =
∫ Γ̂t

0
θ∗(s)ds = ṽ(Γ̂(t)) (see (3.13)). Consequently, combining (5.12)

and (5.11) gives

p∗1(Γ̂(t)) =

∫ T

t

At(s, x̂(s))�p∗2(Γ̂(s))ds +

∫ T

t

m∑
j=1

Djt(s, x̂(s))�q∗2j (Γ̂(s))ds

−
∫ T

t

q∗1(Γ̂(s))dŴ (s) +

∫
]t,T ]

p∗2(Γ̂(s))
�
Bt(s)û(s)dv̂(s).(5.13)

In conclusion, from (5.7), (5.8), (5.9), and (5.13), we obtain that

((
{p∗i(Γ̂(t))}, {q∗i(Γ̂(t))}

)
i∈N3

, {P (Γ̂(t))},
(
{Q∗j(Γ̂(t))}

)
j∈Nm

)
,

the adjoint variables associated with the control Ĉ. By linearity, the uniqueness is eas-
ily obtained for ({P̂ (t)}, ({Q̂j(t)})j∈Nm), and ({p̂2(t)}, {q̂2(t)}) implying the unique-
ness for ({p̂1(t)}, {q̂1(t)}), and ({p̂3(t)}, {q̂3(t)}), which shows the result.

We present now some technical results that we will need to obtain the maximum
principle.

Lemma 5.3. For ψ ∈ R
3, and (α, θ) ∈ B1(K) × [0, 1], write

L(t, α, θ) =H(η∗(t), ξ∗(t), α, θ, p∗1(t), p∗2(t), p∗3(t), r∗(t), P ∗(t), ψ)

−H(η∗(t), ξ∗(t), α∗(t), θ∗(t), p∗1(t), p∗2(t), p∗3(t), r∗(t), P ∗(t), ψ).(5.14)
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Then, ∀t ∈ [Γ̂(τi−), Γ̂(τi)],

L(t, α, θ) = ψ2

[
B(τi)(θα− û(τi))

]�
p̂2(τi) + ψ2(θ|α| − |û(τi)|)p̂3(τi)

+ (1 − θ)

{
−ψ1 − 2Tψ3 + ψ2

[
p̂1(τi−) − [B(τi)û(τi)]

�
(t− Γ̂(τi−))p̂2(τi)

+ A
(
τi, x̂(τi−) + B(τi)û(τi)(t− Γ̂(τi−))

)�

p̂2(τi)

+
1

2
tr
[
D
(
τi, x̂(τi−) + B(τi)û(τi)(t− Γ̂(τi−))

)�

P̂ (τi)

×D
(
τi, x̂(τi−) + B(τi)û(τi)(t− Γ̂(τi−))

)]]}

P̂ -a.s. on {τi ≤ T}.
Proof. Clearly, we have Γ̂(τi−) < Γ̂(τi) P̂ -a.s. on {τi ≤ T}. Since {η∗(t)} is the

right inverse of {Γ̂(t)}, it gives that

(∀t ∈ [Γ̂(τi−), Γ̂(τi)]), η∗(t) = τi P̂ -a.s. on {τi ≤ T},(5.15)

and so with (3.6) (∀t ∈ [Γ̂(τi−), Γ̂(τi)]),

θ∗(t) = ẑ(τi) and α∗(t) = û(τi) P̂ -a.s. on {τi ≤ T}.(5.16)

Therefore, using (3.7)

(∀t ∈ [Γ̂(τi−), Γ̂(τi)]), θ∗(t) = 1 P̂ -a.s. on {τi ≤ T},(5.17)

and by (4.19)

(∀t ∈ [Γ̂(τi−), Γ̂(τi)]), r∗(t) = 0 P̂ -a.s. on {τi ≤ T}.(5.18)

Combining Lemma 3.8 and (5.15) we have (∀t ∈ [Γ̂(τi−), Γ̂(τi)])∫ t

Γ̂(τi−)

q(s)dW (η∗(s)) = 0 P̂ -a.s. on {τi ≤ T}.(5.19)

Write p∗(t) in the form

p∗(t) =

⎛
⎝p∗1(t)
p∗2(t)
p∗3(t)

⎞
⎠ ,

where p∗1(t) ∈ R, p∗2(t) ∈ R
n, and p∗3(t) ∈ R.

For θ = 1, simple calculations give that ∀(η, ξ, α, p, q) ∈ R×R
n×B1(K)×R

2+n×
R

(2+n)×m

Hx(η, ξ, α, θ, p, q) = 0 and Ht(η, ξ, α, θ, p, q) =
(
0|
[
Bt(η)α

]�|0)p.
It follows from (4.14), (5.15)–(5.17), and (5.19) that P̂ -a.s. surely on {τi ≤ T}, ∀t in

[Γ̂(τi−), Γ̂(τi)],

p∗(t) =

⎛
⎜⎜⎜⎝
p∗1(Γ̂(τi−)) −

∫ t

Γ̂(τi−)

[
Bt(τi)û(τi)

]�
p∗2(s)ds

p∗2(Γ̂(τi))

p∗3(Γ̂(τi))

⎞
⎟⎟⎟⎠
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and so

p∗(t) =

⎛
⎝p̂1(τi−) −

[
Bt(τi)û(τi)

]�
p̂2(τi)(t− Γ̂(τi−))

p̂2(τi)
p̂3(τi)

⎞
⎠ ,(5.20)

by using the definition of p̂(t).

Using similar arguments, we obtain that P̂ -a.s. on {τi ≤ T}

(∀t ∈ [Γ̂(τi−), Γ̂(τi)]), P ∗(t) = P ∗(Γ̂(τi)) = P̂ (τi)(5.21)

and from (3.10) and (3.12)

(∀t ∈ [Γ̂(τi−), Γ̂(τi)]), ξ∗(t) = ξ∗(Γ̂(τi−)) +

∫ t

Γ̂(τi−)

θ∗(s)B(η∗(s))α∗(s)ds

= x̂(τi−) + B(τi)û(τi)
(
t− Γ̂(τi−)

)
.(5.22)

Therefore, combining (1.3), (1.5), (5.15), and (5.18), we obtain that ∀t in [Γ̂(τi−), Γ̂(τi)]),

H(η∗(t), ξ∗(t), α, θ, p∗1(t), p∗2(t), p∗3(t), r∗(t), P ∗(t), ψ) = (1 − θ)

{
−ψ1 − 2Tψ3

+ ψ2

[
p∗1(t) + A

(
τi, ξ

∗(t)
)�

p∗2(t) +
1

2
tr
[
D
(
τi, ξ

∗(t)
)�

P ∗(t)D
(
τi, ξ

∗(t)
)]]}

+ ψ2θ
[
B(τi)α

]�
p∗2(t) + ψ2θ|α|p∗3(t)

P̂ -a.s. on {τi ≤ T}. Finally, the result follows using the previous equation and (5.14),
(5.20), (5.21), and (5.22).

Proposition 5.4. Let ψ ∈ S1(R
3) such that the variational inequality (4.18) is

satisfied. Then, for (α, θ) ∈ B1(K) × [0, 1]

(∀t ∈ [Γ̂(τi−), Γ̂(τi)]), L(t, α, θ) ≤ 0 P̂ -a.s. on {τi ≤ T}.(5.23)

Proof. From Lemma 5.3, it follows that L(t, α, θ) is continuous on [Γ̂(τi−), Γ̂(τi)]

P̂ -a.s. on {τi ≤ T}. However, using Fubini’s theorem and Theorem 4.5, we obtain
that ∫ Γ̂(τi)

Γ̂(τi−)

I{(t,ω̂)∈[0,T+M ]×Ω̂:L(t,α,θ)>0}(s, ω̂)ds = 0

P̂ -a.s. on {τi ≤ T}, giving the result.
Corollary 5.5. Let ψ ∈ S1(R

3) such that the variational inequality (4.18) is
satisfied. Then, for (α, θ) ∈ B1(K) × [0, 1],

L(Γ̂(t), α, θ) ≤ 0 MΓ̂-a.s. on [0, T ] × Ω̂.(5.24)

Proof. Write

N(α, θ)
.
= {(t, ω̂) ∈ [0, T + M ] × Ω̂ : L(t, α, θ) > 0},

Ñ(α, θ)
.
= {(t, ω̂) ∈ [0, T ] × Ω̂ : (Γ̂(t), ω) ∈ N(α, θ)}.
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Then

MΓ̂(Ñ(α, θ)) = EP̂

[∫
[0,T ]

I
Ñ(α,θ)

(s, ω̂)dΓ̂(s)

]

= EP̂

[∫ Γ̂(T )

0

I
Ñ(α,θ)

(η∗(s), ω̂)ds

]

= λ⊗ P̂ (N∗(α, θ)),(5.25)

where N∗(α, θ) = {(t, ω̂) ∈ [0, T + M ] × Ω̂ : (Γ̂(η∗(t)), ω) ∈ N(α, θ)}.
Now, if (t, ω̂) ∈ [

∞
∪
i=1

[[Γ̂(τi−), Γ̂(τi)]]]
c, then Γ̂(η∗(t)) = t. Consequently,

N∗(α, θ) ∩
[ ∞
∪
i=1

[[Γ̂(τi−), Γ̂(τi)]]
]c

⊂ N(α, θ) ∩
[ ∞
∪
i=1

[[Γ̂(τi−), Γ̂(τi)]]
]c
.

However, from Theorem 4.5, λ⊗ P̂ (N(α, θ)) = 0. Therefore,

λ⊗ P̂ (N∗(α, θ)) = λ⊗ P̂
(
N∗(α, θ) ∩

∞
∪
i=1

[[Γ̂(τi−), Γ̂(τi)]]
)
.(5.26)

Furthermore, writing π for the projection of [0, T + M ] × Ω̂ to Ω̂, we have

π
(
N∗(α, θ) ∩ [[Γ̂(τi−), Γ̂(τi)]]

)
⊂ {τi ≤ T} ∩ {ω̂ ∈ Ω̂ : L(Γ̂(τi), α, θ) > 0}.

From Proposition 5.4, it follows that P̂ ({τi ≤ T} ∩ {ω̂ ∈ Ω̂ : L(Γ̂(τi), α, θ) >

0}) = 0, and so λ ⊗ P̂ (N∗(α, θ) ∩ ∪∞
i=1[[Γ̂(τi−), Γ̂(τi)]]) = 0. Using (5.26), we have

λ ⊗ P̂ (N∗(α, θ)) = 0, and from (5.25), it follows that MΓ̂(Ñ(α, θ)) = 0, giving the
result.

Lemma 5.6. Let (Ω,F , P ) be a complete probability space with a right continuous
complete filtration {Ft} and let {v(t)} be an R+-valued, corlol, {Ft}-progressively
measurable increasing process. Define

v′(t) =

⎧⎨
⎩lim ε→0

ε>0

v(t + ε) − v(t− ε)

2ε
if the limit exists in R,

0 otherwise.

Then {v′(t)} is an R+-valued, {Ft}-progressively measurable process.
Proof. Clearly, the R+-valued process {v′(t)} exists. By using the result 14 in

[12, page 141], {v′(t)} is an {Ft}-progressively measurable process.
Lemma 5.7. Let (Ω,F , P ) be a complete probability space with a right continuous

complete filtration {Ft} and let {v(t)} be an R+-valued, corlol, {Ft}-progressively
measurable increasing process such that v(T ) ≤ M . Write Γ(t) = t + v(t) and let
{z(t)} be an {Ft}-progressively measurable process such that v(t) =

∫
[0,t]

z(s)dΓ(s).

Then z(t) = 1 Mvs-a.s. on [0, T ] × Ω, and z(t) = v′(t)
1+v′(t) Mvac-a.s. on [0, T ] × Ω.

Proof. Clearly, we have (∀A ∈ B([0, T + M ])) dvac(A) =
∫
A
z(s)dΓac(s), and so∫

A
v′(s)ds =

∫
A
z(s)Γ′(s)ds. Now using the definition of {Γ(t)} the last part of the

result follows. Denote by F a set such that λ⊗ P (F ) = 0 and (∀A ∈ B([0, T ]) ⊗FT )
MΓs(A) = MΓ(A ∩ F ). Note that Mvs = MΓs . Consequently, ∀A ∈ F ,

EP

[∫
[0,T ]

IAz(s)dΓ(s)

]
= EP

[∫
[0,T ]

IAdΓ(s)

]
,

and so z(t) = 1 Mvs -a.s. on [0, T ] × Ω, showing the last result.
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The next proposition presents some relations between the optimal singular control
C̃ and Ĉ. This result is important, as it gives the full generality to our maximum
principle.

Proposition 5.8. Assume the existence of an optimal singular control denoted
by

C̃
.
=
(
Ω̂, F̂ , P̂ , {F̂t}, {ũ(t), ṽ(t)}, {Ŵ (t)}, {x̃(t)}

)

such that {ũ(t), ṽ(t)} is {F̂Ŵ
t }-progressively measurable.

Then the optimal control

Ĉ
.
=
(
Ω̂, F̂ , P̂ , {F̂t}, {û(t), v̂(t)}, {Ŵ (t)}, {x̃(t)}

)

defined by (3.2) and (3.3) is such that on the filtered probability space (Ω̂, F̂ , P̂ , {F̂t})
the processes {x̃(t)} and {x̂(t)} are indistinguishable, and

Mṽs � Mv̂s , Mṽac = Mv̂ac ,(5.27)

ũ(t) = û(t), and ṽ(t) = v̂(t) Mṽac-a.s. on [0, T ] × Ω̂.(5.28)

The adjoint variables (({p̃i(t)}, {q̃i(t)})i∈N3 , {P̃ (t)}, ({Q̃j(t)})j∈Nm) associated with C̃
exist and are unique. Moreover, for i ∈ N3, j ∈ Nm,

p̃i(t) = p̂i(t), q̃i(t) = q̂i(t), P̃ (t) = P̂ (t), and Q̃j(t) = Q̂j(t),(5.29)

where (({p̂i(t)}, {q̂i(t)})i∈N3 , {P̂ (t)}, ({Q̂j(t)})j∈Nm) are the adjoint variables associ-

ated with Ĉ.
Proof. From the definition of {û(t)} and {v̂(t)} (see (3.2) and (3.3)), we obtain

(5.28) and the fact that {x̂(t)} and {x̃(t)} are indistinguishable. Moreover (∀t ∈
[0, T ]), v̂(t) ≥ ṽ(t) and v̂ac(t) = ṽac(t), giving (5.27). Theorem 5.2 shows the existence

of the adjoint variables ((p̂i(t), q̂i(t))i∈N3 , P̂ (t), (Q̂j(t))j∈Nm) associated with Ĉ. Now

(3.4) gives the existence of the adjoint variables ((p̃i(t), q̃i(t))i∈N3
, P̃ (t), (Q̃j(t))j∈Nm

)

associated with C̃ satisfying (5.29). As in the proof of Theorem 5.2, the uniqueness
follows from Theorem 3.1 in [37], showing the result.

We can now establish a necessary condition for any control C̃ ∈ Ca to be op-
timal. In fact similarly to the maximum principle for nonsingular control problem
(see, for example, [38, 41] and the references therein), we show that if a control

C̃ = (Ω̂, F̂ , P̂ , {F̂t}, {ũ(t), ṽ(t)}, {Ŵ (t)}, {x̃(t)}) is optimal, it maximizes a certain
Hamiltonian a.s. with respect to the measure of Doleans-Dade generated by the opti-
mal control {ṽ(t)}. This last property, which represents an important difference from
the classical (nonsingular) control problem where the optimal control maximizes the
Hamiltonian a.s. surely with respect to the product measure of the Lebesgue measure
and the underlying probability, is already present in the expression of the maximum
principle derived by Cadenillas and Haussmann [8] (see the last term of the inequality
(66) on page 227 in [8]). Here we present a maximum principle given in terms of
three variational inequalities but not in the integral from as in the work by Cadenillas
and Haussmann [8]. The first two variational inequalities result from a time change
of the variational inequality of the auxiliary control problem. The first one is given
with respect to the measure of Doleans-Dade generated by the absolutely continuous
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part of {ṽ(t)} (see (5.30)). Note that it does not depend directly on {ṽ(t)} but on
the derivative dṽ

dt (t). The second one (see (5.32)) is given with respect to the measure
of Doleans-Dade generated by the singular part of {ṽt}. The last inequality can be
interpreted as a necessary condition for the size of the jumps of {ṽt} (see (5.33)). It
is different from the first two ones because it is not obtained from a time change of
the variational inequality of the auxiliary control problem (see the proof of the next
theorem).

Theorem 5.9. Assume the existence of an optimal singular control denoted by

C̃
.
=
(
Ω̂, F̂ , P̂ , {F̂t}, {ũ(t), ṽ(t)}, {Ŵ (t)}, {x̃(t)}

)

such that {ũ(t), ṽ(t)} is {F̂Ŵ
t }-progressively measurable. Denote by {τ̃i}i∈N∗ the se-

quence of {F̂Ŵ
t }-stopping times which exhausts the jumps of {ṽ(t)}. Then there exist

ψ ∈ S1(R
3) such that ∀(u, z) ∈ B1(K) × [0, 1]

[z̃(t) − z]

{
−ψ1 − 2Tψ3 + ψ2

[
p̃1(t) +

1

2
tr
[
D(t, x̃(t))�P̃ (t)D(t, x̃(t))

]
+ A(t, x̃(t))�p̃2(t)

]}

+ ψ2

[[
B(t)[zu− z̃(t)ũ(t)]

]�
p̃2(t) + [z|u| − z̃(t)|ũ(t)|]p̃3(t)

+ tr
[
D(t, x̃(t))�r̃(t)

](√
1 − z −

√
1 − z̃(t)

)]
≤ 0(5.30)

Mṽac-a.s. on [0, T ] × Ω̂, where

r̃(t)
.
=
[
q̃2(t) − P̃ (t)D(t, x̃(t))

]√
1 − z̃(t), z̃(t)

.
=

ṽ′(t)

1 + ṽ′(t)
,(5.31)

and

ψ2

[
[zu− ũ(t)]�B(t)�p̃2(t) + [z|u| − |ũ(t)|]p̃3(t)

]
+ (1 − z)

{
−ψ1 − 2Tψ3

+ ψ2

[
p̃1(t) +

1

2
tr
[
D(t, x̃(t))�P̃ (t)D(t, x̃(t))

]
+ A(t, x̃(t))�p̃2(t)

]}
≤ 0(5.32)

Mṽs-a.s. on [0, T ] × Ω̂, and ∀i ∈ N and γ ∈ [0, 1]

ψ2

[[
B(τ̃i)(zu− ũ(τ̃i))

]�
p̃2(τ̃i) + (z|u| − |ũ(τ̃i)|)p̃3(τ̃i)

]
+ (1 − z)

{
−ψ1 − 2Tψ3

+ ψ2

[
p̃1(τ̃i−) − γ

[
Bt(τ̃i)ũ(τ̃i)Δṽ(τ̃i)

]�
p̃2(τ̃i)

+ A
(
τ̃i, x̃(τ̃i−) + γB(τ̃i)ũ(τ̃i)Δṽ(τ̃i)

)�

p̃2(τ̃i)

+
1

2
tr
[
D
(
τ̃i, x̃(τ̃i−) + γB(τ̃i)ũ(τ̃i)Δṽ(τ̃i)

)�

P̃ (τ̃i)

×D
(
τ̃i, x̃(τ̃i−) + γB(τ̃i)ũ(τ̃i)Δṽ(τ̃i)

)]]}
≤ 0(5.33)
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P̂ -a.s. on {τ̃i ≤ T}, where (({p̃i(t)}, {q̃i(t)})i∈N3
, {P̃ (t)}, ({Q̃j(t)})j∈Nm

) are the ad-

joint variables associated with C̃.
Proof. From Proposition 3.2, it follows that the control Ĉ defined by (3.1), (3.2),

and (3.3) is such that v̂(T ) = M . Therefore, we can apply the results of this section

to Ĉ and in particular Corollary 5.5. The stochastic maximum principle can now be
expressed in the following form: there exist ψ ∈ S1(R

3) such that ∀(u, z) ∈ B1(K) ×
[0, 1]

H(η∗(Γ̂(t)), ξ∗(Γ̂(t)), α, θ, p∗1(Γ̂(t)), p∗2(Γ̂(t)), p∗3(Γ̂(t)), r∗(Γ̂(t)), P ∗(Γ̂(t)), ψ)

−H(η∗(Γ̂(t)), ξ∗(Γ̂(t)), α∗(Γ̂(t)), θ∗(Γ̂(t)), p∗1(Γ̂(t)), p∗2(Γ̂(t)), p∗3(Γ̂(t)), r∗(Γ̂(t)),

P ∗(Γ̂(t)), ψ) ≤ 0(5.34)

MΓ̂-a.s. on [0, T ] × Ω̂. Since {η∗(t)} is the right inverse of {Γ̂(t)} which is strictly

increasing, we have that η∗(Γ̂(t)) = t. Moreover, combining (3.6), (3.12), (4.19),

and the definition of {p̂(t)}, {q̂(t)}, {P̂ (t)} (see (5.4)), we obtain that r∗(Γ̂(t)) =

q̂2(t) − P̂ (t)D(t, x̂(t))
√

1 − ẑ(t). Defining r̂(t) = r∗(Γ̂(t)) it follows that (∀(u, z) ∈
B1(K) × [0, 1])

H(t, x̂(t), u, z, p̂1(t), p̂2(t), p̂3(t), r̂(t), P̂ (t), ψ)

−H(t, x̂(t), û(t), ẑ(t), p̂1(t), p̂2(t), p̂3(t), r̂(t), P̂ (t), ψ) ≤ 0

MΓ̂-a.s. on [0, T ] × Ω̂.

From the definition of {Γ̂(t)}, we obtain that Mv̂ � MΓ̂, and so by Proposition
5.8 it follows that (∀(u, z) ∈ B1(K) × [0, 1])

H(t, x̃(t), u, z, p̃1(t), p̃2(t), p̃3(t), r̂(t), P̃ (t), ψ)

−H(t, x̃(t), ũ(t), ẑ(t), p̃1(t), p̃2(t), p̃3(t), r̂(t), P̃ (t), ψ) ≤ 0(5.35)

Mv̂-a.s. on [0, T ] × Ω̂.

From (3.4), it follows that v̂′(t) = ṽ′(t) Mṽac -a.s. on [0, T ]×Ω̂. Combining Lemma

5.7 and (5.27) and (5.28), we have that ẑ(t) = ṽ′(t)
1+ṽ′(t) Mṽac -a.s. on [0, T ] × Ω̂, and

according to the definition of r̃(t) (see (5.31)), it implies that r̂(t) = r̃(t) Mṽac -a.s. on

[0, T ] × Ω̂. Therefore, we obtain

H(t, x̃(t), u, z, p̃1(t), p̃2(t), p̃3(t), r̃(t), P̃ (t), ψ)

−H(t, x̃(t), ũ(t), z̃(t), p̃1(t), p̃2(t), p̃3(t), r̃(t), P̃ (t), ψ) ≤ 0

Mṽac -a.s. on [0, T ]× Ω̂. With the definition of H (see (1.5)), simple calculations give
the first inequality (5.30).

From Lemma 5.7, we have that ẑ(t) = 1 and r̂(t) = 0 Mv̂s -a.s. on [0, T ] × Ω̂.
Consequently, using (5.27), (5.35) reduces to (∀(u, z) ∈ B1(K) × [0, 1])

ψ2

[
[zu− û(t)]�B(t)�p̃2(t) + [z|u| − |û(t)|]p̃3(t)

]
+ (1 − z)

{
−ψ1 − 2Tψ3

+ ψ2

[
p̃1(t) +

1

2
tr
[
D(t, x̃(t))�P̃ (t)D(t, x̃(t))

]
+ A(t, x̃(t))�p̃2(t)

]}
≤ 0(5.36)
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Mṽs -a.s. on [0, T ]×Ω̂. Since the left-hand side of the previous inequality is continuous

in (z, u), there exists a set V ∈ B([0, T ]) ⊗ F̂Ŵ
T such that Mṽs(V) = 0, and ∀(t, ω̂) ∈

[0, T ] × Ω̂ − V,

ψ2

[
[zu− û(t)]�B(t)�p̃2(t) + [z|u| − |û(t)|]p̃3(t)

]
+ (1 − z)

{
−ψ1 − 2Tψ3

+ ψ2

[
p̃1(t) +

1

2
tr
[
D(t, x̃(t))�P̃ (t)D(t, x̃(t))

]
+ A(t, x̃(t))�p̃2(t)

]}
≤ 0(5.37)

∀(u, z) ∈ B1(K) × [0, 1].
From the definition of û(t) (see (3.3)), we can write û(t) = ũ(t)c̃(t), where

c̃(t) = I[[0,T [[ + [ ṽ(T )−ṽ(T−)
M−ṽ(T−) I[T,+∞[×{ṽ(T )<M} + I[T,+∞[×{ṽ(T )=M}].

Note that 0 ≤ c̃(t) ≤ 1.
Consequently, from (5.37) we obtain

ψ2

[
[zu− c̃(t)ũ(t)]�B(t)�p̃2(t) + [z|u| − c̃(t)|ũ(t)|]p̃3(t)

]
+ (1 − z)

{
−ψ1 − 2Tψ3

+ ψ2

[
p̃1(t) +

1

2
tr
[
D(t, x̃(t))�P̃ (t)D(t, x̃(t))

]
+ A(t, x̃(t))�p̃2(t)

]}
≤ 0(5.38)

∀(u, z) ∈ B1(K)× [0, 1]. Taking z = 1 and u = 0 in the previous inequality, it follows
that

−ψ2c̃(t)
[
ũ(t)�B(t, x̃(t))�p̃2(t) + |ũ(t)|p̃3(t)

]
≤ 0.

However, for (t, ω̂) ∈ [0, T ] × Ω̂ − [T, T ] × {Δṽ(T ) = 0}, c̃(t) > 0, and so c̃(t) > 0

Mṽs -a.s. on [0, T ] × Ω̂ since Mṽs([T, T ] × {Δṽ(T ) = 0}) = 0.
Consequently,

−ψ2

[
ũ(t)�B(t, x̃(t))�p̃2(t) + |ũ(t)|p̃3(t)

]

≤ −ψ2c̃(t)
[
ũ(t)�B(t, x̃(t))�p̃2(t) + |ũ(t)|p̃3(t)

]
.(5.39)

Combining (5.38) and (5.39), we obtain the inequality (5.32).
From the definition of {v̂(t)} (see (3.2)), we have that {Δv̂(T ) �= 0} = {Δṽ(T ) �=

0}∪ [{Δṽ(T ) = 0}∩{ṽ(T ) < M}]. Clearly, {Δṽ(T ) = 0}∩{ṽ(T ) < M} ∈ F̂Ŵ
T , and so

from Lemma 5.11 in [19], T{Δṽ(T )=0}∩{ṽ(T )<M} is an {F̂Ŵ
t }-stopping time. Moreover,

[[τ̃i]] ∩ [[T{Δṽ(T )=0}∩{ṽ(T )<M}]] = ∅.
The sequence {{τ̃i}i∈N∗ , T{Δṽ(T )=0}∩{ṽ(T )<M}} of {F̂Ŵ

t }-stopping times exhausts
the jumps of {v̂(t)}. Denote by {τi}i∈N∗ the sequence {{τ̃i}i∈N∗ , T{Δṽ(T )=0}∩{ṽ(T )<M}}.
We can apply Proposition 5.4 to the optimal control Ĉ. Taking t = Γ̂(τi−)+γΔΓ̂(τi)
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for γ ∈ [0, 1], we have for (u, z) ∈ B1(K) × [0, 1]

ψ2

[[
B(τi)(zu− û(τi))

]�
p̂2(τi) + (z|u| − |û(τi)|)p̂3(τi)

]
+ (1 − z)

{
−ψ1 − 2Tψ3

+ ψ2

[
p̂1(τi−) − γ [Bt(τi)û(τi)]

�
ΔΓ̂(τi)p̂

2(τi)

+ A
(
τi, x̂(τi−) + γB(τi)û(τi)ΔΓ̂(τi)

)�

p̂2(τi)

+
1

2
tr
[
D
(
τi, x̂(τi−) + γB(τi)û(τi)ΔΓ̂(τi)

)�

P̂ (τi)

×D
(
τi, x̂(τi−) + γB(τi)û(τi)ΔΓ̂(τi)

)]]}
≤ 0

P̂ -a.s. on {τi ≤ T}. However, from the definition of Γ̂(t) and using (3.2) and (3.3)

we have û(τi)ΔΓ̂(τi) = û(τi)Δv̂(τi) = ũ(τi)Δṽ(τi). Finally, the definition of τi and
Proposition 5.8 give the last inequality (5.33).

6. Example. In this section, it is shown how the set of necessary conditions
given by the inequalities (5.30), (5.32), and (5.33) can be derived and used for a
simple worked-out example. Let us consider the following scalar system:

dx(t) = Ax(t) + u(t)dv(t) + dW (t),(6.1)

with A > 0 and x(0−) = 1. The aim is to minimize the cost given by J [C] = E[x(T )],
subject to v(T ) ≤ M with M > 0. It is easy to show that the control defined by

ṽ(t) =

{
0 for t < 0,

M for t ≥ 0
and ũ(t) =

{
−1 for t = 0,

0 for t > 0
(6.2)

is an optimal control.
Consequently, we have

p̃1(t) = q̃1(t) = 0, p̃3(t) = q̃3(t) = 0, P̃ (t) = Q̃(t) = 0,(6.3)

and

dp̃2(t) = −Ap̃2(t)dt, with p̃2(T ) = −1, and q̃2(t) = 0.(6.4)

Therefore, it follows that p̃2(t) = −eA(T−t). Clearly, we have Mṽac = 0. Since
Mṽs(.) = I0(.), it is easy to show that (5.32) and (5.33) reduce to

ψ2

(
zu− ũ(0)

)
p̃2(0) +

(
1 − z

)[
− ψ1 − 2Tψ3

+ ψ2A
{
x̃(0−) + γũ(0)Δṽ(0)

}
p̃2(0)

]
≤ 0(6.5)

for u ∈ [−1, 1], z ∈ [0, 1], and γ ∈ [0, 1].
Consequently, applying Theorem 5.9 to this example, it follows that there exist

ψ ∈ S1(R
3) such that ∀u ∈ [−1, 1], z ∈ [0, 1], and γ ∈ [0, 1], the previous inequality is

satisfied. The variational inequality (6.5) becomes

−ψ2

(
zu + 1

)
eAT +

(
1 − z

)[
−ψ1 − 2Tψ3 − ψ2A

{
1 − γM

}
eAT

]
≤ 0.
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When M ≤ 1, a straightforward calculation shows that for any ψ2 ∈ [0, 1], there
exist ψ1 ∈ [−1, 1] and ψ3 ∈ [−1, 1] satisfying ψ1 + 2Tψ3 =

√
1 − ψ2

2 such that the
variational inequality is satisfied ∀u ∈ [−1, 1], z ∈ [0, 1], and γ ∈ [0, 1].

When M > 1, by choosing ψ2 such that 0 < ψ2 ≤ 1, and A{M−1}eAT ≤
√

1−ψ2
2

ψ2
,

and again ψ1 + 2Tψ3 =
√

1 − ψ2
2 , it follows that the variational inequality is satisfied

∀u ∈ [−1, 1], z ∈ [0, 1], and γ ∈ [0, 1].

7. Conclusion. Our work can be generalized in several directions: a running
cost can be added to the definition of J [C] (with no convexity hypothesis) and a
classical control process can be added in the dynamic of the state (for example in A,
D and into the running cost if it exists) as in [8]. Soft constraints with the same form
of the cost G may also be added to the model (see [23, page 855] for constraints of
these types in classical control problems).
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OPTIMAL CONTROL OF A SEMILINEAR PDE WITH NONLOCAL
RADIATION INTERFACE CONDITIONS∗

C. MEYER† , P. PHILIP‡ , AND F. TRÖLTZSCH†

Abstract. We consider a control constrained optimal control problem governed by a semilinear
elliptic equation with nonlocal interface conditions. These conditions occur during the modeling of
diffuse-gray conductive-radiative heat transfer. The problem arises when attempting to optimize the
temperature gradient within crystal growth by the physical vapor transport (PVT) method. Based
on a minimum principle for the semilinear equation as well as L∞-estimates for the weak solution,
we establish the existence of an optimal solution as well as necessary optimality conditions. The
theoretical results are illustrated by numerical computations.

Key words. optimal control, semilinear elliptic equations, nonlocal interface conditions, bound-
edness of solutions
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1. Introduction. In this paper, we investigate an optimal control problem re-
lated to the sublimation growth of silicon carbide (SiC) single crystals by the physical
vapor transport (PVT) method. The semiconductor material SiC is used in numerous
industrial applications, e.g., the production of optoelectronic devices such as blue and
green light emitting diodes (LEDs) and lasers. For the PVT method, polycrystalline
SiC powder is placed in a low-pressure inert gas atmosphere at the bottom of a cavity
inside a graphite crucible. The crucible is heated to a temperature between 2000
and 3000 K by induction. Due to the high temperature and the low pressure, the
SiC powder sublimates and crystallizes at a single-crystalline SiC seed located at the
cooled top of the cavity, such that the single crystal grows into the reaction chamber.
See [9, 10] for more details.

Here, we neglect the electromagnetic induction problem and focus on the conduc-
tive-radiative heat transfer in the growth apparatus. Therefore, we consider a simpli-
fied setup of the growth apparatus, shown in Figure 1.1, where Ωs denotes the domain
of the solid graphite crucible, whereas Ωg is the domain of gas phase inside. A very
important determining factor for the crystal’s quality and growth rate is the temper-
ature distribution in the gas phase and, especially, the temperature gradient close to
the surface of the growing crystal [16]. Since we do not consider the electromagnetic
induction, we will optimize the temperature gradient in the gas phase Ωg by directly
controlling the heat source u in Ωs.

The temperature y inside the growth apparatus is the solution of the conduc-
tive-radiative heat transfer problem in the growth apparatus. Accounting for radia-
tive contributions is essential, owing to the high temperatures. Thus, the problem
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Fig. 1.1. Two-dimensional section through an exemplary domain for nonlocal radiative heat
transfer.

is described by the stationary heat equation with radiation interface and boundary
conditions on Γr and Γ0, respectively. We take Ωs to be entirely opaque, whereas
Ωg represents a transparent medium which does not interact with radiation. Fur-
thermore, the radiative surfaces Γ0 := ∂Ω and Γr := Ωs ∩ Ωg are presumed to be
diffuse-gray; i.e., the emissivity ε is independent of both the direction and the wave-
length of the radiation. In particular, the local radiative heat exchange on Γ0 can be
modeled by the Boltzmann radiation condition with an external temperature y0. Due
to the heat exchange between points on Γr, we obtain an additional radiative heat
flux on Γr, denoted by qr.

In addition to the stationary semilinear heat equation with radiation interface and
boundary conditions, we consider box constraints for the control function u. Thus,
the optimal control problem, considered here, reads as follows:

(P)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Minimize J(y, u) :=
1

2

∫
Ωg

|∇y − z|2 dx +
ν

2

∫
Ωs

u2 dx

subject to −div(κs ∇y) = u in Ωs,

−div(κg ∇y) = 0 in Ωg,

κg

(
∂y

∂nr

)
g

− κs

(
∂y

∂nr

)
s

= qr on Γr,

κs
∂y

∂n0
+ εσ |y|3y = εσ y4

0on Γ0,

and ua ≤ u(x) ≤ ub a.e. in Ωs,

where n0 is the outward unit normal on Γ0, and nr is the unit normal on Γr facing
outward with respect to Ωs (cf. Figure 1.1). Furthermore, z denotes the desired
temperature gradient and ν > 0 is a Tikhonov regularization parameter. In the
state equation, σ represents the Boltzmann radiation constant, and κs, κg denote the
thermal conductivities in Ωs, Ωg, respectively.

In contrast to the boundary condition on Γ0, the radiative heat transfer on Γr

is nonlocal. The corresponding mathematical model used here is described in detail,
e.g., in [15, 18]. It provides the additional radiative heat flux qr on Γr given by

qr = (I −K)(I − (1 − ε)K)−1ε σ|y|3y := Gσ|y|3y,(1.1)

where K is an integral operator representing the irradiation on Γr. The nonlocal
operators K and G will be specified in section 3.1. The nonlocal radiation on Γr

represents the main characteristic of our problem, since the nonlinearity in the state
equation in (P) is in general not monotone due to nonpositivity of G (see section 3
and [18]).
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The state equation in (P) is of semilinear elliptic type. Therefore, the optimal
control problem can be viewed as a semilinear elliptic optimal control problem. The
list of publications in this field is already quite extensive. We mention only Casas [6],
Alibert and Raymond [2], Casas, Tröltzsch, and Unger [7], and Bonnans [5]. This list
might be extended considerably by including associated papers on different aspects
of numerical analysis.

Our paper differs from all these contributions by the interface conditions con-
taining the nonmonotone and nonlocal operator G. Therefore, our boundary value
problem is of nonmonotone type so that special techniques must be applied.

The paper is organized as follows. After stating the mathematical setting in
section 2, we provide auxiliary results on the nonlocal operator G as well as a general
boundedness result for a class of nonlinear equations; see section 3. In section 4, we
prove a weak maximum principle for the semilinear state equation and an L∞-estimate
for its solutions, followed by the existence of an optimal solution in section 5. Section 6
is devoted to the existence and boundedness of a solution to the linearized equation.
In section 7, we establish first order necessary optimality conditions based on the
differentiability of the solution operator associated with the semilinear equation. The
corresponding adjoint state is introduced at the end of section 7. Finally, section 8
presents some numerical results.

2. The mathematical setting. Throughout this paper, we assume the fol-
lowing conditions (A1)–(A3) on the domain Ω and on the quantities and functions
occurring in (P):
(A1) We assume that Ω ⊂ R

N , N = 2, 3, is a bounded simply connected domain
with Lipschitz boundary Γ0. The boundary of the simply connected subdomain
Ωg ⊂ Ω, denoted by Γr, is assumed to be a closed Lipschitz surface that is
piecewise C1,δ. Notice that the distance from Γr to Γ0 is positive. Then, Ωs is
defined by Ωs = Ω\Ωg (cf. Figure 1.1).

(A2) The Boltzmann radiation constant is assumed to be positive, i.e., σ ∈ R
+. For

the thermal conductivity, we assume κ ∈ L∞(Ω) with

κ(x) =

{
κs(x) in Ωs,
κg(x) in Ωg,

and κ(x) ≥ κmin > 0 a.e. on Ω. Furthermore, the emissivity ε ∈ L∞(Γ0 ∪ Γr) is
bounded by 1 ≥ ε ≥ εmin > 0 a.e. on Γ0 ∪ Γr.

(A3) The desired temperature gradient z is given in L2(Ωg)
N and ν is a positive

constant. For the box constraints, we assume ua, ub ∈ L∞(Ωs) and 0 ≤ ua(x) ≤
ub(x) a.e. in Ωs.

Notation. For a given p with 1 ≤ p ≤ ∞, an operator B : Lp(Γr) → Lp(Γr)
is said to be positive if v ∈ Lp(Γr) and v ≥ 0 a.e. on Γr imply B v ≥ 0 a.e. on Γr.
Furthermore, 1 denotes the function e(x) ≡ 1 a.e., and I is the identity operator
in the respective function spaces. We introduce the set of admissible controls by
Uad := {u ∈ L∞(Ωs) |ua(x) ≤ u(x) ≤ ub(x) a.e. in Ωs}. The measure of a certain set
A ⊂ R

n, n ≥ 1, is denoted by |A|, and τr denotes the trace operator on Γr, whereas
τ0 is the trace on Γ0. Throughout this paper, c is a generic constant.

Let W be a Banach space with its dual space W ∗. Then, for f ∈ W and g ∈ W ∗,
〈f , g〉 denotes the associated pairing.

3. Auxiliary results. In section 3.1, we present some properties of the nonlocal
radiation operator G. Since G is in general not positive, the nonlinearity in the
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semilinear state equation is nonmonotone. However, G still has sufficiently benign
properties such that the nonlinear parts in the state equation are pseudomonotone
(see [12]). These properties of G are also used to prove the boundedness of the solution
in section 4 below.

In Lemma 3.8 of section 3.2, we will prove the boundedness of the solution y for
a general class of nonlinear equations that applies to both the semilinear case and its
linearized version.

3.1. The nonlocal radiation operator. The operators K and G arising from
the nonlocal radiation on Γr were investigated in detail by Laitinen and Tiihonen [12]
and Tiihonen [18, 19]. We recall some of their results for convenience.

Definition 3.1. The integral operator K, representing the irradiation on Γr, is
given by

(K y)(x) =

∫
Γr

ω(x, z) y(z) dsz(3.1)

with a symmetric kernel ω which is, in the two-dimensional case, defined by

ω(x, z) = Ξ(x, z)
[nr(z) · (x− z)][nr(x) · (z − x)]

2|z − x|3 ,(3.2a)

and, in the three-dimensional case, defined by

ω(x, z) = Ξ(x, z)
[nr(z) · (x− z)][nr(x) · (z − x)]

π|z − x|4 ,(3.2b)

where x, z denote two points on Γr, and nr(x) is the unit normal at x facing outward
with respect to Ωs (see Figure 1.1). Here, Ξ represents the visibility factor, which is
given by

Ξ(x, z) =

{
0 if xz ∩ Ωs �= ∅,
1 if xz ∩ Ωs = ∅.

Remark 3.2. Notice that, in case of convex domains, such as in Figure 1.1, we
have Ξ(x, z) ≡ 1 for all x, z ∈ Γr.

In [19], it is proven that ω(x, z) can have a singularity at x of type |x− z|−(1−δ)

in the two-dimensional case and |x − z|−2(1−δ) in the three-dimensional case, which
is, in both cases, integrable. This is the key point to the following lemma also derived
in [19].

Lemma 3.3.

(i) K maps Lp(Γr) to Lp(Γr) for all 1 ≤ p ≤ ∞.
(ii) If Γr is a closed Lipschitz surface that is piecewise C1,δ, then K 1 = 1 holds

a.e. on Γr.
(iii) The operator I − (1 − ε)K : Lp(Γr) → Lp(Γr) is continuously invertible.
With the help of Lemma 3.3, Laitinen and Tiihonen proved the following prop-

erties of G = (I −K)(I − (1 − ε)K)−1ε (cf. [18, Lemma 6] and [12, Lemma 8]).
Lemma 3.4.

(i) G is a bounded linear operator from Lp(Γr) to itself for all 1 ≤ p ≤ ∞.
(ii) G can be written as G = I −H with a positive operator H.
(iii) For all y ∈ L5(Γr),

∫
Γr

G(σ|y|3y)y ds ≥ 0 holds true.
Here, we show another property of G that we will use subsequently.
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Lemma 3.5. For every function v(x) ≡ k = const. a.e. on Γr, we have Gv = 0
and G∗ v = 0.

Proof. Since K has a symmetric kernel, K is formally self-adjoint, i.e., 〈v , K w〉 =
〈K v , w〉 for all v ∈ Lp(Γr) and w ∈ Lq(Γr), 1/p + 1/q = 1. Thus, together with
Lemma 3.3(ii), we obtain K∗ 1 = 1 a.e. on Γr. Therefore, with the definition of G,
we find

G∗v = ε(I −K∗(1 − ε))−1(I −K∗)v = ε(I −K∗(1 − ε))−1(k − k) = 0.

Furthermore, for an arbitrary constant k, Lemma 3.3(ii) implies

(I − (1 − ε)K)k = k − (1 − ε)k = ε k.

Thus, by Lemma 3.3(iii), k = (I − (1 − ε)K)−1ε v holds for every function v with
v(x) ≡ k a.e. on Γr. Hence, we obtain

Gv = (I −K)(I − (1 − ε)K)−1ε v = (I −K)k = 0.

3.2. Boundedness for a nonlinear equation. In sections 4 and 6, we show the
existence of solutions of the semilinear state equation and its linearization in suitable
functions spaces. Moreover, we have to show the boundedness of the solutions of
both equations. To unify the proofs, we first prove an auxiliary result for a nonlinear
equation of the form

〈F (y) , v〉 = 〈f , v〉 ∀ v ∈ W,(3.3)

where F : W → W ∗ is a certain mapping, and y is a given solution in a space
W ⊆ H1(Ω). It will be shown that, under suitable assumptions, a solution y belongs
to the function space

V ∞ := H1(Ω) ∩ L∞(Ω),(3.4)

equipped with the norm

‖v‖V ∞ = ‖v‖H1(Ω) + ‖v‖L∞(Ω).

Remark 3.6. If y ∈ V ∞, then τr y ∈ L∞(Γr), and τ0 y ∈ L∞(Γ0).
This is an immediate consequence of Lemma 3.7 below, which follows from Propo-

sition 5.2, part (ii) in [8].
Lemma 3.7. For a bounded Lipschitz domain Ω ⊂ R

n, n ∈ N, the trace operator
τ : H1(Ω) → H1/2(∂Ω) is positive, i.e., τv ≥ 0 a.e. on ∂Ω for v ≥ 0 a.e. on Ω.

To show the boundedness of a solution to the nonlinear equation (3.3), we use
the following hypotheses.

(H1) (regularity of the inhomogeneity). The right-hand side of (3.3) can be ex-
pressed as

〈f , v〉 =

∫
Ω

fΩ v dx +

∫
Γr

fr v ds +

∫
Γ0

f0 v ds,

where fΩ, fr, and f0 satisfy fΩ ∈ Lp1(Ω), fr ∈ Lp2(Γr), and f0 ∈ Lp2(Γ0),
with p1 = 6/(5 − s), p2 = 4/(3 − s), and 1 < s < 3.
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(H2) (coercivity). There is a constant k0 ≥ 0 such that, for a given solution y ∈ W
of (3.3) and for each k > k0, the functions

ϕk(x) :=

⎧⎨
⎩

y(x) − k, y(x) ≥ k,
0, |y(x)| < k,

y(x) + k, y(x) ≤ −k
(3.5)

are elements of W , and there is a constant c > 0 such that the nonlinearity
in (3.3) satisfies, for each k > k0,

〈F (y) , ϕk〉 ≥ c ‖ϕk‖2
H1(Ω).

Lemma 3.8. Suppose that Ω ⊂ R
3 satisfies (A1), that y ∈ W is a solution to

(3.3), and that (H1) and (H2) are fulfilled. Then y ∈ V ∞, and there exists a constant
c0 depending only on Ω, and not on y, fΩ, fr, f0, such that

‖y‖L∞(Ω) + ‖y‖L∞(Γr∪Γ0) ≤ c0(k0 + ‖fΩ‖Lp1 (Ω) + ‖fr‖Lp2 (Γr) + ‖f0‖Lp2 (Γ0))(3.6)

holds true.
Proof. The proof is based on a technique introduced by Kinderlehrer and Stam-

pacchia [8] and Stampacchia [17] in the linear case. For given k > k0, we define
AΩ(k) := {x ∈ Ω | |y(x)| ≥ k} and introduce Ar(k) and A0(k) analogously. Our aim
is to show that there is a k > 0 with |AΩ(k)| = |Ar(k)| = |A0(k)| = 0. We start with
(H2), which yields

〈F (y) , ϕk〉 ≥ c ‖ϕk‖2
H1(Ω) ≥ c (‖ϕk‖2

L6(Ω) + ‖ϕk‖2
L4(Γr)

+ ‖ϕk‖2
L4(Γ0)

)

≥ c

((∫
AΩ(k)

(|y| − k)6dx

)1/3

+

(∫
Ar(k)

(|y| − k)4ds

)1/2

+

(∫
A0(k)

(|y| − k)4ds

)1/2)
,

since ϕk equals 0 on Ω \AΩ(k), on Γr \Ar(k), and on Γ0 \A0(k). If h > k > k0 ≥ 0,
then A(h) ⊆ A(k), where A stands generally for AΩ, Ar, and A0, and we have for an
arbitrary m ∈ N,

(∫
A(k)

(|y| − k)mdx

)2/m

≥
(∫

A(h)

(h− k)mdx

)2/m

= (h− k)2|A(h)|2/m.

Defining

ψ(h) := |AΩ(h)|1/3 + |A0(h)|1/2 + |Ar(h)|1/2,(3.7)

one obtains

‖ϕk‖2
H1(Ω) ≥ c (h− k)2ψ(h).(3.8)

Now, we investigate the right-hand side in (3.3). Hypothesis (H1), Hölder’s inequality,
and embedding theorems imply

〈f , ϕk〉 ≤ ‖fΩ‖L6/5(AΩ(k))‖ϕk‖L6(Ω) + ‖fr‖L4/3(Ar(k))‖ϕk‖L4(Γr)

+ ‖f0‖L4/3(A0(k))‖ϕk‖L4(Γ0)

≤ c
(
‖fΩ‖L6/5(AΩ(k)) + ‖fr‖L4/3(Ar(k)) + ‖f0‖L4/3(A0(k))

)
‖ϕk‖H1(Ω).
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Applying (H2), (3.3), and Young’s inequality, we obtain

‖ϕk‖2
H1(Ω) ≤ c

(
‖fΩ‖2

L6/5(AΩ(k)) + ‖fr‖2
L4/3(Ar(k)) + ‖f0‖2

L4/3(A0(k))

)
.(3.9)

Using again Hölder’s inequality, the first norm on the right-hand side of (3.9) can be
estimated by(∫

AΩ(k)

f
6/5
Ω dx

)5/3

≤
(
‖f6/5

Ω ‖L5/(5−s)(AΩ(k))|AΩ(k)|s/5
)5/3

≤ ‖fΩ‖2
Lp1 (Ω)|AΩ(k)|s/3(3.10)

with p1 = 6/(5 − s) and 1 < s < 3 as defined above. Similarly, we derive(∫
Ar(k)

f4/3
r dx

)3/2

≤ ‖fr‖2
Lp2 (Γr)

|Ar(k)|s/2(3.11)

with p2 = 4/(3 − s) (and analogously on A0).
Due to the Taylor expansion, we have for three arbitrary real nonnegative numbers

a, b, and c that (as + bs + cs) ≤ (a + b + c)s for all s > 1. Choosing a = |AΩ(k)|1/3,
b = |Ar(k)|1/2, and c = |A0(k)|1/2, combining (3.10), (3.11), and (3.9) yields

‖ϕk‖2
H1(Ω) ≤ c �f ψ(k)s

with �f = ‖fΩ‖2
Lp1 (Ω) + ‖fr‖2

Lp2 (Γr)
+ ‖f0‖2

Lp2 (Γ0)
, and ψ as defined in (3.7). Together

with (3.8), it follows that

ψ(h) ≤ c �f
(h− k)2

ψ(k)s for h > k > k0 ≥ 0.(3.12)

Stampacchia proved in [17] that each nonnegative and nonincreasing function ψ = ψ(t)
satisfying (3.12) with some s > 1 has a zero at some t = d, d > 0, where

d = k0 + 2s/(s−1)(c|ψ(k0)|s−1)1/2
√
�f ,

and, in our case, |ψ(k0)| = ψ(k0) can be estimated by

ψ(k0) ≤ ψ(0) = |Ω|1/3 + |Γ0|1/2 + |Γr|1/2

(see also Kinderlehrer and Stampacchia [8, Lemma B.1]). Due to the definition of ψ
in (3.7), this implies |y(x)| ≤ d a.e. on Ω and on Γr ∪Γ0. Thus, with the definition of
�f , we obtain

‖y‖L∞(Ω) + ‖y‖L∞(Γr∪Γ0) ≤ 2 d

≤ 2
(
k0 + 2s/(s−1)(c|ψ(0)|s−1)1/2

√
�f

)
≤ c

(
k0 +

√
‖fΩ‖2

Lp1 (Ω) + ‖fr‖2
Lp2 (Γr)

+ ‖f0‖2
Lp2 (Γ0)

)
≤ c0

(
k0 + ‖fΩ‖Lp1 (Ω) + ‖fr‖Lp2 (Γr) + ‖f0‖Lp2 (Γ0)

)
by the equivalence of the Euclidian norm and the L1-norm in R

3.
Remark 3.9. Due to the positivity of the trace operator (cf. Lemma 3.7) in

Lemma 3.8, it would have sufficed to prove the boundedness of y on Ω. However,
this would not have simplified the proof, as we still needed the direct estimates of the
inhomogeneities on Γ0 and Γr as carried out above.
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4. The semilinear equation. Before we apply Lemma 3.8 to the semilinear
equation in (P), we will introduce the variational form of the state equation and
recall a theorem of Laitinen and Tiihonen [12] that covers its solvability.

Based on Lemma 3.4, we are now able to derive the weak formulation of the
state equation in (P). To fix G, we specify p in Lemma 3.4(i) by p = 5/4 and obtain
G : L5/4(Γr) → L5/4(Γr). Then, formal integration by parts over Γ0 and Γr yields∫

Ω

κ∇y · ∇v dx +

∫
Γr

G(σ|y|3y)v ds +

∫
Γ0

εσ |y|3y v ds

=

∫
Ωs

u v dx +

∫
Γ0

εσ y4
0v ds ∀ v ∈ V

(4.1)

with V = {v ∈ H1(Ω) | τr v ∈ L5(Γr) , τ0 v ∈ L5(Γ0)}. Clearly, due to G : L5/4(Γr) →
L5/4(Γr), we have G(σ|y|3y)v ∈ L1(Γr) for all y, v ∈ V . The state space V is equipped
with the norm

‖v‖V = ‖v‖H1(Ω) + ‖v‖L5(Γr) + ‖v‖L5(Γ0).

A function y ∈ V is said to be a weak solution of the state equation in (P) if (4.1) is
fulfilled for every v ∈ V .

Theorem 4.1 (see [12, Theorem 2]). For every u ∈ H1(Ωs)
∗ and y0 ∈ L5(Γ0),

the semilinear equation (4.1) admits a unique solution in V .
The proof is mainly based on Brezis’ theorem [20, Theorem 27.A] for pseudomono-

tone operators. Laitinen and Tiihonen showed in [12] that the semilinear differential
operator defined by the left-hand side in (4.1) fulfills all assumptions of Brezis’ theo-
rem; i.e., it is pseudomonotone, bounded, and coercive on V . Thus, (4.1) admits at
least one solution in V . The uniqueness then follows from a comparison principle [12,
Theorem 4].

Next, we show the boundedness of solutions to (4.1). This result has been obtained
by Laitinen and Tiihonen (see [12, Theorem 5]) in a slightly different setting by
another method. Here, we need it for the nonlinear equation (4.1) as well as for its
linearized version (see section 6). In both cases, Lemma 3.8 can be applied.

Theorem 4.2. Assume that u ∈ L2(Ωs) and y0 ∈ L16(Γ0). Then, there exists a
constant c0 depending only on Ω such that

‖y‖L∞(Ω) + ‖y‖L∞(Γr∪Γ0) ≤ c0(1 + ‖u‖L2(Ωs) + ‖y0‖4
L16(Γ0)

)(4.2)

is valid.
Proof. To apply Lemma 3.8, we have to verify (H1) and (H2). Here, we choose

the state space V ⊂ H1(Ω) for the space W . Since y0 ∈ L16(Γ0) by assumption, we
have y4

0 ∈ L4(Γ0), and thus together with the assumed regularity of u, (H1) is satisfied
with f0 = y4

0 and s = 2. To verify (H2), we show∫
Ω

κ∇y · ∇ϕk dx +

∫
Γr

G(σ|y|3y)ϕk ds +

∫
Γ0

εσ |y|3y ϕk ds ≥ c ‖ϕk‖2
H1(Ω)(4.3)

for each k ≥ 1, which we will use in the estimate of the Γ0-term. At first, we show
the positivity of the radiation term on Γr. To this aim, we split ϕk = ϕ+

k + ϕ−
k with

ϕ+
k (x) :=

{
y(x) − k, y(x) ≥ k,

0, y(x) < k,
ϕ−
k (x) :=

{
y(x) + k, y(x) ≤ −k,

0, y(x) > −k.
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It follows that

∫
Γr

G(σ|y|3y)ϕk ds =

∫
Γr

G(σ|y|3y)ϕ+
k ds +

∫
Γr

G(σ|y|3y)ϕ−
k ds.(4.4)

Due to the linearity of G, the first integral on the right-hand side can be expressed
by

∫
Γr

G(σ|y|3y)ϕ+
k ds =

∫
Γr

G(σΦ)ϕ+
k ds +

∫
Γr

G(σΨ)ϕ+
k ds,(4.5)

where

Φ(x) :=

{
y(x)4, y(x) ≥ k,
k4, y(x) < k,

Ψ(x) :=

{
0, y(x) ≥ k,
|y(x)|3y(x) − k4, y(x) < k.

This partition is necessary since G is nonlocal. Notice that Φ+Ψ = |y|3y and Ψ(x) ≤ 0
on Γr. For the first addend in (4.5), we have, with yk(x) := max{y(x), k},

∫
Γr

G(σΦ)ϕ+
k ds =

∫
Γr

G(σ y4
k)(yk − k) ds =

∫
Γr

G(σ y4
k)yk ds−

∫
Γr

σ y4
kG

∗k ds ≥ 0

because of Lemma 3.4(iii) and Lemma 3.5. Due to G = I −H and the positivity of
H (see Lemma 3.4(ii)), the second integral in (4.5) results in

∫
Γr

G(σΨ)ϕ+
k ds = σ

∫
Γr

Ψϕ+
k ds + σ

∫
Γr

H(−Ψ)ϕ+
k ds ≥ 0,

since Ψ(x) �= 0 implies ϕ+
k (x) = 0 and −Ψ, ϕ+

k ≥ 0 holds on Γr.
Similarly, we prove the positivity of the second integral on the right-hand side of

(4.4) with yk(x) := min{y(x),−k}, defining

Φ(x) :=

{
|y(x)|3y(x), y(x) ≤ −k,
−k4, y(x) > −k,

Ψ(x) :=

{
0, y(x) ≤ −k,
|y(x)|3y(x) + k4, y(x) > −k.

In this way, we have shown that
∫
Γr

G(σ|y|3y)ϕk ds ≥ 0. It remains to analyze the

other integrals in (4.3). The first integral is estimated by

∫
Ω

κ∇y · ∇ϕk dx ≥ κmin‖∇ϕk‖2
L2(Ω),

since ∇ϕk(x) = 0 if ∇y(x) �= ∇ϕk(x). On Γ0, using k ≥ k0 := 1, we obtain

∫
Γ0

εσ |y|3y ϕk ds ≥ εminσ k3‖ϕk‖2
L2(A0(k)) ≥ εminσ ‖ϕk‖2

L2(Γ0)
,

as y ϕk = (signϕk)(|ϕk| + k)ϕk ≥ ϕ2
k is valid on A0(k) = {x ∈ Ω | ϕk(x) �= 0}.
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Due to the positivity of
∫
Γr

G(σ|y|3y)ϕk ds, we finally have

∫
Ω

κ∇y · ∇ϕk dx +

∫
Γr

G(σ|y|3y)ϕk ds +

∫
Γ0

εσ |y|3y ϕk ds

≥ c (‖∇ϕk‖2
L2(Ω) + ‖ϕk‖2

L2(Γ0)
) ≥ c ‖ϕk‖2

H1(Ω).

Therefore, we can apply Lemma 3.8, and estimate (3.6) gives, with s = 2, k0 = 1,
fΩ = u, and f0 = y4

0 ,

‖y‖L∞(Ω) + ‖y‖L∞(Γr∪Γ0) ≤ c0
(
1 + ‖u‖L2(Ωs) + ‖y4

0‖L4(Γ0)

)
≤ c0

(
1 + ‖u‖L2(Ωs) + ‖y0‖4

L16(Γ0)

)
.

For the discussion of an associated linearized equation (see section 6), we need
another property of the semilinear solution, namely, the following maximum principle.

Theorem 4.3. Suppose that u(x) ≥ 0 a.e. in Ωs and y0(x) ≥ ϑ > 0 a.e. on Γ0.
If y is the solution of (4.1), then y(x) ≥ ϑ holds a.e. on Ω and a.e. on Γr ∪ Γ0.

Proof. This time, we use the following test function in (4.1):

ρϑ(x) :=

{
y(x) − ϑ, y(x) ≤ ϑ,

0, y(x) > ϑ.

Furthermore, we define Ω− = {x ∈ Ω | y(x) ≤ ϑ} and introduce analogous definitions
for Ω−

s , Γ−
0 , and Γ−

r . Thus, we have ρϑ|Ω\Ω− = 0, and (4.1) reads

∫
Ω−

κ∇y · ∇ρϑ dx +

∫
Γr

G(σ|y|3y)ρϑ ds

+

∫
Γ−

0

εσ(|y|3y − y4
0) ρϑ ds =

∫
Ω−

s

u ρϑ dx.

(4.6)

Next, as in the proof of Theorem 4.2, the positivity of the integral over Γr can be
shown by decomposition:

∫
Γr

G(σ|y|3y)ρϑ ds =

∫
Γr

G(σΦ)ρϑ ds +

∫
Γr

G(σΨ)ρϑ ds

with

Φ(x) =

{
|y(x)|3y(x), y(x) ≤ ϑ,
ϑ4, y(x) > ϑ,

Ψ(x) =

{
0, y(x) ≤ ϑ,
|y(x)|3y(x) − ϑ4, y(x) > ϑ.

Therefore, (4.6) results in

∫
Γ−

0

εσ (y4
0 − |y|3y) ρϑ ds ≥

∫
Ω−

κ∇y · ∇ρϑ dx−
∫

Ω−
s

u ρϑ dx ≥ 0,(4.7)
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since ∇ρϑ = ∇y on Ω−, ρϑ ≤ 0 by definition, and u ≥ 0 by assumption. On Γ−
0 , we

also have y − ϑ ≤ 0, implying y4
0 − |y|3y ≥ 0. Thus, we obtain

0 ≤
∫

Γ−
0

εσ (y4
0 − |y|3y) ρϑ ds =

∫
Γ−

0

εσ (y4
0 − |y|3y)(y − ϑ) ds ≤ 0,

and, consequently, |Γ−
0 | = 0 or y = y0 or y = ϑ a.e. on Γ0, which, in each case, yields

the assertion on Γ0. Therefore, we have ρϑ ∈ H1
0 (Ω).

Now, from (4.7), it follows that

κmin‖∇ρϑ‖L2(Ω) ≤
∫

Γ−
0

εσ (y4
0 − |y|3y) ρϑ ds +

∫
Ω−

s

u ρϑ dx ≤ 0,

since ∇ρϑ = 0 in Ω\Ω−. Hence ‖∇ρϑ‖L2(Ω) = ‖ρϑ‖H1
0 (Ω) = 0 (notice that we have

already shown ρϑ = 0 a.e. on Γ0). Thus, ρϑ = 0 a.e. in Ω. Hence, we have shown
y ≥ ϑ a.e. on both Ω and Γ0, and Lemma 3.7 then ensures y ≥ ϑ a.e. on Γr.

Notice that, within our scope of heat transport modeling, the assumption y0(x) ≥
ϑ > 0 a.e. on Γ0 constitutes no restriction: Since y0 represents an external tempera-
ture, it is naturally positive.

5. Existence of an optimal solution. With the results of section 4 at hand,
the proof of existence of an optimal solution for the optimal control problem (P) is
rather standard. We start with the following lemma.

Lemma 5.1. Let u ∈ L6/5(Ωs), y0 ∈ L16/3(Γ0) be given and assume that the
hypotheses of Theorem 4.3 are fulfilled. Then a constant c1 exists depending only on
Ω with

‖y‖H1(Ω) ≤ c1

(
‖u‖L6/5(Ωs) + ‖y0‖4

L16/3(Γ0)

)
.

Proof. Thanks to Theorem 4.1, a unique solution y of (4.1) exists. Using it as a
test function in (4.1) yields

∫
Ω

κ|∇y|2 dx +

∫
Γr

G(σ|y|3y)y ds +

∫
Γ0

εσ |y|3y2 ds =

∫
Ωs

u y dx +

∫
Γ0

εσ y4
0y ds.

Due to Lemma 3.4(iii) and the maximum principle in Theorem 4.3, we have

∫
Ω

κ|∇y|2 dx +

∫
Γr

G(σ|y|3y)y ds +

∫
Γ0

εσ |y|3y2 ds

≥ κmin ‖∇y‖2
L2(Ω) + εmin σ ϑ3‖y‖2

L2(Γ0)
≥ c ‖y‖2

H1(Ω).

Therefore, by trace and embedding theorems,

‖y‖2
H1(Ω) ≤ c

(∫
Ωs

u y dx +

∫
Γ0

εσ y4
0y ds

)
≤ c

(
‖u‖L6/5(Ωs)‖y‖L6(Ωs) + ‖y4

0‖L4/3(Γ0)‖y‖L4(Γ0)

)
≤ c1

(
‖u‖L6/5(Ωs) + ‖y0‖4

L16/3(Γ0)

)
‖y‖H1(Ω),

which establishes the case.
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Theorem 5.2. Assume that ua ≥ 0, y0 ∈ L16(Γ0), and y0 ≥ ϑ > 0. Then there
exists a solution (ū, ȳ) ∈ L∞(Ωs) × V ∞ to (P).

Proof. As mentioned above, the proof follows standard arguments. We start
with a sequence {(un, yn)}∞n=1 converging to the infimum J̄ ≥ 0 of the objective
functional in (P), i.e., J(un, yn) → J̄ , n → ∞. We will now show the convergence of
a subsequence of {(un, yn)}∞n=1 to an optimal solution (ū, ȳ).

The box constraints ensure that u is bounded in L2(Ωs). Thus, we can select a
weakly converging subsequence w.l.o.g. and again denoted by un, un ⇀ ū, n → ∞.
Since Uad is a closed and convex subset of L2(Ωs), we have ū ∈ Uad.

In addition to the boundedness, the un are also nonnegative because of ua ≥ 0.
Together with the assumptions on y0, this yields the boundedness of ‖yn‖H1(Ω) thanks
to Lemma 5.1. Hence, we can select a weakly converging subsequence and w.l.o.g. yn
itself, i.e., yn ⇀ ȳ, n → ∞, in H1(Ω). The trace theorem and the compact embedding
of H1/2(Γr ∪ Γ0) in L2(Γr ∪ Γ0) then give

τyn → τ ȳ, n → ∞ in L2(Γr ∪ Γ0).

Now, the convergence of the nonlinearities can be derived on Γr and Γ0. Since un,
n ∈ N, is uniformly bounded in L2(Ωs), and y0 ∈ L16(Γ0) by assumption, Theorem 4.2
ensures that a constant d exists with |y(x)| ≤ d a.e. in Ω and a.e. in Γr ∪Γ0. One can
easily verify that the Nemytskii operator Φ(y) := |y|3y satisfies

‖Φ(yn) − Φ(ym)‖L2(Γr∪Γ0) ≤ L(d)‖yn − ym‖L2(Γr∪Γ0)(5.1)

for all yn, ym ∈ {y ∈ L∞(Γ0 ∪ Γr) | |y(x)| ≤ d a.e. on Γ0 ∪ Γr}. Since this set is closed
in L2(Γr∪Γ0), |ȳ(x)| ≤ d also holds true, and the convergence in L2(Γr∪Γ0) together
with (5.1) yields

|τyn|3τyn → |τ ȳ|3τ ȳ in L2(Γr ∪ Γ0).(5.2)

Consider now the variational equation (4.1) when passing to the limit. For (un, yn),
it reads ∫

Ω

κ∇yn · ∇v dx +

∫
Γr

G(σ|yn|3yn)v ds +

∫
Γ0

εσ |yn|3yn v ds

=

∫
Ωs

un v dx +

∫
Γ0

εσ y4
0v ds.

Due to yn ⇀ ȳ in H1(Ω), the first integral on the left-hand side converges to
∫
Ω
κ∇ȳ ·

∇v dx. The boundary integrals on the left-hand side converge because of (5.2) and the
continuity of G. Finally, the inhomogeneity converges, owing to un ⇀ ū in L2(Ωs).
Therefore, the limit (ū, ȳ) satisfies the weak formulation (4.1). The optimality of
(ȳ, ū) follows in a standard way by the lower semicontinuity of J .

6. The linearized equation. In this section, we investigate the linearization
of the state equation (4.1) at a fixed reference pair (ȳ, ū) ∈ V ∞ × L2(Ωs).

1 The
linearized equation arises from the differentiation of the solution operator associated
with the semilinear state equation S : L2(Ωs) → V ∞ mapping u to y. This derivative

1Here and in the following, we will denote a fixed solution of the semilinear equation as well as
an optimal solution by (ū, ȳ).
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of S at (ȳ, ū) appears in the variational inequality (see section 7). More precisely, we
consider the linearized equation with a more general inhomogeneity in the form

−div(κ∇y) = fΩ in Ω,

κs

(
∂y

∂nr

)
s

− κg

(
∂y

∂nr

)
g

+ 4G(σ|ȳ|3y) = fr on Γr,

κs
∂y

∂n0
+ 4 εσ|ȳ|3y = f0 on Γ0

(6.1)

with ȳ = S ū ∈ V ∞ and arbitrary functions (fΩ, fr, f0) in L2(Ω)×L2(Γr)×L2(Γ0). In
the next section, we will show that, under a natural assumption, S is indeed Fréchet
differentiable and its derivative y = S′(ū)u corresponds to the solution of (6.1) with
fΩ = u, fr = 0, and f0 = 0. However, we first focus on (6.1), and, in the present
section, prove the existence of a unique solution in V ∞. The existence theory is based
on the theory of Fredholm operators and has to account for eigenvalues. This is due
to the fact that the Lax–Milgram lemma cannot be directly applied because of the
lack of coercivity caused by the radiation operator G in the linearized case. The
boundedness of the solution is again shown by Lemma 3.8.

The variational equation of (6.1) reads

∫
Ω

κ∇y · ∇v dx +

∫
Γ0

4 εσ |ȳ|3y v ds

=

∫
Ω

fΩ v dx +

∫
Γr

(fr − 4G(σ|ȳ|3y)) v ds +

∫
Γ0

f0 v ds ∀ v ∈ H1(Ω).

(6.2)

Assume for awhile that y is given on the right-hand side. In view of ȳ ∈ V ∞ and ȳ ≥
ϑ > 0 (Theorem 4.3), the bilinear form defined by the left-hand side of (6.2) is bounded
and coercive in H1(Ω). Therefore, the Lax–Milgram lemma yields continuous linear
operators BΩ : L2(Ω) → H1(Ω), Br : L2(Γr) → H1(Ω), and B0 : L2(Γ0) → H1(Ω)
such that, with ỹ := τr y,

y = BΩ fΩ + Br (fr − 4G(σ|τrȳ|3ỹ)) + B0 f0.(6.3)

We are now in a position to formulate the existence theorem for (6.1).
Theorem 6.1. Assume ȳ ∈ V ∞, ȳ ≥ ϑ > 0, and that λ = 1 is not an eigenvalue

of B(ȳ)( · ) := −τr Br(4G(σ|τrȳ|3 · )) with B(ȳ) : L2(Γr) → L2(Γr). Then, to every
(fΩ, fr, f0) ∈ L2(Ω) × L2(Γr) × L2(Γ0), there exists a unique solution y of (6.1) in
H1(Ω).

Proof. In the following, we will suppress the dependency of B on ȳ, since ȳ is
fixed. Thus, we simply write B instead of B(ȳ). Applying the trace operator τr to
both sides, (6.3) results in

(I −B)ỹ = ỹ + τrBr(4G(σ|τrȳ|3ỹ)) = τr (BΩ fΩ + Br fr + B0 f0).(6.4)

Since Br : L2(Γr) → H1(Ω), and ȳ ∈ V ∞ by assumption, and, thus, τrȳ ∈ L∞(Γr), it
follows that B maps L2(Γr) in H1/2(Γr). Due to compact embedding, B is compact
from L2(Γr) to L2(Γr). Therefore, λ = 1 is either one of the countably many eigen-
values of B, or (I −B) is continuously invertible. Thus, we obtain a unique solution
ỹ ∈ L2(Γr) of (6.4), provided that λ = 1 is not an eigenvalue of B.
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Furthermore, for every ỹ ∈ L2(Γr), we have G(σ|τrȳ|3ỹ) ∈ L2(Γr) by means of
ȳ ∈ V ∞, and, hence, (6.3) admits a unique solution in H1(Ω).

As indicated above, we will employ Theorem 6.1 to prove the Fréchet differen-
tiability of S at the reference solution (ū, ȳ), which, in turn, is used to establish first
order necessary optimality conditions (see section 7 below). It is well known that
regularity assumptions on the solution ȳ, like those present in Theorem 6.1, are typ-
ical for the Fréchet differentiability of solution operators associated with semilinear
PDEs. In particular, the assumption that λ = 1 is not an eigenvalue of B(ȳ) can be
interpreted as such a regularity assumption on the solution ȳ.

Theorem 6.2. Suppose that the assumptions of Theorem 6.1 hold true. Then,
for all fΩ ∈ L2(Ω), fr ∈ L4(Γr), and f0 ∈ L4(Γr), there exists a constant c2 depending
only on Ω such that

‖y‖L∞(Ω) + ‖y‖L∞(Γr∪Γ0) ≤ c2
(
‖fΩ‖L2(Ω) + ‖fr‖L4(Γr) + ‖f0‖L4(Γ0)

)
(6.5)

holds true.
Proof. We again use Lemma 3.8 to prove the boundedness, this time with W =

H1(Ω). We apply it to (6.2) for F defined by

〈F (y) , v〉 =

∫
Ω

κ∇y · ∇v dx +

∫
Γ0

4 εσ |ȳ|3y v ds.

Hypothesis (H2) clearly holds with k0 = 0, owing to the coercivity of the bilinear
form.

Now, (H1), i.e., the regularity of the right-hand side, is the critical point, since
the inhomogeneity on Γr in (6.2) depends on the solution y. As before, we choose
s = 2 in (H1), and thus, the required regularities coincide with the assumptions on
fΩ, fr, and f0.

The part of the inhomogeneity depending on y and ȳ is given by −4G(σ|ȳ|3y).
It belongs to L4(Γr), since y ∈ H1(Ω), and therefore τry ∈ L4(Γr) in addition to
ȳ ∈ V ∞. Consequently, (H1) also is satisfied, and Lemma 3.8 can be applied.

It remains to verify a bound that is independent of y. With k0 = 0, estimate
(3.6) gives

‖y‖L∞(Ω) + ‖y‖L∞(Γr∪Γ0)

≤ c0
(
‖fΩ‖L2(Ω) + ‖fr‖L4(Γr) + ‖4G(σ|ȳ|3y)‖L4(Γr) + ‖f0‖L4(Γ0)

)
.

(6.6)

We estimate the term with y by

‖G(σ|ȳ|3y)‖L4(Γr) ≤ c‖G‖L(L4(Γr)) ‖ȳ‖3
L∞(Γr)

‖y‖H1(Ω).(6.7)

With (6.3) and the continuity of BΩ, Br, and B0, we obtain by the boundedness of ȳ,

‖y‖H1(Ω) ≤ ‖BΩ fΩ + Br fr + B0 f0‖H1(Ω)

+ c ‖Br‖L(L2(Γr),H1(Ω))‖G‖L(L2(Γr))‖ȳ‖3
L∞(Γr)

‖y‖L2(Γr)

≤ c (‖fΩ‖L2(Ω) + ‖fr‖L4(Γr) + ‖f0‖L4(Γ0) + ‖y‖L2(Γr)).(6.8)

Due to (6.4), ‖ỹ‖L2(Γr) is bounded by

‖ỹ‖L2(Γr) ≤ ‖(I −B)−1‖L(L2(Γr)) · ‖BΩ fΩ + Br fr + B0 f0‖L2(Γr)

≤ c(‖fΩ‖L2(Ω) + ‖fr‖L4(Γr) + ‖f0‖L4(Γ0)),(6.9)
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where Fredholm theory grants ‖(I−B)−1‖L(L2(Γr)) < ∞. Combining (6.7)–(6.9) yields

‖G(σ|ȳ|3y)‖L4(Γr) ≤ c̃ (‖fΩ‖L2(Ω) + ‖fr‖L4(Γr) + ‖f0‖L4(Γ0))(6.10)

with a constant c̃ depending only on Ω. Inserting (6.10) in (6.6) finally gives

‖y‖L∞(Ω) + ‖y‖L∞(Γr∪Γ0) ≤ c0(1 + c̃)
(
‖fΩ‖L2(Ω) + ‖fr‖L4(Γr) + ‖f0‖L4(Γ0)

)
≤ c2

(
‖fΩ‖L2(Ω) + ‖fr‖L4(Γr) + ‖f0‖L4(Γ0)

)
.

7. First order necessary optimality conditions. With the results of sec-
tions 4 and 6, we are now able to show the Fréchet differentiability of the semilinear
PDE solution operator S : u �→ y from L2(Ωs) to V ∞; see section 7.1. Defining
J(y, u) = J(S u, u) =: j(u), a standard argument then yields the variational inequal-
ity for the optimal pair (ū, ȳ):

j′(ū)(u− ū) = (∇ȳ − z,∇y)L2(Ωg) + ν(ū, (u− ū))L2(Ωs) ≥ 0 ∀u ∈ Uad,(7.1)

with ȳ = S ū and y = S′(ū)(u − ū). The latter relation means that y satisfies the
PDE

−div(κs ∇y) = u− ū in Ωs,

−div(κg ∇y) = 0 in Ωg,

κs

(
∂y

∂nr

)
s

− κg

(
∂y

∂nr

)
g

+ 4G(σ|ȳ|3y) = 0 on Γr,

κs
∂y

∂n0
+ 4 εσ|ȳ|3y = 0 on Γ0.

(7.2)

Note that (7.2) constitutes a special case of (6.1).
In section 7.2, we transform the variational inequality (7.1) into the standard

projection formula depending on the adjoint state p.

7.1. Differentiability of the control-to-state operator. We show the dif-
ferentiability of S by the implicit function theorem. To that end, let us introduce an
auxiliary operator T such that S is implicitly defined by T (u, S(u)) = 0. Preparing
the definition of T , we consider the following equation that is equivalent to the weak
formulation of the semilinear PDE (4.1):∫

Ω

κ∇y · ∇v dx +

∫
Γ0

λ y v ds

= −
∫

Γr

G(σ|y|3y)v ds +

∫
Γ0

(λ y + εσ y4
0 − εσ |y|3y) v ds +

∫
Ωs

u v dx

(7.3)

with a fixed λ > 0. Due to the positivity of λ, the left-hand side in (7.3) represents a
bounded, coercive bilinear form in H1(Ω). Thus, for every right-hand side in H1(Ω)∗,
we have a unique solution in H1(Ω). Furthermore, similar to the proof of Theorem 6.2,
it follows that this solution is bounded if the right-hand side is sufficiently regular,
i.e., in L2(Ω) × L4(Γr) × L4(Γ0). Thus, continuous operators B̃Ωs : L2(Ωs) → V ∞,
B̃0 : L4(Γ0) → V ∞, and B̃r : L4(Γr) → V ∞ exist with

y = B̃Ωs u− B̃r (G(σ|y|3y)) + B̃0 (λ y + εσ y4
0 − εσ |y|3y),
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and our auxiliary operator is given by

T (u, y) := y − B̃Ωs
u + B̃r (G(σ|y|3y)) − B̃0 (λ y + εσ y4

0 − εσ |y|3y)(7.4)

with T : L2(Ωs) × V ∞ → V ∞.
Theorem 7.1. Assume that ua ≥ 0, y0 ∈ L16(Γ0), y0 ≥ ϑ > 0, and λ = 1

is not an eigenvalue of B, where B = B(ȳ) is as defined in Theorem 6.1. Then,
S : L2(Ωs) → V ∞ is Fréchet differentiable at (ū, ȳ), and y := S′(ū)(u− ū) is given by
the solution of the linearized equation (7.2).

Proof. According to the definition of T in (7.4) and because of Theorems 4.1
and 4.2, y = S(u) if and only if T (u, y) = T (u, S u) = 0, since this equation corre-
sponds to the semilinear equation (4.1). To prove the differentiability of S, it thus
suffices to verify the hypotheses of the implicit function theorem for T . This is con-
tinuous Fréchet differentiability of T and continuous invertibility of ∂T

∂y (ū, ȳ).

The Nemytskii operator Φ(y) = |y|3y is continuously Fréchet differentiable from
L∞(Γr∪Γ0) to L∞(Γr∪Γ0); see [11]. The other operators in the definition of T are all
continuous and linear operators, and, thus, trivially continuously Fréchet differentiable
on their particular spaces, i.e., G from L∞(Γr) to L∞(Γr), B̃Ωs from L2(Ωs) to V ∞, B̃r

from L∞(Γr) to V ∞, and B̃0 from L∞(Γr) to V ∞. By the chain rule, T is continuously
Fréchet differentiable from L2(Ωs) × V ∞ to V ∞, and, in particular, continuous.

It remains to show the invertibility of ∂T
∂y (ū, ȳ). For a given f ∈ V ∞, we have to

prove the existence of a unique y ∈ V ∞ satisfying ∂T
∂y (ū, ȳ)y = f , i.e., in view of (7.4),

y + 4B̃r (G(σ|ȳ|3y)) = f + B̃0 (λ y − 4εσ |ȳ|3y).

With the substitution y = f − w ∈ V ∞, this is equivalent to the weak formulation

∫
Ω

κ∇w · ∇v dx +

∫
Γr

4G(σ|ȳ|3w)v ds +

∫
Γ0

4 εσ |ȳ|3w v ds

=

∫
Γr

4G(σ|ȳ|3f)v ds−
∫

Γ0

(λ− 4 εσ |ȳ|3)f v ds ∀ v ∈ H1(Ω),

whose bilinear form coincides with the form of (6.2). Here, the inhomogeneity is given
by fΩ = 0, f0 := (εσ |ȳ|3 − λ)f ∈ L∞(Γ0), and fr := 4G(σ|ȳ|3f) ∈ L∞(Γr). Thus,
it fulfills the hypotheses of Theorems 6.1 and 6.2. We therefore have w ∈ V ∞, and,
hence, to every f ∈ V ∞, there exists a unique solution y ∈ V ∞ that yields the desired
bijectivity of ∂T

∂y (ū, ȳ).
Now, since all hypotheses are satisfied, we can apply the implicit function theorem

to (7.4) and obtain, as a derivative of S,

y := S′(ū)(u− ū) = −
(
∂T

∂y
(ū, ȳ)

)−1
∂T

∂u
(ū, ȳ)(u− ū).(7.5)

Finally, a straightforward computation shows that y satisfies (7.5) if and only if y is
the solution of the linearized equation (7.2).
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7.2. The adjoint equation. A standard technique formally gives the following
adjoint equation associated with (P):

div(κg ∇p) = Δȳ − div z in Ωg,

div(κs ∇p) = 0 in Ωs,

κs

(
∂p

∂nr

)
s

− κg

(
∂p

∂nr

)
g

+ 4σ |ȳ|3G∗p =
∂y

∂nr
− z · nron Γr,

κs
∂p

∂n0
+ 4εσ |ȳ|3p = 0 on Γ0.

(7.6)

Formal integration by parts, also on the right-hand side, yields the corresponding
weak formulation of (7.6):

∫
Ω

κ∇p · ∇v dx + 4

∫
Γr

σ |ȳ|3 G∗(p) v ds + 4

∫
Γ0

εσ |ȳ|3 p v ds

=

∫
Ωg

(∇ȳ − z) · ∇v dx =: 〈w, v〉 ∀ v ∈ H1(Ω)

(7.7)

with w ∈ H1(Ω)∗, since ȳ ∈ V ∞ and z ∈ L2(Ωg) by (A3).
To show the existence of a unique solution to (7.7), we use a technique similar to

that for the linearized equation (6.1) based on the Fredholm alternative (see section 6).
To that end, we transform (7.7) into

∫
Ω

κ∇p · ∇v dx + 4

∫
Γ0

εσ |ȳ|3 p v ds = 〈w, v〉 − 4

∫
Γr

σ |ȳ|3 G∗(p) v ds.

Due to the positivity of ȳ, the bilinear form defined by the left-hand side is
bounded and coercive in H1(Ω). Thus, we again obtain linear continuous operators
BΩ : H1(Ω)∗ → H1(Ω) and Br : L2(Γr) → H1(Ω) such that

p = BΩ w + Br (−4σ|ȳ|3 G∗(τrp))

(similar to (6.3)). Now we can argue as in the proof of Theorem 6.1 to obtain the
following result.

Theorem 7.2. Assume ȳ ∈ V ∞, ȳ ≥ ϑ > 0, and that λ = 1 is not an eigenvalue
of B(ȳ)( · ) := −τr Br(4σ|ȳ|3 G∗( · )) with B(ȳ) : L2(Γr) → L2(Γr). Then, to every
w ∈ H1(Ω)∗, there exists a unique solution p of (7.7) in H1(Ω).

Now, if we choose v = p as a test function in the weak formulation of the linearized
equation (7.2), we obtain

∫
Ω

κ∇y · ∇p dx + 4

∫
Γr

G(σ |ȳ|3y)p ds + 4

∫
Γ0

εσ |ȳ|3 y p ds =

∫
Ωs

(u− ū)p dx.

On the other hand, we insert v = y into the weak formulation of the adjoint equation:

∫
Ω

κ∇p · ∇y dx + 4

∫
Γr

σ |ȳ|3 y G∗(p) ds + 4

∫
Γ0

εσ |ȳ|3 p y ds =

∫
Ωg

(∇ȳ − z) · ∇y dx.
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Substracting one equation from the other yields (∇ȳ− z,∇y)L2(Ωg) = (u− ū, p)L2(Ωs)

for the first expression in the variational inequality (7.1) . Thus, (7.1) can be trans-
formed into

j′(ū)(u− ū) =

∫
Ωs

(u− ū)(p + νū) dx ≥ 0 ∀u ∈ Uad,

and, finally, a standard pointwise discussion leads to the projection formula

ū(x) = P[ua,ub]

{
−1

ν
p(x)

}
a.e. on Ωs,(7.8)

where P[ua,ub] denotes the pointwise projection operator on [ua, ub] (cf. Lions [13]).

8. Numerical tests. In this section, we report on some two-dimensional numer-
ical tests. For the computational domain, we chose the square presented in Figure 1.1,
which is naturally academic. In contrast to this, the material parameters were close
to approximating the realistic distributions given in [15]. Two different temperature
levels were investigated in our calculations. At the lower level, the temperature in the
gas phase is in the range of the external temperature y0 ≡ 293.0 K, whereas, at the
higher level, it constitutes approximately 2000 K and, thus, is sufficiently high for the
PVT method mentioned in section 1. In the low-temperature example, the thermal
conductivity2 in the gas phase is fixed at κg ≡ 0.0175 and, having in mind a graphite
crucible, at κs ≡ 37.0 in the solid. At the higher temperatures, we obtain κg ≡ 0.08
and κs ≡ 24.0. The emissivity is set to ε ≡ 0.65 at the lower temperature level and
ε ≡ 0.8 in the high-temperature case. In all cases, the Boltzmann radiation constant3

is given by σ = 5.6696 · 10−8.
To solve the optimal control problems numerically, we used a sequential quadratic

programming (SQP) method (see, for instance, [1]). The linearized subproblems were
solved with a primal-dual active set algorithm (cf. [3] or [4]). The overall method is
described in detail in [14]. Using a projected gradient method with the Armijo step size
rule, suitable initial values were generated. The linearized PDEs were approximated
by linear finite elements. Since the kernel ω exhibits a singularity as mentioned
in section 4, the numerical treatment of K and G, respectively, needs some care,
especially in the corners of Ωg. However, thanks to the simple shape of Γr in our case,
it is possible to integrate ω exactly, thereby circumventing these problems (see [14]
for details). For our numerical investigations, we used a triangle mesh consisting of
98340 points and 196358 elements. Due to the nonlocal radiation boundary condition,
it is refined four times on the inner boundary Γr. Furthermore, since the corners of
Γr are nonconvex with respect to the outer domain Ωs (see Figure 1.1), the mesh is
additionally refined eight times in each of these corners up to a local mesh size of
approximately 1 · 10−5.

We present three numerical examples. The first example, at the lower temperature
level, represents an exact solution of (P) that is defined in the following. For the
Tikhonov parameter, we choose ν = 0.01. The desired temperature gradient4 is given
by z ≡ (0, 0)T , and we take ua ≡ 0.0 and ub ≡ 1000 for the control constraints.5

Then, it is clear that the global optimal solution to (P) is given by

ū ≡ 0, p ≡ 0, ȳ = y0 ≡ 293.0 K.

2in W/(m K).
3in W/(m2K4).
4in K/m.
5in W/m3.
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Table 8.1

Convergence history for the first example.

it J(y, u) 1/2‖∇y − z‖2
L2(Ωg)

ν/2‖u‖2
L2(Ωs)

1 2.343477e+02 5.696541e-03 2.343420e+02
2 1.464461e+01 3.567923e-04 1.464425e+01
3 9.151546e-01 2.223112e-05 9.151324e-01
4 5.718883e-02 1.381736e-06 5.718745e-02

1 7.772308e-09 7.769828e-09 2.480914e-12
2 7.945074e-09 7.942384e-09 2.689580e-12
3 8.067200e-09 8.064853e-09 2.346440e-12

Table 8.2

Comparison with the exact solution.

‖uh − ū‖L2(Ωs)
‖yh − ȳ‖L2(Ω) ‖ph − p̄‖L2(Ω)

2.166306e-05 2.582871e-06 9.120640e-06

In view of Lemma 3.5, it is easy to verify that, with this optimal solution, the state
equation (4.1), the adjoint equation (7.7), and the projection formula (7.8) are sat-
isfied. Moreover, we have J(ȳ, ū) = 0, and thus the solution represents a global
optimum. To demonstrate the convergence behavior of the SQP method, the values
of the numerically evaluated objective functional are shown in Table 8.1. Here, the
rows above the double line refer to the projected gradient method for the initial value
search (rows 1–4). The values that correspond to the SQP method are presented
in rows 5–7. Note that the initial value was given by uh ≡ 500.0 with an objective
functional of 3.750087e+03. As one can see, the SQP method produces a speed-up
of the convergence towards the global optimum J(ȳ, ū) = 0. In what follows, we
denote by the subscript h the approximated solution computed by the SQP method.
Table 8.2 shows the difference between the discrete solution and the given exact so-
lution. Due to ū = p̄ = 0, absolute errors were used. The relative error of the state is
‖yh − ȳ‖L2(Ω)/‖ȳ‖L2(Ω) = 4.407631e–09.

In contrast to the first example, no exact solution is known in the two following
examples. To deal with higher temperatures in the gas phase, we now set ua = 125000
and ub = 725000. To compensate for the comparatively large values of the control,
we choose a small Tikhonov regularization parameter ν = 5 · 10−10. The desired
temperature gradient is given by z = (0,−20)T . Figures 8.1–8.4 show the optimal
solution for this setting. The optimal control shown in Figure 8.1 is defined only in
the solid parts Ωs, and, therefore, its graph shows a hole in the inner square, where
the gas phase is located.

As Figure 8.4 illustrates, there are significant differences between the optimal
temperature distribution in the gas phase and the desired temperature gradient. With
a value of approximately 17 K, the temperature difference between the lower and upper
edges of Γr is smaller than the desired 20 K. Furthermore, at the upper edge, the
temperature is not constant in the x1-direction. A possible explanation for this result
is the strong cooling effect due to the relatively low external temperature. Because of
the comparatively large difference of approximately 1700 K between the temperature
in the gas phase and the external temperature outside the crucible, one obtains quite
steep gradients in the solid part Ωs, as one can see in Figure 8.3. Therefore, it is
not possible to generate the desired flat temperature distribution. In Figure 8.1, we
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x x1

uh

2

Fig. 8.1. Control uh in the second example.
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Fig. 8.2. Adjoint state ph in the second
example.
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Fig. 8.3. State yh in the second example.

0.5 1 1.5
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

x
1

x
2

2107

2104

2101

2098

2095

20922090

Fig. 8.4. Isotherms in the gas phase Ωg

in the second example.

observe noticeable peaks of uh in the corners of Ωg. Since the mesh is refined in these
corners several times, as mentioned above, this does not seem to show a numerical
effect.

Table 8.3 illustrates the development of the objective functional during the iter-
ation. The initial value was given by uh ≡ 312500. The corresponding initial value
of the objective functional is 4.921569e+02. As one can see, the algorithm needed
more iterations of the projected gradient method than in the first example to find
a suitable initial value, i.e., to reach the area of convergence of the SQP method.
Again, a strong decrease of the objective functional is observed after the first SQP
iteration. To validate the numerical solution, we introduce the following indicators
for the relative errors in the optimality system of (P) consisting of the state equation
(4.1), the adjoint equation (7.7), and the projection formula (7.8). The error in the
state equation is measured by

ey =
‖ŷ − yh‖L2(Ω)

‖yh‖L2(Ω)
with ŷ = Sh(uh),

where Sh is the numerical solution operator of the semilinear equation (4.1). To
be more precise, (4.1) is solved numerically by Newton’s method on the continuous
level such that only the linear PDEs in each Newton step are discretized using finite
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Table 8.3

Convergence history for the second example.

it J(y, u) 1/2‖∇y − z‖2
L2(Ωg)

ν/2‖u‖2
L2(Ωs)

1 2.261592e+02 1.551524e+02 7.100687e+01
2 1.754913e+02 1.052975e+02 7.019378e+01
3 1.461291e+02 7.696015e+01 6.916894e+01
4 1.268671e+02 5.873924e+01 6.812786e+01
5 1.136532e+02 4.654510e+01 6.710807e+01
6 1.043283e+02 3.820065e+01 6.612768e+01
7 9.754344e+01 3.235032e+01 6.519312e+01
8 9.241677e+01 2.811423e+01 6.430253e+01
9 8.840054e+01 2.494841e+01 6.345213e+01

1 3.576389e+01 1.106707e+01 2.469682e+01
2 3.735623e+01 9.940953e+00 2.741527e+01
3 3.743465e+01 9.845256e+00 2.758939e+01
4 3.743563e+01 9.844839e+00 2.759079e+01

Table 8.4

Errors for the second example.

eu ey ep

1.871817e-05 3.475214e-11 8.845293e-05

elements (see [14] for details). Next, we introduce the solution operator associated
with the discrete version of the adjoint equation (7.7) denoted by S′

h(uh)∗ ŵ with
〈ŵ , v〉 =

∫
Ωg

(∇ŷ − z) · ∇v dx. Then, to verify the discrete adjoint equation, we
compute

ep =
‖p̂− ph‖L2(Ω)

‖ph‖L2(Ω)
with p̂ = S′

h(uh)∗ŵ.

Finally, as an indicator for the error in the projection formula (7.8), the SQP solution
uh is compared with the projection of p̂, i.e.,

eu =
‖û− uh‖L2(Ωs)

‖uh‖L2(Ωs)
with û = Pad

{
− 1

ν
p̂

}
.

The results are shown in Table 8.4.
In the third example, we set ua = 200000, ub = 300000, and z = (0,−100)T . As

in the second example, ν is fixed at 5 · 10−10.
Since the x2-direction of z is comparatively steep, one cannot expect the desired

temperature gradient to be reached with these bounds on the control. Thus, although
the optimal control is almost bang-bang (cf. Figure 8.5), the optimal temperature
distribution differs considerably from the desired one, as Figure 8.7 and, in particular,
Figure 8.8 demonstrate. Figure 8.6 shows the adjoint state in this example. The
convergence behavior in this case is illustrated by Table 8.5. We choose uh = 230000
as the initial value. The corresponding value of the objective functional amounts to
5.314663e+03. In this case, there is no noteworthy decrease of the objective functional
after starting the SQP method. An explanation for this observation is that the bang-
bang structure of the control is already reached after the first projected gradient
step. Table 8.6 shows the errors in the optimality system, introduced above, for this
example.
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Table 8.5

Convergence history for the third example.

it J(y, u) 1/2‖∇y − z‖2
L2(Ωg)

ν/2‖u‖2
L2(Ωs)

1 4.214458e+03 4.169869e+03 4.458834e+01
2 4.194483e+03 4.149988e+03 4.449523e+01

1 4.183678e+03 4.138581e+03 4.509680e+01
2 4.183709e+03 4.138611e+03 4.509842e+01
3 4.183710e+03 4.138612e+03 4.509841e+01
4 4.183710e+03 4.138612e+03 4.509843e+01

Table 8.6

Errors for the third example.

eu ey ep

3.376173e-07 2.028424e-10 1.485374e-04
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Fig. 8.5. Control uh in the third example.
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Fig. 8.6. Adjoint state ph in the third
example.
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Fig. 8.7. State yh in the third example.
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Abstract. Optimal control of a class of hybrid dynamical systems is studied using the method
of dynamic programming. It is proved that the value function is a discontinuous viscosity solution
of the corresponding Hamilton–Jacobi–Bellman (HJB) equation which appears as a system of quasi-
variational inequalities (SQVI) coupled by a nonlocal operator with a variable boundary condition.
The comparison theorems are established for the sub- and super-solutions of the SQVI.
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1. Introduction. In recent years, there has been increasing attention given to
the study of hybrid dynamical systems. This has been stimulated by increasingly
complex applications that involve a combination of discrete and continuous dynam-
ics. The name “hybrid” reflects the mixed nature of the dynamics. The continuous
dynamics generally represents the underlying time-driven, continuous-variable phys-
ical processes which are usually modeled by a family of differential (or difference)
equations, while the high level event-driven discrete dynamics represents some kind
of decision making logic regarding the continuous dynamics. The discrete dynamics is
usually modeled as timed automata or petri nets. The continuous dynamics and the
discrete dynamics interact at some “event” times when the continuous state hits some
prescribed sets in the continuous state space. Examples of these systems are found in
many areas including production systems (see Cassandras, Pepyne, and Wardi [13]),
traffic systems (see Varaiya [25] and Lygeros, Godbole, and Sastry [20]), and air traffic
management systems (see Tomlin, Pappas, and Sastry [24]).

Different models have been proposed to model hybrid systems at different levels
of generality; among them we mention Branicky, Borkar, and Mitter [11]; Heemels,
Schutter, and Bemporad [18]; and Lygeros, Tomlin, and Sastry [21]. In this paper
we follow the model of Bensoussan and Menaldi [9], which is actually a simplified
version—but with no loss of generality—of the unified model developed in [11]. In
both [9] and [11], it is shown that these models are quite general models and include
most of the hybrid models in the literature as their special cases.

Optimal control problems of general hybrid systems have been studied by using
the maximum principle (see Shaikh and Caines [22] and Sussmann [23]) and dynamic
programming (see Branicky, Borkar, and Mitter [11], Bensoussan and Menaldi [9],
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and, more recently, Dharmatti and Ramaswamy [16]). In [11], the Hamilton–Jacobi–
Bellman (HJB) equations corresponding to the optimal control problem were derived,
but no further analysis on the equations has been done. In a more recent work by
Ball, Chudoung, and Day [1], the continuous value function corresponding to robust
(H∞-type) control is proved to satisfy the dynamic programming equations in the con-
tinuous viscosity sense; however, their system dynamics model is more special, and
they did not provide a uniqueness proof on the solutions of these equations, which, in
fact, is crucial to the synthesis of optimal controllers in the approach of dynamic pro-
gramming. There is a rather complete treatment of the optimal control problem using
the dynamic programming approach in [9]. The authors proved that the continuous
value function is the unique viscosity solution of the corresponding system of quasi-
variational inequalities (SQVI) in some special cases. In [16], the authors proved the
uniqueness problem under more general conditions using a different approach. But as
our example shows, discontinuous value functions arise frequently for general hybrid
optimal control problems. Thus it is desirable to have a theory of optimal hybrid
control in the framework of discontinuous value functions. In this paper, we study
the optimal control problem for a general class of hybrid systems in the context of
discontinuous value functions. In the case of a continuous value function, our results
reduce to those of [9] and [16].

The main problem in applying the dynamic programming approach to solve the
optimal control problem is how to interpret and, more importantly, characterize the
value function as the unique solution of the corresponding HJB equation. In our
problem, the HJB equation is{

max{v(x, q) − (Mv)(x, q), λv(x, q) + H(x, q,∇xv(x, q))} = 0 in F c,
v(x, q) = (Mv)(x, q) on ∂F c,

(1)

where q ∈ Q = {q1, q2, . . . , qp}, F c is the complement of a closed set F , and M is a
nonlocal operator defined by

(Mv)(x, q) = min
w∈W

{κ(x, q, w) + v(g(x, q, w))}.(2)

Thus it is an SQVI coupled by a nonlocal operator M with a variable boundary
condition. Several issues regarding the SQVI make the characterization process diffi-
cult. The first difficulty is the fact that the value function is in general discontinuous
due to the structure of the hybrid dynamics and the possible discontinuities of the
jumping costs; hence we can interpret it as a solution of the SQVI only in some weak
sense (here we employ the notion of discontinuous viscosity solutions introduced by
Ishii [19]). It is known that under this notion of weak solution, uniqueness cannot be
guaranteed in general (see Barles and Perthame [4], [5] and Blanc [10]); rather, only
the maximum sub-solution and minimum super-solution can be characterized. The
second difficulty is that the SQVI is coupled by a nonlocal operator which makes it
hard to apply the approach of Capuzzo Dolcetta and Evans in [12] when we come to
characterize the solution even in the special case of a continuous value function, since
the traditional techniques in viscosity solution framework are local in nature. Extra
difficulties arise in the boundary behavior of this SQVI, which we see is a variable
boundary condition rather than a prescribed function.

In this paper, we generalize the approach of Barles [3] and Bensoussan and
Menaldi [9] to the discontinuous case to resolve the difficulties. The essential point of
the approach is to introduce two concave operators, whose unique fixed points turn
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out to be the maximum sub-solution and minimum super-solution, respectively, and
it actually can be shown that they are solutions. Using the two operators, we further
show that the two extreme solutions admit the same low semi-continuous envelope,
which is the minimum solution. By this we establish the so-called uniqueness in a
weak sense; i.e., all solutions have the same lower semi-continuous envelope or the
equation has a unique lower semi-continuous solution. Note that our approach in
establishing the comparison theorems is essentially different from those of Barles and
Perthame [4], [5] and Blanc [10].

There are some similarities between our results and those of the optimal impulse
control problem (see Barles [3]), the optimal switching problem (see Capuzzo Dolcetta
and Evans [12]), the optimal stopping problem (see Barles and Perthame [4]), and op-
timal exit problems (see Barles and Perthame [5] and Blanc [10]). Actually, since
the structure of the hybrid dynamics involves multiple exits and multiple impulses,
the optimal control problem of hybrid dynamical systems can be regarded as the
generalization and integration of the above control problems, and under appropriate
conditions, the results and approaches fit these special cases.

We begin section 2 by specifying the hybrid model we use and the optimal control
problem to be solved. In section 3 we present the dynamic programming principle for
the problem. Then in section 4 we prove that the value function is a discontinuous
viscosity solution of the associated SQVI. The comparison theorems are given in sec-
tion 5. Some special cases, including the continuous case, are discussed in section 6.
As another application of the approach, we briefly treat the hybrid optimal stopping
problem in section 7.

Notation. Given X ⊂ Rn, a finite set Q, and a set S ⊂ (X × Q), denote
Sc = {(x, q)|(x, q) ∈ ((X × Q)\S)} and Sq = {x|(x, q) ∈ S}. Sq is the closure of Sq

in X, ∂Sq is the boundary of Sq and ∂S = {(x, q)|x ∈ ∂Sq}, and S̃q is the interior of

Sq and S̃ = {(x, q)|x ∈ S̃q}. Given a bounded function v : S → R, denote by v∗ (v∗)
its upper (lower) envelope defined as v∗(x, q) = lim supy∈Sq,y→x v(y, q),(v∗(x, q) =
lim infy∈Sq,y→x v(y, q)). v is called upper semi-continuous (lower semi-continuous) in
S if v∗ = v (v∗ = v) in S. Denote by USC(S) (LSC(S)) the set of upper semi-
continuous (lower semi-continuous) functions in S, and for a function v : X×Q → R,
denote by v|S the restriction of v on S.

2. Problem formulation. In this section, we first propose a model of general
hybrid dynamical systems and then describe in some detail its trajectory properties
and conditions to guarantee that it is well behaved. After this we formulate the
infinite horizon discounted optimal control problem.

2.1. Controlled hybrid dynamical systems. Hybrid systems are loosely de-
fined as dynamical systems involving the interaction of continuous state and discrete
state dynamics. More precisely, we have the following definition.

Definition 2.1. A controlled hybrid dynamical system H is a collection

H = {X,Q,U,W, f, g, F,O},(3)

where the items are defined as follows:
• Hybrid state space X × Q: X ⊂ Rn is the continuous state space, and Q is

the discrete state space which is a finite set with discrete topology.
• Hybrid input space U ×W: U ⊂ Rm is the continuous input space which is

a compact subset of Rm, and W is the discrete input space which is a finite
set with discrete topology.
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• Continuous dynamics f: f : X × Q × U → Rn is a family of vector fields
describing a family of continuous dynamics.

• Discrete dynamics g: g : X×Q×W → X×Q is the discrete transition map.
• Forced and optional discrete transition sets F,O: F,O ⊂ (X ×Q) are closed

subsets of the state space which designate the domain of the discrete dynamics.
Let D = F ∪O be the discrete transition set.

To ensure that the dynamics is well behaved, we impose the following conditions
on the hybrid systems.

Assumption 2.2. The continuous dynamics f satisfies the following:
1. There exists Cf > 0 such that{

|f(x, q, u)| ≤ Cf ∀(x, q, u) ∈ (X ×Q× U),
|f(x, q, u) − f(y, q, u)| ≤ Cf |x− y| ∀x, y ∈ X, ∀q ∈ Q, ∀u ∈ U.

(4)

2. ∂X is smooth and

f(x, q, u) · n(x) ≥ 0 ∀x ∈ (∂X\∂Fq), ∀q ∈ Q, ∀u ∈ U,

where n(x) is the unit inner normal to X.
3. ∂Fq is smooth for all q ∈ Q and

f(x, q, u) · n(x) > α > 0 ∀x ∈ ∂Fq, ∀q ∈ Q, ∀u ∈ U,

where n(x) is the unit inner normal to Fq.
Assumption 2.3. The discrete dynamics g satisfies{

|g(x, q, w)| ≤ Cg ∀(x, q, w) ∈ (X ×Q×W ),
g(·, q, w) is continuous in X ∀q ∈ Q, ∀w ∈ W.

(5)

Remark 2.4. Item 1 in Assumption 2.2 guarantees the existence of the solutions
of the continuous dynamics for any initial condition. Item 2 simplifies the behavior of
the continuous dynamics on the boundaries of the continuous state space, implying
that the state will never exit the state space X by continuous evolution. When X is
closed and convex, we can achieve this by projecting outward pointing vector fields
to the boundary as suggested in [15].

Remark 2.5. The transversality condition 3 in Assumption 2.2 eliminates the
pathological behavior of the continuous dynamics on the boundary of forced jump set
F ; see [11] for discussion and relaxation. Since the forced discrete transition set Fq

acts as an exit set in the hybrid dynamics, this assumption simplifies the exit behavior
through the boundary of Fq. Some of our subsequent results and proofs would be more
complicated without this assumption. We don’t assume a transversality condition for
the optional discrete transition set O which is made in [16]. A transversality condition
on O implies that when the state enters O, it can escape O only by doing a discrete
transition. This is a condition inappropriate for O in a sense that discrete transitions
in O are “optional.” However, as our example shows, discontinuous value functions
can arise without this assumption.

Now, let us see how a controlled hybrid dynamical system works. The execution
of the controlled hybrid dynamical system operates as follows:

1. At any time, one of the continuous dynamics f(·, q, ·) must be active, while
the discrete dynamics can be activated only in some isolated times. When
the discrete dynamics is active, it has higher priority than the continuous
dynamics.
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2. When the state is inside F , the discrete dynamics must be activated, and it
must not be activated when the state is outside D.

3. When the state is inside O, the discrete dynamics may be but does not have
to be activated.

Under the rules, in order to distinguish the two different types (forced and op-
tional) of discrete transitions, we impose the following assumption.

Assumption 2.6. F and O are strictly separated; i.e.,

d(Fq, Oq) > 0 ∀q ∈ Q.

The continuous dynamics changes the continuous state continuously under a
continuous input signal and does not change the discrete state. The activation of the
discrete dynamics causes a discrete transition which changes the hybrid state to a
new state instantaneously. A discrete transition can be a “JUMP” which means only
a change in the continuous state variable or a “SWITCH” which means only discrete
state changes, or a combination of “JUMP” and “SWITCH.” Since we assume here
that it takes no time to have a discrete transition, we need to eliminate the pathological
executions of multiple discrete transitions at one single time and an infinite number
of discrete transitions in any finite period of time that are called “Zeno executions.”
According to Bensoussan and Menaldi [9], the following assumption is sufficient to
eliminate both due to the forced jumps.

Assumption 2.7. g satisfies

inf
w∈W,(x,q),(x′q′)∈F

{|x′ − g|X(x, q, w)| + |q′ − g|Q(x, q, w)|} ≥ c > 0,

where g|X : X ×Q ×W → X, g|Q : X ×Q ×W → Q are the projections of g to X
and Q, respectively; i.e., (g|X(x, q, w), g|Q(x, q, w)) = g(x, q, w) for all x ∈ X, for all
q ∈ Q, for all w ∈ W .

Following the rules, the trajectories of the continuous state are piecewise contin-
uous where discontinuities appear (if the discrete transition is not a SWITCH) at the
times of discrete transitions. At every discrete transition time τi, let x(τ−i ) be the
prejump state and let x(τ+

i ) be the postjump state. The discrete state trajectories
are piecewise constant and have discontinuities in the discrete transition time (if it is
not a JUMP).

We can see that a control signal of a hybrid system consists of two parts: contin-
uous input and discrete input. A continuous input is a measurable function u : R+ →
U , which takes effect through the continuous dynamics. Let U denote the set of all
continuous control input. The discrete control takes the form {(τi, wi)}N1 , where

0 = τ0 ≤ τ1 ≤ · · · τi ≤ τi+1 · · ·

is the sequence of times selected to activate the discrete dynamics to cause discrete
transitions. At time τi the destination of the discrete transition is parameterized by
the discrete input value wi ∈ W . The total number of activations N can be finite or
infinite.

Let us call β = (u(·), {(τi, wi)}N1 ) a hybrid control. Obviously, in order to follow
the rules of the hybrid dynamical system, not all hybrid controls are acceptable. The
two kinds of controls (continuous and discrete) are not independent of each other.
Given initial states (x, q) ∈ (X × Q) and a continuous control u(·) ∈ U , we have to
activate the discrete dynamics if the state enters F , and we must not activate the
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discrete dynamics when the state is outside D. So we have to select those acceptable
hybrid controls which we call admissible.

Given any (x, q) ∈ (X ×Q) and u(·) ∈ U , define hitting times of F and D to be

TF (x, q, u(·)) = inf{t≥ 0|(x(t), q)∈F}, TD(x, q, u(·)) = inf{t≥ 0|(x(t), q)∈D},(6)

where x(·) is the solution of

ẋ(t) = f(x(t), q, u(t))

with initial state x.
Definition 2.8. Given initial state (x, q) ∈ (X × Q), a hybrid control β =

(u(·), {(τi, wi)}N1 ) is called an admissible hybrid control with respect to (x, q) if
1.

0 = τ0 ≤ τ1 ≤ · · · τi ≤ τi+1 · · · , τi → ∞ if i → ∞;

2.

TD(x(τ+
i ), qi, u(·)) ≤ τi+1 − τi ≤ TF (x(τ+

i ), qi, u(·)) ∀i ≥ 0.

Let β(x, q) denote an admissible hybrid control with respect to (x, q) and let B(x, q)
denote the set of all admissible hybrid controls with respect to (x, q).

Any trajectory that starts from an initial hybrid state driven by an admissible
hybrid control with respect to the initial state is called an admissible hybrid trajec-
tory. Based on the assumptions on the dynamics and the rules, we know that there
exists one and only one admissible hybrid trajectory for any initial hybrid state under
any admissible hybrid control input. We now construct a typical hybrid trajectory
inductively. Given any initial state (x, q) ∈ (X × Q) and β(x, q) ∈ B(x, q), a hybrid
state trajectory is produced as follows:

1. (x(τ+
0 ), q(τ+

0 )) = (x, q);
2. for i = 1, 2, . . . ,

if τi > τi−1, then for t ∈ [τi−1, τi),

(a)

{
q(t) = q(τ+

i−1) = qi−1

ẋ(t) = f(x(t), q(t), u(t))
with initial condition (x(τ+

i−1), q(τ
+
i−1));

(b)

{
q(τ−i ) = q(τi−1) = qi−1

x(τ−i ) = limt→τ−
i
x(t)

;

if τi = τi−1, then (x(τ−i ), q(τ−i )) = (x(τ+
i−1), q(τ

+
i−1));

3. (x(τ+
i ), q(τ+

i )) = g(x(τ−i ), q(τ−i ), wi).
Notice that if we use Q = {1, 2, . . . , p} to represent discrete state space Q, the

hybrid dynamics can be written in compact form as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ(t) = f(x(t), n(t), u(t)) +
N∑
i

(g|X(x(τ−i ), q(τ−i ), wi) − x(τ−i ))δ(t− τi),

ṅ(t) =

N∑
i

(g|Q(x(τ−i ), q(τ−i ), wi) − n(τ−i ))δ(t− τi),

(7)

where δ is the Dirac measure.
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2.2. Optimal control problem. Now we associate with every admissible hy-
brid trajectory a cost which, not surprisingly, is also hybrid, i.e., consists of continuous
costs and discrete costs. The continuous costs penalize the continuous running of the
hybrid dynamical system and take the form 	 : X ×Q× U → R+. The discrete part
is with the form of ρ : X × Q ×W → R+, which represents how much you need to
pay for a discrete transition.

We assume the costs satisfy the following assumptions.
Assumption 2.9. The running cost 	 satisfies{

	(x, q, u) ≤ C� ∀(x, q, u) ∈ (X ×Q×W ),
|	(x, q, u) − 	(y, q, u)| ≤ C�|x− y| ∀x, y ∈ X, ∀q ∈ Q, ∀u ∈ U.

(8)

Assumption 2.10.{
0 < Cρ < ρ(x, q, w) < C ′

ρ ∀(x, q, w) ∈ (X ×Q×W ),
(ρ∗)∗ = ρ∗.

(9)

Given any initial hybrid state (x, q) ∈ (X ×Q) and any admissible hybrid control
input β(x, q) ∈ B(x, q), an admissible hybrid trajectory is produced. Then define the
(discounted) total cost for the trajectory as

J(x,q)(β) =

N∑
i=1

(∫ τi

τi−1

	(x(s), qi−1, u(s))e−λsds + ρ(x(τ−i ), qi−1, wi)e
−λτi

)
,(10)

where λ > 0 is the discount factor.
The optimal control of hybrid dynamical systems is to find an admissible hybrid

control input (β∗(x, q)) for every hybrid state (x, q) ∈ (X ×Q), such that

J(x,q)(β
∗) ≤ J(x,q)(β)

for any β(x, q) ∈ B(x, q).
We will use the approach of dynamic programming to study this problem. In

dynamic programming, the key concept is the so-called value function defined for this
problem as

V(x, q) = inf
β(x,q)∈B(x,q)

{J(x,q)(β)}(11)

for every initial hybrid state (x, q) ∈ (X × Q). In the remainder of the paper we
characterize it (if possible) as the unique solution (in some weak sense) of a partial
differential equation called an HJB equation.

The following result shows that the value function is nonnegative and bounded.
Proposition 2.11. The value function is nonnegative and bounded; i.e., there

exists Cv > 0 such that

0 ≤ V(x, q) ≤ Cv ∀(x, q) ∈ (X ×Q).

Proof. It is obvious that the value function should be nonnegative since all
the costs are nonnegative. To prove the boundedness, fix any initial state (x, q) ∈
(Rn × Q). Choose a special admissible hybrid control β̂(x, q) ∈ B(x, q), such that
every discrete transition time τi, i ≥ 1 is a forced discrete transition time, i.e.,
(x(τ−i ), q(τ−i )) ∈ F for all i ≥ 1. Then based on Assumption 2.7, and Theorem



OPTIMAL CONTROL OF HYBRID SYSTEMS AND SQVI 729

2.1 of Bensoussan and Menaldi [9], we know that there exists an h > 0 independent
of β such that

τi+1 − τi ≥ h

for all i ≥ 1. Hence

V(x, q) ≤ J(x,q)(β̂)

≤
∫ ∞

0

C�e
−λsds +

N∑
i=1

C ′
ρe

−λih

= C�
1

λ
+ C ′

ρ

e−λh(1 − e−λNh)

1 − e−λh

≤ C�
1

λ
+ C ′

ρ

e−λh

1 − e−λh
.

Due to the complex structure of general hybrid dynamical systems, in the general
case, the value function could be discontinuous. For general hybrid dynamical sys-
tems without the transversality condition in item 3 of Assumption 2.2, three factors
contribute to the discontinuities of the value functions. The first is the existence of
the forced jump set Fq. Fq acts as the role of exit set for the continuous dynam-
ics. From Barles and Perthame [5] and Blanc [10], we know that the value function
is discontinuous for the optimal exit problem unless some compatibility like that of
the transversality condition is imposed. The second factor is the restriction of the
optional discrete transitions on the domain O, which actually can be turned into the
equivalent case of a discontinuous discrete transitional cost without the constraint of
O. The last factor is that we allow a discontinuous discrete transition cost ρ. The
first factor was eliminated due to the tranversality condition; hence the discontinuity
of the value functions are the results of O and ρ. Next we give a simple example to
make it clear that the existence of O does lead to a discontinuous value function.

Example 2.12. Consider a hybrid system with X = R, Q = {0, 1}, U = [1, 2],
W = {w}, F = ∅, O0 = O1 = [1, 2], and continuous dynamics

f(x, q, u) =

{
u when q = 0,
−u when q = 1

and discrete dynamics

g(x, q, w) =

{
(x, 1) when q = 0,
(x, 0) when q = 1.

The costs are as follows:

	(x, q, u) =

{ 1
u when q = 0,
1
6 when q = 1

and discrete transition cost

ρ(x, q, w) =
1

6
.
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Fig. 1. Value function V(x, 0).

Let the discount factor λ = 1. Then all the data satisfies the assumptions, the value
functions can be computed by hand as

V(x, 0) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
2 when x > 2,
1
3 when 1 ≤ x ≤ 2,

5
6 − 1

2e
x−1
2 when 1 + 2 ln 2

3 ≤ x < 1,
1
2 when −1 < x < 1 + 2 ln 2

3 ,

and

V(x, 1) =
1

6
, x ∈ R.

From Figure 1, we can easily see that V(x, 0) is discontinuous at x = 2. In
this simple example, since F = ∅ and the discrete transition cost ρ is continuous,
the discontinuity of the value function is the result of the existence of O without a
transversality condition.

In this paper, we study the optimal control of a hybrid dynamical system without
assuming a continuous value function. Hence the analysis of this paper can be regarded
as the discontinuous generalization of [9]. In the case of a continuous value function,
all of our arguments reduce to the case of paper [9].

3. Dynamic programming principle. Now we turn to study the value func-
tion by the approach of dynamic programming. In this section, we develop the so-
called dynamic programming principle (DPP) satisfied by the value function, which
leads to a system of first order partial differential equations in section 4.

First, let us introduce a function

κ(x, q, w) =

{
ρ(x, q, w), (x, q) ∈ D,
Cκ otherwise,

(12)
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where Cκ > C�
1
λ + C ′

ρ
e−λh

1−e−λh is a constant, and a set

V = {v : X ×Q → R|v bounded}.

Define nonlocal operators M : V → V:

(Mv)(x, q) = min
w∈W

{κ(x, q, w) + v(g(x, q, w))};(13)

M+ : V → V:

(M+v)(x, q) = min
w∈W

{κ∗(x, q, w) + v∗(g(x, q, w))};(14)

M− : V → V:

(M−v)(x, q) = min
w∈W

{κ∗(x, q, w) + v∗(g(x, q, w))}.(15)

We give properties of the operators M, M+, and M− in the following lemma.
Lemma 3.1. For any function v ∈ V, we have
1. M+v∗ ∈ USC(X ×Q) and M+v∗ ≥ (Mv)∗;
2. M−v∗ ∈ LSC(X ×Q) and M−v∗ ≤ (Mv)∗.

Proof. Item 1. Fix any q ∈ Q. For any x ∈ X, let w∗ be (M+v∗)(x, q) =
κ∗(x, q, w∗)+v∗(g(x, q, w∗)). For any sequence xn → x, since g(·, q, w∗) is continuous,
we know that g(xn, q, w

∗) → g(x, q, w∗). Then

(M+v∗)(x, q) = κ∗(x, q, w∗) + v∗(g(x, q, w∗))

≥ lim sup
n→∞

κ∗(xn, q, w
∗) + lim sup

n→∞
v∗(g(xn, q, w

∗))

≥ lim sup
n→∞

(κ∗(xn, q, w
∗) + v∗(g(xn, q, w

∗)))

≥ lim sup
n→∞

(M+v∗)(xn, q),

which proves the upper semicontinuity of M+v∗. Since Mv ≤ M+v∗,

(Mv)∗ ≤ (M+v∗)∗ = M+v∗.

Item 2. Fix any q ∈ Q. For any x ∈ X and any sequence xn → x, let w∗
n ∈ W

be a sequence such that (M−v∗)(xn, q) = κ∗(xn, q, w
∗
n) + v∗(g(xn, q, w

∗
n)). Since W

is a finite set, we can select a constant subsequence, i.e., w∗
n = w∗. Similarly, we have

g(xn, q, w∗) → g(x, q, w∗). Then

(M−v∗)(x, q) ≤ κ∗(x, q, w∗) + v∗(g(x, q, w∗))

≤ lim inf
n→∞

κ∗(xn, q, w∗) + lim inf
n→∞

v∗(g(xn, q, w∗))

≤ lim inf
n→∞

(κ∗(xn, q, w∗) + v∗(g(xn, q, w∗)))

= lim inf
n→∞

(M−v∗)(xn, q),

which proves the lower semicontinuity of M−v∗. Since Mv ≥ M−v∗, then

(Mv)∗ ≥ (M−v∗)∗ = M−v∗.
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The next three theorems consist of the DPP for the value function.
Theorem 3.2. The value function V satisfies

V(x, q) = (MV)(x, q) ∀(x, q) ∈ F.(16)

Proof. “≤”: Fix any (x, q) ∈ F and w ∈ W , and denote (x′, q′) = g(x, q, w). For
any admissible hybrid control with respect to (x′, q′), β̄(g(x, q, w)) = (ū(·), {τ̄i, w̄i}N1 ),
construct a new hybrid control β = (u(·), {τi, wi}N+1

1 ) by{
u(t) = ū(t),
τ1 = 0, w1 = w, τi = τ̄i−1, wi = w̄i−1, i ≥ 2.

It is not difficult to see that β is admissible with respect to (x, q); i.e., β(x, q) ∈ B(x, q).
Then

V(x, q) ≤ J(x,q)(β)

= κ(x, q, w) + J(g(x,q,w))(β̄),

and since β̄(g(x, q, w)) ∈ B(g(x, q, w)) is arbitrary,

V(x, q) ≤ κ(x, q, w) + inf
β̄(g(x,q,w))∈B(g(x,q,w))

{J(g(x,q,w))(β̄)}

= κ(x, q, w) + V(g(x, q, w)).

Since we are choosing w arbitrarily, we have

V(x, q) ≤ min
w∈W

{κ(x, q, w) + V(g(x, q, w))}

= (MV)(x, q).

“≥”: For any (x, q) ∈ F and ε > 0, there exists an admissible hybrid control to
(x, q), say β(x, q) = (u(·), {τi, wi}N1 ), such that

V(x, q) + ε > J(x,q)(β).

According to the definition of the admissibility of the hybrid control, τ1 = 0, and thus

J(x,q)(β) = κ(x, q, w) + J(g(x,q,w))(β̄)

≥ κ(x, q, w) + V(g(x, q, w))

≥ (MV)(x, q),

where β̄(g(x, q, w)) = (ū(·), {τ̄i, w̄i}N−1
1 ) is defined as{

ū(t) = u(t),
τ̄i = τi+1, w̄i = wi+1, i ≥ 1.

Hence

V(x, q) ≥ (MV)(x, q).

Theorem 3.3. The value function V satisfies the following:
1. For any (x, q) ∈ F c,

V(x, q) ≤ (MV)(x, q).(17)
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2. For any u(·) ∈ U and any 0 ≤ T < TF (x, q, u(·)),

V(x, q) ≤
∫ T

0

	(x(s), q, u(s))e−λsds + V(x(T ), q)e−λT ,(18)

where x(t) =
∫ t

0
f(x(t), q, u(t))dt− x.

Proof. Proof of (17): If (x, q) ∈ Dc, then (17) is trivially true since

V(x, q) ≤ C�
1

λ
+ C ′

ρ

e−λh

1 − e−λh
≤ Cκ = κ(x, q, w) ≤ (MV)(x, q).

If (x, q) ∈ O, then (17) can be proved in exactly the same way as the “≤” part of
Theorem 3.2.

Proof of (18): Fix any u(·) ∈ U ; then we can get (x(T ), q) by x(T ) =
∫ T

0
f(x(t),

q, u(t))dt−x. Since F is a closed subset, we know that TF (x, q, u(·)) > 0 for (x, q) ∈ F c

and for any 0 ≤ T < TF (x, q, u(·)), (x(T ), q) ∈ F c. Given any admissible control
β̄(x(T ), q) = (ū(·), {τ̄i, w̄i}N1 ), construct a new control β̃ = (ũ(·), {τ̃i, w̃i}N1 ) by⎧⎪⎨

⎪⎩
ũ(t) =

{
u(t), 0 ≤ t ≤ T,
ū(t− T ), t > T,

τ̃i = τ̄i + T, w̃i = w̄i, i ≥ 1.

Then we know that β̃ ∈ B(x, q), i.e., the new control is admissible to (x, q), and hence

V(x, q) ≤ J(x,q)(β̃)

=

∫ T

0

	(x(s), q, u(s))e−λsds + J(x(T ),q)(β̄)e−λT ,

and

V(x, q) ≤
∫ T

0

	(x(s), q, u(s))e−λsds + inf
β̄(x(T ),q)∈B(x(T ),q)

{J(x(T ),q)(β̄)}e−λT

=

∫ T

0

	(x(s), q, u(s))e−λsds + V(x(T ), q)e−λT .

Next, we establish the super-optimality principle for the lower envelope of the
value function in the framework of relaxed control theory. Let P(U) be the space of
probability measures on the continuous input space U . A relaxed continuous control is
a map μ : [0,∞) → P(U). Denote Û = {μ(·)}. If we change the continuous dynamics
to

f̂(x, q, μ) =

∫
U

f(x, q, u)dμ(19)

and the continuous running cost to

	̂(x, q, μ) =

∫
U

	(x, q, u)dμ(20)

and keep other data unchanged, then we get the optimal control problem in the context
of a relaxed control framework. Let us denote by β̂(x, q) = (μ(·), {τi, wi}N1 ) a relaxed
admissible hybrid control with respect to (x, q). The admissibility of a relaxed hybrid
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control is defined in the same way as that of admissible hybrid controls except that
the trajectory is replaced by the corresponding relaxed one. Let B̂(x, q) = {β̂(x, q)}.

Now we give the super-optimality principle for the value function.
Theorem 3.4. If for some (x, q) ∈ F c, V∗(x, q) < (M−V∗)(x, q), then there

exists t(x, q) > 0 such that for all 0 ≤ T < t(x, q), we have

V∗(x, q) ≥ inf
μ(·)∈ Û

{∫ T

0

∫
U

	(x̂(s), q, u)e−λsdμsds + V∗(x̂(T ), q)e−λT

}
,(21)

where μ(·) is the relaxed control and x̂(·) is the solution of ˙̂x(t) =
∫
U
f(x̂(t), q, u)dμt

with initial state x.
Proof. For any (x, q) ∈ F c, choose xn → x such that V(xn, q) → V∗(x, q). Since

F is closed, xn ∈ F c
q for n large enough; thus we can assume that xn ∈ F c

q is true for
all n. For every n, let βn(xn, q) ∈ B(xn, q) such that

V(xn, q) + 1/n ≥ J(xn,q)(β
n).

We now show that there must exist t(x, q) > 0 such that for n large enough, (τn)1 >
t(x, q). If (x, q) ∈ Dc, it is trivially true since the first discrete transition can happen
only after the state enters D, and we notice that D is closed. So we need only show
it is true for the case of (x, q) ∈ O. Assume for the sake of contradiction that there
exists a subsequence (still denoted as (τn)1) such that (τn)1 → 0. Since W is a finite
set, we can assume there exists w1 ∈ W such that (wn)1 = w1 for n ≥ 1. Denote
by xn(·) the continuous state trajectory with initial condition (xn, q) and control βn.
We know that

xn((τn)−1 ) → x and g(xn((τn)−1 ), q, w1) → g(x, q, w1)

by the continuity of the discrete transition dynamics. Hence

V∗(x, q) = lim
n→∞

(V(xn, q) + 1/n)

≥ lim inf
n→∞

(∫ (τn)1

0

	(xn(s), q, un(s))e−λsds + κ(xn((τn)−1 ), q, w1)e
−λ(τn)1

+V(g(xn((τn)−1 ), q, w1)e
−λ(τn)1)

)
≥ κ∗(x, q, w1) + V∗(g(x, q, w1))

≥ (M−V∗)(x, q),

which contradicts the assumption. We have shown that for 0 ≤ T < t(x, q) and n
large enough

V(xn, q) + 1/n ≥ J(xn, q, βn)

≥
∫ T

0

	(xn(s), q, un(s))e−λsds + V(xn(T ), q)e−λT

≥
∫ T

0

	(xn(s), q, un(s))e−λsds + V∗(x
n(T ), q)e−λT .

If we regard the control sequence un(·) on [0, T ] as the relaxed controls, then there is
a relaxed control μ(·) such that un(·) → μ(·) weakly. Noticing the fact that xn → x,
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we know xn(s) → x̂(s) uniformly on [0, T ] and∫ T

0

	(xn(s), q, un(s))e−λsds →
∫ T

0

∫
U

	(x̂(s), q, u)dμse
−λsds.

Hence it holds that

V∗(x, q) ≥
∫ T

0

∫
U

	(x̂(s), q, u)e−λsdμsds + V∗(x̂(T ), q)e−λT

≥ inf
μ(·)∈ Û

(∫ T

0

∫
U

	(x̂(s), q, u)e−λsdμsds + V∗(x̂(T ), q)e−λT

)
.

4. SQVI and discontinuous viscosity solution. In this section, we prove the
value function to be a discontinuous viscosity solution of the HJB equations based
on the DPP proved in the previous section. In our problem these equations appear
as the following SQVI due to the existence of the discrete phenomena; furthermore,
the existence of forced discrete transition set F gives the SQVI a variable boundary
condition which is different from the usual boundary condition.

Consider a system of first order partial differential equations

max {v(x, q) − (Mv)(x, q), λv(x, q) + H(x, q,∇xv(x, q))} = 0 in F c(22)

with boundary condition

v(x, q) = (Mv)(x, q) on ∂F c,(23)

where the Hamiltonian H : X ×Q× Rn → R is defined as

H(x, q, p) = sup
u∈U

{−〈f(x, q, u), p〉 − 	(x, q, u)}.(24)

The idea is to extract the information about the value function from the SQVI
(22) and boundary condition (23). In the best possible case, (22) and (23) determine
the value function completely in the region (X × Q)\F . Then from (16), we can
compute the value function in area F , thus determining the whole value function.

Notice that the above SQVI constitutes a collection of |Q| = p partial differential
equations coupled together by the nonlocal operator M. So the solutions are in the
form of a vector

v = (v((·), q1),v((·), q2), . . . ,v((·), qp))

or a function v : (X ×Q) → R. A similar form of SQVI also appears in the optimal
switching problem (see Capuzzo Dolcetta and Evans [12]), but the difference is that
in their case, the SQVI is coupled by a local operator. It is also interesting to see that
our boundary condition is not a prescribed function but is determined by the values
of the solution inside F c.

It is known that in general the value function can satisfy the HJB equations only
in a weak sense such as in the sense of viscosity solutions rather than in the classic
sense. In our problem, since the value function is not necessarily even continuous,
we need to use the following notion of a discontinuous viscosity solution originally
introduced by Ishii [19].

Definition 4.1. A bounded function v : (F c) → R such that v ∈ USC(F c)
(v ∈ LSC(F c)) is a viscosity sub-solution (super-solution) of SQVI (22) with boundary
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condition (23) in the viscosity sense if, for any φ : F c → R such that φ ∈ C1(F c) and
for any x0 (x1), the local maximum (local minimum) of v(·, q) − φ(·, q) satisfies

(25){
max {v(x0, q)− (M+v)(x0, q), λv(x0, q) +H(x0, q,∇xφ(x0, q))}≤ 0 if x0 ∈F c

q ,

v(x0, q)≤ (M+v)(x0, q) if x0 ∈ ∂F c
q ,

respectively,

max {v(x1, q) − (M−v)(x1, q), λv(x1, q) + H(x1, q,∇xφ(x1, q))} ≥ 0 ∀ x1.(26)

A bounded function v : F c → R is a (discontinuous) viscosity solution of (22) with
boundary condition (23) if v∗ (v∗) is a sub-solution (super-solution) of (22) with
boundary condition (23) in the viscosity sense.

Remark 4.2. Following the usual definition of discontinuous viscosity solution
with boundary condition satisfied in the viscosity sense (see, for example, [5]), the
inequality of our sub-solution property should be⎧⎪⎨
⎪⎩

max {v(x0, q) − (M+v)(x0, q), λv(x0, q) + H(x0, q,∇xφ(x0, q))} ≤ 0 if x0 ∈ F c
q ,

min

{
v(x0, q) − (M+v)(x0, q),
max{v(x0, q) − (M+v)(x0, q), λv(x0, q) + H(x0, q,∇xφ(x0, q))}}≤ 0

}
if x0 ∈∂F c

q ,

which is equivalent to (25). Similarly, for our super-solution property inequality, it
should be⎧⎪⎨
⎪⎩

max {v(x1, q) − (M−v)(x1, q), λv(x1, q) + H(x1, q,∇xφ(x1, q))} ≥ 0 if x1 ∈ F c
q ,

max

{
v(x1, q) − (M−v)(x1, q),
max{v(x1, q) − (M−v)(x1, q), λv(x1, q)+ H(x1, q,∇xφ(x1, q))}}≥ 0

}
if x1 ∈∂F c

q ,

which is the same as (26).
Now we come to the main result of this section.
Theorem 4.3. The value function V|F c is a discontinuous viscosity solution of

the SQVI (22) with boundary condition (23) in the sense of Definition 4.1.
Proof of the sub-solution property. We need to show that for any φ and x0 in

Definition 4.1 such that V∗(·, q)−φ(·, q) has a local maximum at x0 ∈ F c, (25) holds
for V∗(x0, q). From (16), (17), and Lemma 3.1 we know that

V∗ ≤ (MV)∗ ≤ M+V∗ in F c;

then we need only show that

λV∗(x0, q) + H(x0, q,∇xφ(x0, q)) ≤ 0 in F c.

Fix any u ∈ U , and let u(t) = u, t ≥ 0. Since F c
q is open, there is a γ > 0 such that

r(x0, q, u) = inf
x∈B(x0,γ)

TF (x, q, u(·)) > 0.

Then, thanks to (18), for any 0 ≤ T < r(x0, q, u), we have

V(x, q) ≤
∫ T

0

	(x(s), q, u)e−λsds + V(x(T ), q)e−λT
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for any x ∈ B(x0, γ), which implies

V∗(x0, q) ≤
∫ T

0

	(x0(s), q, u)e−λsds + V∗(x0(T ), q)e−λT ,

where x0(·) is the continuous state trajectory with initial condition (x0, q). On the
other hand, for T small enough, we have

V∗(x0(T ), q) ≤ φ(x0(T ), q) + (V∗(x0, q) − φ(x0, q)),

and thus we obtain

V∗(x0, q)(1− e−λT )/T ≤ 1/T

(∫ T

0

	(x0(s), q, u)e−λsds

+ (φ(x0(T ), q) − φ(x0, q))e
−λT

)
.

Let T → 0. We get

λV∗(x0, q) −∇xφ(x0, q)f(x0, q, u) − 	(x0, q, u) ≤ 0.

Now we maximize over u and obtain

λV∗(x0, q) + sup
u∈U

{−∇xφ(x0, q)f(x0, q, u) − 	(x0, q, u)} ≤ 0.

This proves that V∗ is a sub-solution.
To prove that V∗ is also a super-solution, we need a known result in relaxed

control theory; see, for example, section 2.2 of Chapter III in [2]. In our problem, let

Ĥ(x, q, p) = sup
μ∈P(U)

{−〈f̂(x, q, μ), p〉 − 	̂(x, q, μ)}.(27)

Then we have the following lemma.
Lemma 4.4. For any (x, q) ∈ (X ×Q) and p ∈ Rn,

H(x, q, p) = Ĥ(x, q, p).(28)

Proof. Choose relaxed controls μ = δu; then

Ĥ(x, q, p) ≥ sup
u∈U

{−〈f̂(x, q, δu), p〉 − 	̂(x, q, δu)} = H(x, q, p).

On the other hand,

−〈f̂(x, q, μ), p〉 − 	̂(x, q, μ) =

∫
U

(−〈f(x, q, u), p〉 − 	(x, q, u))dμ

≤
∫
U

sup
u∈U

{−〈f(x, q, u), p〉 − 	(x, q, u)}dμ

= H(x, q, p).

Then Ĥ(x, q, p) ≤ H(x, q, p).
Now we can prove the super-solution property for V∗.
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Proof of the super-solution property. What we need to show is that for any φ in
Definition 4.1 and any local minimum of V∗(·, q) − φ(·, q) at x1 ∈ F c

q , (26) holds for
V∗. It is known in viscosity solution theory (see, for example, Remark 1.2 on p. 26
of [2]) that we can assume without loss of generality that V∗(x1, q) = φ(x1, q); hence
there exists γ1 > 0 such that

V∗(x, q) − φ(x, q) ≥ 0 ∀x ∈ B(x1, γ1).(29)

If

V∗(x1, q) = (M−V∗)(x1, q),

there is nothing to prove; then we assume that

V∗(x1, q) < (M−V∗)(x1, q)

and show that

λV∗(x1, q) + H(x1, q,∇xφ(x1, q)) ≥ 0.

Case 1. (x1, q) ∈ F c. We assume for the sake of contradiction that there exists
δ > 0 such that

λV∗(x1, q) + H(x1, q,∇xφ(x1, q)) < −2δ.

From the assumption V∗(x1, q) = φ(x1, q) and Lemma 4.4, we get

λφ(x1, q) + Ĥ(x1, q,∇xφ(x1, q)) < −2δ,

which means

λφ(x1, q) − 〈f̂(x1, q, μ),∇xφ(x1, q)〉 − 	̂(x1, q, μ) < −2δ ∀μ ∈ P(U).

Hence we know there exists γ2 > 0 such that

λφ(x, q) − 〈f̂(x, q, μ),∇xφ(x, q)〉 − 	̂(x, q, μ) < −δ, ∀x ∈ B(x1, γ2), μ ∈ P(U).(30)

Based on the standard estimation of ordinary differential equations, we know
there exists t0 > 0 such that

x̂(t) ∈ B(x1, γ1 ∧ γ2) ∀0 ≤ t < t0,

where x̂(·) is the solution of x̂(t) = f̂((x̂)(t), q, μt), x̂(0) = x1 for any relaxed control

μ ∈ Û .
On the other hand, from Theorem 3.4, let μ̂ ∈ Û be such that for sufficiently

small T > 0

V∗(x1, q) ≥
∫ T

0

	̂(x̂(t), q, μ̂t)e
−λtdt + V∗(x̂(T ), q)e−λT − δ

2λ
(1 − e−λT ).(31)

For this relaxed control μ̂ and its relaxed state trajectory x̂(·), from (30)

λφ(x̂(t), q) − 〈f̂(x̂(t), q, μ̂t),∇xφ(x̂(t), q)〉 − 	̂(x̂(t), q, μ̂t) < −δ a.e. 0 ≤ t < T.
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Then we have

λe−λtφ(x̂(t), q) − e−λt〈f̂(x̂(t), q, μ̂t),∇xφ(x̂(t), q)〉
− e−λt	̂(x̂(t), q, μ̂t) < −e−λtδ a.e. 0 ≤ t < T.

Integrating from 0 to T , we get

φ(x1, q) <

∫ T

0

	̂(x̂(t), q, μ̂t)e
−λtdt + φ(x̂(T ), q)e−λT − δ

λ
(1 − e−λT ).

Subtracting (31) and noting the fact V∗(x1, q) = φ(x1, q) and (29), we get a contra-
diction:

0 < (φ(x̂(T ), q) − V∗(x̂(T ), q))e−λT − δ

2λ
(1 − e−λT )

≤ − δ

2λ
(1 − e−λT ).

Case 2. x1 ∈ ∂F c
q . Letting xn → x1, xn ∈ F c

q , and V(xn, q) → V∗(x1, q),
we show that there exists a subsequence (still denoted {xn}) such that xn ∈ F c

q .

Otherwise, there exists N̂ such that for n > N̂ , xn ∈ ∂F c
q . Since Fq is closed, we

know that xn ∈ Fq. Then from Theorem 3.2, we know that V(xn, q) = (MV)(xn, q);
this implies

V∗(x1, q) = lim
n→∞

V(xn, q)

≥ lim inf
n→∞

(MV)(xn, q)

≥ (MV)∗(x1, q)

≥ (M−V∗)(x1, q),

which contradicts our assumption. So we assume xn ∈ F c
q for all n. Let βn(xn, q) ∈

B(xn, q) such that

V(xn, q) + 1/n ≥ J(xn,q)(β
n).

Then we can proceed as in the proof of Theorem 3.4 to show that there exists a
t(x, q) > 0 such that t(x1, q) < (τn)1 for large n, and by using the weak convergence
argument, we can show for any 0 ≤ t < t(x1, q) that

V∗(x1, q) ≥ inf
μ(·)∈ Û

{∫ t

0

∫
U

	(x̂(s), q, u)e−λsdμsds + V∗(x̂(t), q)e−λt

}
.

This is the super-optimality principle for the point (x1, q). Then proceeding as in the
proof of Case 1, we conclude that

λV∗(x1, q) + Hq(x1,∇xφ(x1, q)) ≥ 0,

which finally shows that V∗ is a super-solution.
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5. Comparison theorems. In general, we cannot guarantee that V is the
unique viscosity solution of SQVI (22) with boundary condition (23) in the sense
of Definition 4.1. As in the case of an optimal stopping problem with discontinuous
stopping cost [4] and an optimal exit control problem [5], [10], we can define several
slightly different optimal control problems which have different values but all satisfy
SQVI (22) with boundary condition (23) in the sense of Definition 4.1. The reason
is that since only the upper and lower envelopes are involved in the definition of dis-
continuous viscosity solutions, there is no way to completely recover a discontinuous
function from the information provided by its envelopes. However, among all of these
solutions we can identify the maximum and minimum solutions.

The main task of this section is to construct and prove the existence of these two
extreme solutions in Theorems 5.3 and 5.6, and to show that the minimum solution
actually is the unique lower semi-continuous solution by showing that all solutions
have the same lower semi-continuous envelope. We accomplish all of this by using a
different approach from that of Barles and Perthame [5] and Blanc [10]. The approach
used here is a generalization of the idea developed by Bensoussan and Lions [8] and
Barles [3] that they use to prove the uniqueness results for continuous solutions.

5.1. Characterization of the maximum solution. Let V+ = {v : X ×Q →
R|v ≥ 0 and v ∈ USC(X ×Q)}. Define a nonlinear operator T + : V+ → V+:

(T +v)(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds(32)

+ (M+v)(x(θ), q)e−λθ

}
,

where x(t) is the solution of

ẋ(t) = f(x(t), q, u(t))

with initial state x(0) = x.

The next result summarizes the properties of the operator T +, which is similar
to the operator T in [3], and the proofs are deferred to Appendix A.2.

Lemma 5.1. The operator T + satisfies the following:

1. T +v1 ≥ T +v2 for v1,v2 ∈ V+ such that v1 ≥ v2.
2. T +(αv1 + (1−α)v2) ≥ αT +v1 + (1−α)T +v2 for all α ∈ [0, 1] and v1,v2 ∈

V+.
3. v1,v2 ∈ V+ and v1−v2 ≤ γv1 for some γ ∈ [0, 1]. Then there exits a constant

0 < CT < 1 independent of γ such that

T +v1 − T +v2 ≤ γ(1 − α)T +v1

for all α ∈ [0, CT ].
4. If v1,v2 ∈ V+ such that v1 = T +v1 and v2 = T +v2, then v1 = v2.

Property 4 in Lemma 5.1 says that the operator T + has only one fixed point in
the set V+. Next we show that this fixed point is actually the value function of an
optimal control problem with modified costs for the same hybrid system dynamics.
In Theorem 5.3, we prove that this fixed point is the maximum solution of SQVI (22)
with boundary condition (23).
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For the same hybrid system (3), given any hybrid initial state (x, q) ∈ (X × Q)
and any admissible hybrid control β(x, q) ∈ B(x, q), define a new cost to be

J+
(x,q)(β) =

N∑
i=1

(∫ τi

τi−1

	(x(s), qi−1, u(s))e−λsds + κ∗(x(τ−i ), qi−1, wi)e
−λτi

)
(33)

and the new value function to be

V+(x, q) = inf
β(x,q)∈B(x,q)

{J+
(x,q)(β)}(34)

for all (x, q).
Proposition 5.2. V+ satisfies V+ = T +V+.
Proof. By an argument similar to that in the proof of (16) in Theorem 3.2, we

can show for any hybrid state (x, q) ∈ (X ×Q) that

V+(x, q) ≤ (M+V+)(x, q).

Following the proof of (18) in Theorem 3.3, for any u(·) ∈ U and 0 ≤ θ ≤ TF (x, q, u(·)),
we can obtain

V+(x, q) ≤
∫ θ

0

	(x(s), q, u(s))e−λsds + V+(x(θ), q)e−λθ

≤
∫ θ

0

	(x(s), q, u(s))e−λsds + (M+V+)(x(θ), q)e−λθ,

where x(t) is the solution of

ẋ(t) = f(x(t), q, u(t))

with initial state x(0) = x. Then we have

V+(x, q) ≤ inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds+ (M+V+)(x(θ), q)e−λθ

}
= (T +V+)(x, q).

To prove the reverse inequality, for any ε > 0, there exists control βε(x, q) ∈ B(x, q)
such that

V+(x, q) + ε ≥ J+
(x,q)(β

ε)

≥
∫ τε

1

0

	(xε(s), q, uε(s))e−λsds + (κ∗(xε((τ ε1)−), q, wε
1)

+ V+(g(xε((τ ε1)−), q, wε
1)))e

−λτε
1

≥
∫ τε

1

0

	(xε(s), q, uε(s))e−λsds + (M+V+)(xε(xε((τ ε1)−), q))e−λ(τε
1 ).

Since for any (x, q) ∈ (X ×Q) and any β(x, q) = (u(·), {(τi, wi)}N1 )

0 ≤ τ1 ≤ TF (x, q, u(·)),
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it holds that

V+(x, q) + ε ≥ inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+V+)(x(θ), q)e−λθ

}
= (T +V+)(x, q),

where x(TF (x, q, u(·))) =
∫ TF (x,q,u(·))
0

f(x(t, q, u(t)))dt− x.
Now we come to the main result of the section, showing that the restriction of

V+ on set F c is the maximum solution.
Theorem 5.3. V+|F c is the maximum sub-solution and solution of SQVI (22)

with boundary condition (23) in the sense of Definition 4.1.
Proof. Take any bounded nonnegative sub-solution v : F c → R; this determines

(M+v)(x, q) for all (x, q) ∈ F̃ according to the definition of M+. Define function
V : X ×Q → R by

V (x, q) =

{
v(x, q) if (x, q) ∈ F c,

0 if (x, q) ∈ F̃ .

It is easy to see that V ∈ V+, that V is bounded, i.e., there exists Ĉ such that
0 ≤ V ≤ Ĉ, and that V satisfies the following:

1.

(35)

V |F c is a bounded sub-solution of SQVI (22) with boundary condition (23);

2.

V (x, q) ≤ (M+V )(x, q) ∀ (x, q) ∈ F̃ .(36)

For any fixed q ∈ Q, according to the definition of operator T + (32)

(T +V )(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+V )(x(θ), q)e−λθ

}
;

thus (T +V )|F c(·, q) is the value function of the optimal stopping control in restricted
area F c

q of the continuous system

ẋ = f(x, q, u)

with discontinuous stopping cost (M+V )(·, q), and since (M+V )(·, q) is upper semi-
continuous, we know (see Appendix A.1 for a discussion of the problem of an optimal
stopping control problem in a restricted area) that (T +V )|F c(·, q) is the maximum
sub-solution of the QVI

max {u(x, q) − (M+V )(x, q), λu(x, q) −H(x, q,∇xu(x, q))} = 0 in F c
q(37)

with boundary condition

u(x, q) = (M+V )(x, q) in ∂F c
q .(38)
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While by assumption V |F c(·, q) is a sub-solution of (37) and boundary condition (38),

V (x, q) ≤ (T +V )(x, q) ∀x ∈ F c
q .

Since it is true for any q ∈ Q, then

V ≤ (T +V ) in F c.(39)

When (x, q) ∈ F̃ , according to the definition of T + (32),

(T +V )(x, q) = (M+V )(x, q);

hence combining this with (36) and (39) we get

V ≤ (T +V ) in X ×Q.

On the other hand, from the definition of operator T + (32), it can be shown in a
manner similar to that of the proof of Theorem 3.3 that

(T +V )(x, q) ≤ (M+V )(x, q) ≤ (M+(T +V ))(x, q) ∀(x, q) ∈ (X ×Q)(40)

and

(T +V )(x, q) ≤
∫ T

0

	(x(s), q, u(s))e−λsds + (T +V )(x(T ), q)e−λT(41)

for any (x, q) ∈ F c, u(·) ∈ U , and 0 ≤ T < TF (x, q, u(·)). Inequalities (40) and (41)
are the sub-optimality principles for T +V . Then by the same procedure as in the
proof of Theorem 4.3, we can show that (T +V )F c is also a sub-solution of SQVI (22)
with boundary condition (23). Hence we know that T +V also satisfies conditions (35)
and (36); replacing V with T +V in the above analysis, we have

T +V ≤ T +(T +V ).

The above analysis suggests that if we start from any function V ∈ V+ satisfying
conditions (35) and (36), we get a sequence of nondecreasing functions

{V, T +V, (T +)2V, . . . , (T +)nV, . . . },(42)

and every function in this sequence satisfies conditions (35) and (36).
Next we show that this sequence converges uniformly to a function in V+.
Since for any (x, q) ∈ (X ×Q)

(T +V )(x, q) ≤ (M+V )(x, q)

= min
w∈W

{κ∗(x, q, w) + V (g(x, q, w))}

≤ Ĉ ′ + Ĉ,

where Ĉ ′ is the upper bound for κ∗, from the relation

(T +)nV = T +((T +)n−1V ) ≤ M((T +)n−1V ),

we can obtain the following bound for (T +)nV inductively:

(T +)nV ≤ nĈ ′ + Ĉ
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for any n ≥ 1. Since V ≥ 0, we have

T +V − V ≤ T +V.

Using item 3 in Lemma 5.1, we know there exists 0 < α < 1 such that

(T +)2V − T +V ≤ (1 − α)((T +)2V ).

Then it is easy to show inductively by using item 3 in Lemma 5.1 that for any n ≥ 2

(T +)nV − (T +)n−1V ≤ (1 − α)n−1((T +)nV )

≤ (1 − α)n−1(nĈ ′ + Ĉ).

Since
∑∞

1 (1 − α)n−1(nĈ ′ + Ĉ) < ∞, we know that for any q ∈ Q, the sequence

{V (·, q), (T +V )(·, q), ((T +)2V )(·, q), . . . , ((T +)nV )(·, q), . . . }

is uniformly convergent. Let V̂(·, q) = limn→∞((T +)nV )(·, q).
Finally, we show that V̂ = V+.
First for any n,

(T +)nV ≤ M+((T +)n−1V ) ≤ M+V̂;

then

V̂ ≤ M+V̂ in X ×Q.(43)

Furthermore, we can follow the same argument as in the proof of (18) to prove that
for any (x, q) ∈ F c, u(·) ∈ U , and 0 ≤ T < TF (x, q, u(·)),

((T +)nV )(x, q) ≤
∫ T

0

	(x(s), q, u(s))e−λsds + ((T +)nV )(x(T ), q)e−λT ,

which implies

V̂(x, q) ≤
∫ T

0

	(x(s), q, u(s))e−λsds + V̂(x(T ), q)e−λT .(44)

Equations (43) and (44) are the sub-optimality principles for V̂, which means that

V̂|F c is also a sub-solution of SQVI (22) with boundary condition (23). Hence V̂ also
satisfies conditions (35) and (36); thus

V̂ ≤ T +V̂.

On the other hand, let

σn = sup
x,q

(V̂ − (T +)nV )(x, q);

then σn ≥ 0 and limn σn = 0 by the uniform convergence of sequence (42). For any
n,

V̂ ≥ (T +)n+1V

= T +((T +)nV )

≥ T +(V̂ − σn)

≥ T +V̂ − σn.
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Hence

V̂ ≥ T +V̂.

Then we conclude that

V̂ = T +V̂.

We have already shown that V+ = T +V+. Thanks to item 4 in Lemma 5.1, we know
that

V+ = V̂ ≥ V.

By restricting V+ and V to F c, we get

V+|F c ≥ V |F c = v.

What is left to be shown is that (V+)∗|F c is also a super-solution of SQVI (22)
with boundary condition (23). By the same argument as in Theorem 3.4, we can
prove the super-optimality principle for (V +)∗ by using the fact that

(κ∗)∗ = κ∗.

Thus following the second part of the proof of Theorem 4.3, we can show that it is a
super-solution of SQVI (22) with boundary condition (23).

The proof is complete.

5.2. Characterization of the minimum solution. In this section, we use
the same approach to identify the minimum super-solution for the SQVI (22) with
boundary condition (23). It is no surprise that the minimum super-solution is also
a solution (hence, minimum solution). By the same argument, the minimum super-
solution is the value function of the optimal control problem in a relaxed control
framework for the same hybrid systems but with the costs replaced by their lower
envelopes. Also, it is the unique fixed point of the nonlinear operator T − : V− → V−

defined as

(T −v)(x, q) = inf
μ(·)∈ Û,0≤θ≤T̂F (x,q,μ(·))

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds(45)

+ (M−v)(x̂(θ), q)e−λθ

}
,

where x̂(t) is the solution of

˙̂x(t) =

∫
U

f(x̂(t), q, u)dμt

with initial state x̂(0) = x and V− the set of all bounded and nonnegative lower
semi-continuous functions; i.e., V− = {v : X ×Q → R|v ≥ 0 and v ∈ LSC(X ×Q)}.

As in Lemma 5.1, we can prove properties of T − similar to those of T +.
Lemma 5.4. The operator T − satisfies the following:
1. T −v1 ≥ T −v2 for v1,v2 ∈ V− such that v1 ≥ v2.
2. T −(αv1 + (1−α)v2) ≥ αT −v1 + (1−α)T −v2 for all α ∈ [0, 1] and v1,v2 ∈

V−.
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3. v1,v2 ∈ V− and v1−v2 ≤ γv1 for some γ ∈ [0, 1]. Then there exists constant
0 < CT < 1 independent of γ such that

T −v1 − T −v2 ≤ γ(1 − α)T −v1

for all α ∈ [0, CT ].
4. If v1,v2 ∈ V− such that v1 = T −v1 and v2 = T −v2, then v1 = v2.

Now, let us define the optimal control problem for the same hybrid systems whose
value function is the minimum super-solution we want. For the same hybrid system
(3), given any hybrid initial state (x, q) ∈ (X ×Q) and any relaxed admissible hybrid

control β̂(x, q) ∈ B̂(x, q), define a new cost to be

J−
(x,q)(β̂) =

N∑
i=1

(∫ τi

τi−1

∫
U

	(x̂(s), qi−1, u)e−λsdμsds + κ∗(x̂(τ−i ), qi−1, wi)e
−λτi

)
(46)

and the value function to be

V−(x, q) = inf
β̂(x,q)∈B̂(x,q)

{J−
(x,q)(β̂)}.(47)

By an argument similar to that used in the proof of Proposition 5.2, we have the
following proposition.

Proposition 5.5. V− satisfies V− = T −V−.
Now we show that V−|F c is the minimum solution of SQVI (22) with boundary

condition (23).
Theorem 5.6. V−|F c is the minimum super-solution and solution of SQVI (22)

with boundary condition (23) in the sense of definition 4.1.
Proof. Take any bounded and nonnegative super-solution v : F c → R. According

to the definition of M−, we can compute (M−v)(x, q) for all (x, q) ∈ F̃ . Define
function V : X ×Q → R by

V (x, q) =

{
v(x, q) if (x, q) ∈ F c,

C̃ if (x, q) ∈ F̃ ,

where C̃ is large enough. It is easy to see that V ∈ V− and that V satisfies
1.

V |F c is a super-solution of (22) with boundary condition (23);(48)

2.

V (x, q) ≥ (M−V )(x, q) ∀(x, q) ∈ F̃ .(49)

Then for any q ∈ Q, from the definition of T −,

(T −V )(x, q) = inf
μ(·)∈ Û,0≤θ≤T̂F (x,q,μ(·))

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds

+ (M−V )(x̂(θ), q)e−λθ

}
.

We know that T −V can be regarded as the value function of the optimal stopping
control problem in restricted area F c

q of the nonhybrid system

ẋ = f(x, q, u)
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with discontinuous stopping costs (M−V )(·, q). Since (M−V )(·, q) is lower semi-
continuous (see appendix), (T −V )(·, q)|F c is the minimum super-solution of QVI (37)
with boundary condition (38). By assumption, V (·, q)|F c is a super-solution of it, and
thus

V (x, q) ≥ (T −V )(x, q) ∀x ∈ F c
q .

When (x, q) ∈ F̃ , by (49) and the definition of T −, we know that

V (x, q) ≥ (M−V )(x, q) = T −V (x, q);

hence

V ≥ (T −V ) in X ×Q.

On the other hand, by an argument similar to that of Theorem 3.4, we can prove
the following super-optimality principle for T −V in F c: for any (x, q) ∈ F c where

(T −V )(x, q) < (M−(T −V ))(x, q),

there exists t̃(x, q) > 0 such that

(T −V )(x, q) ≥ inf
μ(·)∈ Û

{∫ t

0

∫
U

	(x̂(s), q, u)e−λsds + (T −V )(x̂(t), q)e−λt

}

for all 0 ≤ t < t̃(x, q). Then by the same procedure as in the proof in Theorem 4.3,
(T −V )|F c is also a super-solution of (22) with boundary condition (23). Since we
know that

T −V = M−V ≥ M−(T −V ) in F̃ ,

it holds that T −V also satisfies conditions (48) and (49), and thus

T −V ≥ T −(T −V ) = (T −)2V.

The above argument shows that if we start from any bounded function V ∈ V−

satisfying conditions (48) and (49), we can get a sequence of nonincreasing functions

{V, T −V, (T −)2V, . . . , (T −)nV, . . . }

all of which satisfy conditions (48) and (49). By a similar argument, we can show
that for any fixed q ∈ Q, the sequence

{V (·, q), (T −V )(·, q), ((T −)2V )(·, q), . . . , ((T −)nV )(·, q), . . . }

uniformly converges. Let Ṽ(·, q) = limn→∞((T −)nV )(·, q).
We now show that Ṽ = V−.
Since for any n,

Ṽ ≤ (T −)nV = T −((T −)n−1V ) ≤ M−((T −)n−1V ),

we get

Ṽ ≤ M−Ṽ.
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Assume for some (x, q) ∈ F c that

Ṽ(x, q) < (M−Ṽ)(x, q).

For any n, let (μn(·), θn) be

((T −)nV )(x, q) +
1

n
>

∫ θn

0

∫
U

	(x̂n(s), q, u)e−λsdμn(s)ds

+ (M−((T −)n−1V ))(x̂n(θn), q)e−λθn ;

then there exists t̂(x, q) > 0 such that θn ≥ t̂(x, q) for n large enough. Otherwise,
assume there exists a convergent subsequence (still denoted as θn); then we easily get
a contradiction:

Ṽ(x, q) ≥ (M−Ṽ)(x, q).

Hence for every 0 ≤ t < t̂(x, q), we have

((T −)nV )(x, q) +
1

n
≥

∫ t

0

∫
U

	(x̂n(s), q, u)e−λsdμn(s)ds + ((T −)nV )(x̂n(t), q)e−λt

for all large n. By the argument of weak convergence, we know that there exits μ(·)
such that μn(·) converges to μ(·) weakly, and

Ṽ(x, q) ≥
∫ t

0

∫
U

	(x̂(s), q, u)e−λsdμsds + Ṽ(x̂(t), q)e−λt

≥ inf
μ(·)∈ Û

{∫ t

0

∫
U

	(x̂(s), q, u)e−λsdμsds + Ṽ(x̂(t), q)e−λt

}
.

This is the super-solution property for Ṽ ; hence we know Ṽ|F c is also a super-solution

of (22) with boundary condition (23). When (x, q) ∈ F̃ , (T −)nV satisfies

((T −)nV )(x, q) ≥ (M−((T −)nV ))(x, q)

for every n; then

Ṽ(x, q) ≥ (M−Ṽ)(x, q) ∀(x, q) ∈ F̃ .

We have just shown that conditions (48) and (49) are satisfied by the function Ṽ;
hence

Ṽ ≥ T −Ṽ.

On the other hand, let

σn = sup
x,q

((T −)nV − Ṽ)(x, q);

then σn ≥ 0 and limn σn = 0 by the uniform convergence, and hence for any n,

Ṽ ≤ (T −)n+1V

= T −((T −)nV )

≤ T −(Ṽ + σn)

= T −Ṽ + σn.
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Hence

Ṽ ≤ T −Ṽ,

and then

Ṽ = T −Ṽ.

Thanks to property 5.4 in Lemma 5.4 and Proposition 5.5, we know that

V− = Ṽ ≤ V.

When restricting V− and V on F c, we have

V−|F c ≤ V |F c = v,

which shows that V−|F c is the minimum super-solution.

From the definition of V− (47), it is easy to check that for any (x, q) ∈ (X ×Q)

V−(x, q) ≤ (M−V−)(x, q) ≤ (MV−)(x, q),

and for any μ(·) ∈ Û and 0 ≤ T ≤ T̂F (x, q, μ(·))

V−(x, q) ≤
∫ T

0

∫
U

	(x̂(s), q, u)e−λsdμsds + V−(x̂(T ), q)e−λT .

These inequalities are the sub-optimality principles for V−, and consequently, it can
be shown that (V−)∗|F c is a sub-solution of (22) with boundary condition (23) by
routine.

The proof is complete.

5.3. Weak sense uniqueness. We have specified two extreme solutions for the
SQVI (22) with boundary condition (23); next we show that they share the same
lower envelope. This property also holds for the extreme solutions for the equations
arising from the optimal stopping problem [4] and the optimal exit problem [5], [10];
however, their approach in proving this point is not readily applicable for our case
since multiple (possibly an infinite number of) exits are involved, and it can be seen
that we need a few more conditions to guarantee this property.

Theorem 5.7. If M−v∗ = (M+v)∗ for all v ∈ V+, then V− = V+
∗ .

Proof. By definition of T −,

(T −V+
∗ )(x, q) = inf

μ(·)∈ Û,0≤θ≤T̂F (x,q,μ(·))

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds

+ (M−V+
∗ )(x̂(θ), q)e−λθ

}

= inf
μ(·)∈ Û,0≤θ≤T̂F (x,q,μ(·))

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds

+ (M+V+)∗(x̂(θ), q)e−λθ

}
.
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By Proposition A.4 in Appendix A.1 concerning optimal stopping in a restricted area,
we know that

(T −V+
∗ )(x, q) = (T +V+)∗(x, q)

= V+
∗ (x, q);

hence V+
∗ is the fixed point of T −, but we know that V− is the unique fixed point of

T −, so we conclude that V− = V+
∗ .

Let V be any solution of (22); then V− ≤ V ≤ V+. Hence V− ≤ V∗ ≤ V+
∗ = V−,

and we get V∗ = V−. Thus all the solutions have the same lower envelope which is
the minimum solution. If we define SQVI (22) as having a unique solution in the
weak sense if all its solutions share the same lower envelope, then we have just proved
that the uniqueness in the weak sense holds for SQVI (22) with boundary condition
(23) under the condition of Theorem 5.7. Another implication of Theorem 5.7 is that
SQVI (22) with boundary condition (23) has a unique lower semi-continuous solution
V−.

6. Special cases and optimal hybrid controllers. We have shown that ex-
treme solutions V− and V+ of the dynamic programming equations are the value
functions of slightly different hybrid optimal control problems. The original value
function we are really interested in resides somewhere between V− and V+. Thus
V− and V+ can be regarded as the lower and upper bound of the value function
we want to compute. Although these boundary functions themselves are the value
functions of optimal hybrid control problems, from the proofs of Theorems 5.3 and
5.6 we know that they are actually the limit functions of corresponding monotone
sequences,

{V, T +V, (T +)2V, . . . , (T +)nV, . . . }

and

{V, T −V, (T −)2V, . . . , (T −)nV, . . . }.

Every element in these two sequences can be computed according to

((T +)nV )(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+((T +)n−1V ))(x(θ), q)e−λθ

}

and

((T −)nV )(x, q) = inf
μ(·)∈ Û,0≤θ≤T̂F (x,q,μ(·))

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds

+ (M−((T +)n−1V ))(x̂(θ), q)e−λθ

}
,

which essentially are optimization problems over nonhybrid controls. So in this sense,
computing V− and V+ is easier than computing V.

But it is still desirable to identify some special cases in which the value function
itself can be determined completely from the SQVI, i.e., from V− and V+.
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6.1. Lower semi-continuous value function. We first discuss the case of a
lower semi-continuous value function. We show under some conditions that the value
function is the minimum solution.

Theorem 6.1. If the value function V satisfies M−V∗ = (MV)∗, then V∗ =
V−; in particular, if furthermore V is lower semi-continuous, then V = V−.

Proof. First, as in the proof of Proposition 5.2, we can show that

V(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds + (MV)(x(θ), q)e−λθ

}
.

Actually, this can be regarded as another version of DPP for V. Next, for any (x, q)

(T −V∗)(x, q) = inf
μ(·)∈ Û,0≤θ≤T̂F (x,q,μ(·))

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds

+ (M−V∗)(x̂(θ), q)e−λθ

}

= inf
μ(·)∈ Û,0≤θ≤T̂F (x,q,μ(·))

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds

+ (MV)∗(x̂(θ), q)e−λθ

}
.

Also, by Proposition A.4, we know that

(T −V∗)(x, q) = V∗(x, q);

hence V∗ is the fixed point of T −, but we know V− is the unique fixed point of T −,
and so we conclude that V∗ = V−.

6.2. Continuous value function. If we let O = F c and the jumping cost ρ
be bounded and uniformly continuous, then according to the definition of V− and
V+, we know that V+ = V− = V; i.e., the maximum sub-solution coincides with the
minimum super-solution, which implies that V is continuous and is the unique viscos-
ity solution of SQVI (22) with boundary condition (23). In this case, the operators
become T + = T − = T , where T is defined as

(T v)(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds + (Mv)(x(θ), q)e−λθ

}
.

The value function V is the unique fixed point of T . Then the analysis and the results
developed in the previous sections reduce to the case of [9].

Based on the above discussion, we conclude that the following theorem holds.
Theorem 6.2. In the special case of O = F c and ρ ∈ C(X × Q), the value

function V ∈ C(X ×Q) is the unique viscosity solution of SQVI (22) with boundary
condition (23).

6.3. Smooth value functions and optimal controller. While in general
value functions and viscosity solutions are not smooth, it is helpful to consider the
smooth case, since light is shed on the nature of the optimal solution. So let us as-
sume that the value function is smooth and therefore the concept of viscosity solution
reduces to the notion of a classical smooth solution. Then consequently the value
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function is the unique classic solution of SQVI (22). In this special case, we consider
the nature of the optimal controller.

Define the optimal jumping set to be

S = {(x, q) ∈ (Rn ×Q)|V(x, q) = (MV)(x, q)}.(50)

It is obvious that F ⊂ S. When the state enters S, the optimal control is to have a
discrete transition with an optimal discrete input w∗(x, q) defined by

w∗(x, q) = arg min{ρ(x, q, w) + V(g(x, q, w))} ∀(x, q) ∈ S.

Outside S, from SQVI (22) it must hold that

λV(x, q) + H(x, q,∇xV(x, q)) = 0;

from this, we get the optimal continuous controller u∗(x, q) through

u∗(x, q) = arg max{−〈f(x, q, u),∇xV(x, q)〉 − 	(x, q, u)}.

Finally, (S, w∗, u∗) are the optimal hybrid controllers.
We now give the algorithm to compute the optimal state trajectory initiated at

(x, q) under the optimal controllers.
Step 1. Initialization, i = 0, j = 0, τ∗0 = 0, (x∗((τ∗)+0 ), q∗0) = (x, q).
Step 2. For i = 0, 1, 2, . . . ,
if (x∗((τ∗)+i ), q∗i ) ∈ S, then “JUMP” and set τ∗i+1 = τ∗i ,

(x∗((τ∗)+i+1), q
∗
i+1) = g(x∗((τ∗)+i ), q∗i , w

∗(x∗((τ∗)+i ), q∗i )).

Otherwise, first do “CONTINUOUS EVOLUTION”{
x∗(t) =

∫ t

0
f(x∗(t), q∗(t), u∗(x∗(t), q∗(t)))dt− x∗((τ∗)+i ),

q∗(t) = q∗i

until τi+1 = τi + TS(x∗((τ∗i )+), q∗i , u
∗(·)) and set x∗((τ∗)−i+1) = limt→τ∗

i+1
x∗(t); then

“JUMP”

(x∗((τ∗)+i+1), q
∗
i+1) = g(x∗((τ∗)−i+1), q

∗
i , w

∗(x∗((τ∗)−i+1), q
∗
i )).

7. Optimal stopping problem. In this section, we discuss briefly the optimal
stopping control problem for hybrid systems. The aim of this section is to show that
the approach developed above can be used to solve the optimal stopping problem.
For simplicity, we assume that in the hybrid system (3) F = ∅.

Let us first define our hybrid stopping problem. Given any initial hybrid state
(x, q) ∈ X × Q, admissible hybrid control β(x, q) ∈ B(x, q), and a fixed time θ ≥ 0,
denote the number of discrete transitions that happen before time θ to be

Nβ
(x,q)(θ) = max{i ≥ 1|τi < θ}

and the number of discrete transitions that happen at time θ to be

Mβ
(x,q)(θ) = |{i ≥ 1|τi = θ}|.
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Mβ
(x,q)(θ) = 0 implies that no jumps happen at time θ and that it is a time of

continuous evolution.

To stop an admissible hybrid trajectory, we need to decide the stopping time
θ ≥ 0 and the number of jumps 0 ≤ k(θ) ≤ Mβ

(x,q)(θ) at time θ, so we call (θ, k(θ)) a

hybrid stopping time and (β(x, q), θ, k(θ)) an admissible hybrid stopping control with
respect to (x, q). Define

θ+
k(θ) =

⎧⎨
⎩

θI{Mβ
(x,q)(θ) = 0} + τ−

Nβ
(x,q)(θ)+1

I{Mβ
(x,q)(θ) > 0}, k(θ) = 0,

τ+

Nβ
(x,q)(θ)+k(θ)

, 1 ≤ k(θ) ≤ Mβ
(x,q)(θ).

By the definition, we know that (x(θ+
k(θ)), q(θ

+
k(θ))) is the state where the trajectory

is stopped by (θ, k(θ)).

We consider the problem of stopping the trajectory in some optimal way. Given
any initial state (x, q) ∈ (Rn ×Q) and admissible hybrid stopping control (β(x, q), θ,
k(θ)), define the total stopping cost,

J(x,q)(β, θ, k(θ)) =

Nβ
(x,q)(θ)∑
i=1

(∫ τi

τi−1

	(x(s), qi−1, u(s))e−λsds + ρ(x(τ−i ), qi−1, wi)e
−λτi

)

+

∫ θ

τ
N

β
(x,q)

(θ)

	(x(s), qNβ
(x,q)(θ)

, u(s))e−λsds(51)

+

k(θ)∑
j=1

ρ

(
x(τ−

(Nβ
(x,q)(θ)+j)

), q(Nβ
(x,q)(θ)+j−1), w(Nβ

(x,q)(θ)+j)

)
e−λθ

+ψ

(
x(θ+

k(θ)), q(Nβ
(x,q)(θ)+k(θ))

)
e−λθ,

and the value function,

V(x, q) = inf
β(x,q)∈B(x,q),θ≥0,0≤k(θ)≤Nβ

(x,q)(θ)
{J(x,q)(β, θ, k(θ))},(52)

where ψ : Rn ×Q → R+ is the stopping cost subject to the following assumption.

Assumption 7.1. There exists 0 < C1
ψ < C2

ψ such that

0 < C1
ψ ≤ ψ(x, q) ≤ C2

ψ ∀(x, q) ∈ Rn ×Q(53)

and

(ψ∗)∗ = ψ∗.(54)

The optimal stopping control of the hybrid system is to find an admissible stopping
control (β∗(x, q), θ∗, k∗(θ∗)) for every hybrid state (x, q), such that

J(x,q)(β
∗, θ∗, k∗(θ∗)) ≤ J(x,q)(β, θ, k(θ))

for any β(x, q) ∈ B(x, q), θ ≥ 0, 0 ≤ k(θ) ≤ Mβ
(x,q)(θ).
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By a technique similar to that of Theorem 4.3, following the DPP for the value
function, we can show that the value function is the discontinuous viscosity solution
of the following SQVI:

max {v(x, q) − ψ(x, q),v(x, q) − (Mv)(x, q), λv(x, q) + H(x, q,∇xv(x, q))} = 0,(55)

where the operator M and the Hamiltonian H are defined the same as in (13) and
(24).

Similarly, the proofs of comparison theorems for the sub- and super-solutions of
the above SQVI rely on the nonlinear operator T + : V+ → V+ defined as

(T +v)(x, q) = inf
u(·)∈U,θ≥0

{∫ θ

0

	(x(s), q, u(s))e−λsds + (L+v)(x(θ), q)e−λθ

}
,(56)

where x(t) is the solution of

ẋ(t) = f(x(t), q, u(t))

with initial state x(0) = x and where L+ : V+ → V+ is defined as

L+v = min{ψ∗,M+v}.(57)

We can show as in Theorem 5.3 that the function defined below is the unique
fixed point of T + defined above and the maximum sub-solution and solution of SQVI
(55).

For the same hybrid system (3), given any initial state (x, q) ∈ (Rn ×Q), define
a function

V+(x, q) = inf
β(x,q)∈B(x,q),θ≥0,0≤k(θ)≤Nβ

(x,q)(θ)
{J+

(x,q)(β, θ, k(θ))},(58)

where

J+
(x,q)(β, θ, k(θ)) =

Nβ
(x,q)(θ)∑
i=1

(∫ τi

τi−1

	(x(s), qi−1, u(s))e−λsds + κ∗(x(τ−i ), qi−1, wi)e
−λτi

)(59)

+

∫ θ

τ
N

β
(x,q)

(θ)

	(x(s), qNβ
(x,q)(θ)

, u(s))e−λsds

+

k(θ)∑
j=1

κ∗
(
x(τ−

(Nβ
(x,q)(θ)+j)

), q(Nβ
(x,q)(θ)+j−1), w(Nβ

(x,q)(θ)+j)

)
e−λθ

+ ψ∗
(
x(θ+

k(θ)), q(Nβ
(x,q)(θ)+k(θ))

)
e−λθ,

where (β, θ, k(θ)) is any hybrid stopping control.
Proceeding as in Theorem 5.6, the minimum super-solution of SQVI (55) is

V−(x, q) = inf
β̂(x,q)∈B̂(x,q),θ≥0,0≤k(θ)≤M β̂

(x,q)(θ)

{J−
(x,q)(β̂, θ, k(θ))},(60)



OPTIMAL CONTROL OF HYBRID SYSTEMS AND SQVI 755

where

J−
(x,q)(β̂, θ, k(θ)) =

N β̂
(x,q)(θ)∑
i=1

∫ τi

τi−1

∫
U

(	(x̂(s), qi−1, u)e−λsdμs + κ∗(x(τ−i ), qi−1, wi)e
−λτi)

(61)

+

∫ θ

τ
N

β̂
(x,q)

(θ)

∫
U

	
(
x̂(s), q

N β̂
(x,q)(θ)

, u
)
e−λsdμs

+

k(θ)∑
j=1

κ∗

(
x̂
(
τ−
(N β̂

(x,q)(θ)+j)

)
, q

(N β̂
(x,q)(θ)+j−1)

, w
(N β̂

(x,q)(θ)+j)

)
e−λθ

+ ψ∗

(
x̂(θ+

k(θ)), q(N β̂
(x,q)(θ)+k(θ))

)
e−λθ,

which is the unique fixed point of the following nonlinear operator T − : V− → V−:

(T −v)(x, q) = inf
μ(·)∈Û,θ≥0

{∫ θ

0

∫
U

	(x̂(s), q, u)e−λsdμsds + (L−v)(x̂(θ), q)e−λθ

}
,(62)

where x̂(t) is the solution of

˙̂x(t) =

∫
U

f(x̂(t), q, u)dμt

with initial state x̂(0) = x and where L− : V− → V− is defined as

L−v = min{ψ∗,M−v}.(63)

Appendix A.

A.1. On the restricted optimal stopping problem. In this appendix, we
establish the results concerning the restricted optimal stopping problem (ROSP).
Consider a continuous system

ẋ(t) = f(x(t), u(t)), x(0) ∈ Ω,(64)

where Ω ⊂ Rn is a bounded open set with smooth boundary ∂Ω. The continuous
vector fields f : Ω × U → Rn satisfy{

|f(x, u)| ≤ C ∀x ∈ Ω, ∀u ∈ U,

|f(x, u) − f(y, u)| ≤ C|x− y| ∀x, y ∈ Ω, ∀u ∈ U.

Given initial state x ∈ Ω and control (u(·), θ), the associated cost functional is defined
as

J(x, u(·), θ) =

∫ θ∧T (x,u(·))

0

	(x(t), u(t))e−λtdt + ϕ1(x(θ))e−λθI{θ < T (x, u(·))}(65)

+ ϕ2(x(T (x, u(·))))e−λT (x,u(·))I{θ ≥ T (x, u(·))},

where T (x, u(·)) = inf{t ≥ 0|x(t) ∈ Ωc} is the first exit time from Ω, 	 : Ω × U → R
is the continuous running cost satisfying{

|	(x, u)| ≤ C ∀x ∈ Ω, ∀u ∈ U,

|	(x, u) − 	(y, u)| ≤ C|x− y| ∀x, y ∈ Ω, ∀u ∈ U,
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and ϕ1 : Ω → R and ϕ2 : ∂Ω → R are the bounded stopping cost and exit cost,
respectively, both of which can be discontinuous.

The value function is defined as

V (x) = inf
u(·)∈U,θ≥0

J(x, u(·), θ), x ∈ Ω.(66)

From the definition of the cost function (65), we know we can either stop the
trajectory with a stopping cost before it exits Ω or exit Ω with an exit cost. The
ROSP is to find a way to do it optimally. If we let

ψ(x) =

{
ϕ1(x), x ∈ Ω,
ϕ2(x), x ∈ ∂Ω,

then the value function can be expressed in a more compact form by

V (x) = inf
u(·)∈U,0≤θ≤T (x,u(·))

(∫ θ

0

	(x(t), u(t))e−λtdt + ψ(x(θ))e−λθ

)
.(67)

From now on, we take (67) as the definition of the value function.
Since our main purpose is to prove the results needed in the proof of Theorems 5.3

and 5.6, we will not discuss the most general case. Instead, we assume the following
transversality condition:

f(x, u) · n(x) > β > 0 ∀x ∈ ∂Ω, ∀u ∈ U,(68)

where n(x) is the unit outer normal to Ω at x. Since the ROSP essentially is a com-
bination of the optimal stopping problem (see Barles and Perthame [4]) and optimal
exit problem (see Blanc [10]), the transversality condition eliminates the complexities
due to the exit problem in the boundary, and hence the results of ROSP are very
similar to those of the optimal stopping problem without constraint.

The goal of this section of the appendix is to explore the relation between the
value function (67) and the HJB equation{

max{v(x) − ψ(x), λv(x) + H(x,∇v(x))} = 0 in Ω,
v(x) = ψ(x) in ∂Ω.

(69)

We especially want to show that it has two extreme solutions under assumption (68)
defined by

V +(x) = inf
u(·)∈U,0≤θ≤T (x,u(·))

(∫ θ

0

	(x(t), u(t))e−λtdt + ϕ∗(x(θ))e−λθ

)
(70)

and minimum super-solution and solution

V −(x) = inf
μ(·)∈U,0≤θ≤T (x,μ(·))

(∫ θ

0

∫
U

	(x̂(t), u)e−λtdμtdt + ϕ∗(x̂(θ))e−λθ

)
,(71)

where x̂(·) is the relaxed trajectory of ˙̂x(t) =
∫
U
f(x̂(t), u)dμt with relaxed control

input μ(·).
We begin with simple cases.
Theorem A.1. Under the transversality condition (68), the value function (67)

is uniformly continuous in Ω if ψ is uniformly continuous in Ω, and it is the unique
viscosity solution of HJB equation (69).
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Proof. Introduce Ũ = U ∪ {w}, dynamics

f̃(x, ũ) =

{
f(x, u), ũ = u ∈ U,
0, ũ = w,

and cost

	̃(x, ũ) =

{
	(x, u), ũ = u ∈ U,
ψ(x), ũ = w;

then ROSP is transformed into an optimal exit problem for new dynamics under new
cost, i.e.,

V (x) = inf
ũ(·)∈Ũ

(∫ T (x,ũ(·))

0

	̃(x̃(t), ũ(t))e−λtdt + ψ(x̃(T (x, ũ(·))))e−λT (x,ũ(·))
)
.

By the known result of the optimal exit problem (see Barles and Perthame [5]), we
know that under the tranversality condition, the value function is uniformly con-
tinuous (the maximum solution and minimum solution coincide) and is the unique
viscosity solution of the HJB equation

{
λv(x) + H̃(x,∇v(x)) = 0 in Ω,
v(x) = ψ(x) in ∂Ω,

where H̃(x, p) = supũ∈Ũ (−f̃(x, ũ) · p− 	̃(x, ũ)). It is easy to check that this equation
is equivalent to HJB equation (69). The proof is complete.

Next, we consider a discontinuous stopping cost. Based on the above theorem,
we can proceed as Barles and Perthame [5] to obtain a stability result.

Lemma A.2. Let ψn be a nonincreasing (resp., nondecreasing) sequence of bounded
uniformly continuous functions such that

inf
n

ψn = ψ∗
(

sup
n

ψn = ψ∗

)
;

then V + = infn Vn (V − = supn Vn), where Vn is defined as in (67) with ψn replac-
ing ψ.

The proof of the lemma is similar to the proof of Theorem II.3 of Barles and
Perthame [4] and is omitted here. Then basing our work on Lemma A.2 and following
the proof of Theorems II.4 and II.5 in [4], we come to the main theorem.

Theorem A.3. Under the transversality conditions (68), V + (V −) is the maxi-
mum sub-solution and solution (minimum super-solution and solution) of HJB equa-
tion (37).

As for the uniqueness in a weak sense, following the similar proof of Proposition
I.4 of [4], we have the following proposition.

Proposition A.4. Under condition (68), we have

V +
∗ = V∗ = V −.
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A.2. Proof of Lemma 5.1. Item 1. Since for any (x, q) ∈ (X ×Q),

(M+v1)(x, q) = min
w∈W

{κ∗(x, q, w) + v1(g(x, q, w))}

= κ∗(x, q, ŵ) + v1(g(x, q, ŵ))

≥ κ∗(x, q, ŵ) + v2(g(x, q, ŵ))

≥ min
w∈W

{κ∗(x, q, w) + v2(g(x, q, w))}

= (M+v2)(x, q),

it holds that

(T +v1)(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+v1)(x(θ), q)e−λθ

}

≥ inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+v2)(x(θ), q)e−λθ

}
= (T +v2)(x, q).

Item 2. Since for any (x, q) ∈ (X ×Q),

(M+(αv1 + (1 − α)v2))(x, q) = min
w∈W

{κ∗(x, q, w) + (αv1 + (1 − α)v2)(g(x, q, w))}

= (α + (1 − α))κ∗(x, q, ŵ) + (αv1 + (1 − α)v2)(g(x, q, ŵ))

≥ α
{

min
w∈W

{κ∗(x, q, w) + v1(g(x, q, w))
}

+ (1 − α)
{

min
w∈W

{κ∗(x, q, w) + v2(g(x, q, w))
}

= α(M+v1)(x, q) + (1 − α)(M+v2)(x, q),

it holds that

(T +(αv1 + (1 − α)v2))(x, q)

= inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+(αv1 + (1 − α)v2))(x(θ), q)e−λθ

}

≥ inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (αM+v1 + (1 − α)M+v2)(x(θ), q)e−λθ

}

≥ α inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+v1)(x(θ), q)e−λθ

}
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+ (1 − α) inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+v2)(x(θ), q)e−λθ

}
= α(T +v1)(x, q) + (1 − α)(T +v2)(x, q).

Item 3. By Item 1, we know that

T +((1 − γ)v1) ≤ T +v2.

Then using Item 2 with α = 1 − γ, we have

T +((1 − γ)v1 + γ0) ≥ (1 − γ)T +v1 + γT +0

and then

T +v2 ≥ (1 − γ)T +v1 + γT +0.

Let

v̄1(x, q) = inf
u(·)∈U

{∫ TF (x,q,u(·))

0

	(x(s), q, u(s))e−λsds

+ (M+v1)(x(TF (x, q, u(·))), q)e−λTF (x,q,u(·))
}
.

This function is obviously bounded, so there exists C1 such that v̄1 ≤ C1 and

(M+0)(x, q) = min
w∈W

{κ∗(x, q, w)}

≥ Cρ.

Let α ≤ CT < (
Cρ

C1
∧ 1); then

(T +0)(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds + (M+0)(x(θ), q)e−λθ

}

≥ inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds + Cρe
−λθ

}

≥ inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

α	(x(s), q, u(s))e−λsds + αv̄1(x(θ), q)e−λθ

}
= αv̄1(x, q)

and

(T +v1)(x, q) = inf
u(·)∈U,0≤θ≤TF (x,q,u(·))

{∫ θ

0

	(x(s), q, u(s))e−λsds

+ (M+v1)(x(θ), q)e−λθ

}

≤ inf
u(·)∈U

{∫ TF (x,q,u(·))

0

	(x(s), q, u(s))e−λsds

+ (M+v1)(x(TF (x, q, u(·))), q)e−λTF (x,q,u(·))
}

= v̄1(x, q).
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Hence

T +0 ≥ αT +v1;

then

T +v2 ≥ (1 − γ)T +v1 + γαT +v1.

We have

T +v1 − T +v2 ≤ γ(1 − α)T +v1.

Item 4. Since

v1 − v2 ≤ v1,

using Item 3, with γ = 1, we know there exists 0 < α < 1 such that

T +v1 − T +v2 ≤ (1 − α)T +v1,

and since v1,v2 are fixed points,

v1 − v2 ≤ (1 − α)v1.

Using Item 3 again, with γ = 1 − α, we have

T +v1 − T +v2 ≤ (1 − α)2T +v1,

which means

v1 − v2 ≤ (1 − α)2v1.

Continuing this procedure, we have

v1 ≤ v2.

By the same argument we can show that

v2 ≤ v1.

Then

v1 = v2.
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THE CONTROL TRANSMUTATION METHOD
AND THE COST OF FAST CONTROLS∗

LUC MILLER†

Abstract. In this paper, the null-controllability in any positive time T of the first-order equation
(1) ẋ(t) = eiθAx(t)+Bu(t) (|θ| < π/2 fixed) is deduced from the null-controllability in some positive
time L of the second-order equation (2) z̈(t) = Az(t) +Bv(t). The differential equations (1) and (2)
are set in a Banach space, B is an admissible unbounded control operator, and A is a generator of
cosine operator function. The control transmutation method makes explicit the input function u of
(1) in terms of the input function v of (2): u(t) =

∫
R
k(t, s)v(s) ds, where the compactly supported

kernel k depends only on T and L. This method proves roughly that the norm of a u steering
the system (1) from an initial state x(0) = x0 to the final state x(T ) = 0 grows at most like
‖x0‖ exp(α∗L2/T ) as the control time T tends to zero. (The rate α∗ is characterized independently
by a one-dimensional controllability problem.) In applications to the cost of fast controls for the heat
equation, L is roughly the length of the longest ray of geometric optics which does not intersect the
control region.

Key words. controllability, fast controls, control cost, transmutation, cosine operator function,
heat equation, linear Ginzburg–Landau equation
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1. Introduction. This paper concerns the relationship between the null-con-
trollability of the following first- and second-order controllable systems:

ẋ(t) = eiθAx(t) + Bu(t), t ∈ R+, x(0) = x0,(1.1)

z̈(t) = Az(t) + Bv(t), t ∈ R, z(0) = z0, ż(0) = 0,(1.2)

where x and z are the systems trajectories in the Banach space X, x0 and z0 are
initial states, u and v are input functions with values in the Banach space U , A is
an unbounded generator, B is an unbounded control operator, θ is a given angle in
]−π/2, π/2[, each dot denotes a derivative with respect to the time t, and R+ = [0,∞).
(The detailed setting is given in section 2.)

Equation (1.1) with u = 0 describes an irreversible system (always smoothing),
and we think of it as a parabolic distributed system with infinite propagation speed.
Equation (1.2) with v = 0 describes a reversible system (e.g., conservative), and we
think of it as a hyperbolic distributed system with finite propagation speed.

For example, if A is the negative Laplacian on a Euclidean region and the input
function is a locally distributed boundary value set by B, then (1.2) is a boundary
controlled scalar wave equation, and (1.1) with θ = 0 is a boundary controlled heat
equation (section 6 elaborates on this example). Thus, this paper applies to the con-
trollability of the diffusion equation that models the propagation of heat in a medium
at rest when the temperature does not vary too much. This diffusion equation is also a
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simplified model for various physical phenomena in neutronics, viscous fluids mechan-
ics, and electromagnetism when A is a more general coercive symmetric second-order
elliptic operator (cf. section I.B.1.1 in [11]). If θ �= 0, then (1.1) interpolates between
the heat equation and the Schrödinger equation. Thus, this paper applies to the
controllability of the linear part of the complex Ginzburg–Landau equation, which
describes a vast variety of physical phenomena from nonlinear waves to second-order
phase transitions, from superconductivity, superfluidity, and Bose–Einstein conden-
sation to liquid crystals and strings in field theory (cf. [2]). In particular, the one-
dimensional linearized Ginzburg–Landau model considered in [1] enters this setting.
If π/2 − θ is a small positive constant, then (1.1) is a viscous perturbation of the
Schrödinger equation, which appears naturally in the building of stable numerical
schemes (cf. [19]). Although conservative physical systems (e.g., the linear system
of elasticity, or Maxwell’s equations; cf. section I.B.1.2 in [11]) provide examples of
(1.2) for which some controllability results are known, we have not yet found one for
which the corresponding first-order system (1.1) is relevant to physics or engineering
(besides the scalar wave equation considered in section 6).

This paper presents the control transmutation method (cf. [18] for a survey on
transmutations in other contexts), which can be seen as a shortcut to Russell’s fa-
mous harmonic analysis method in [26]. It consists of explicitly constructing controls
u in any time T for the heat-like equation (1.1) in terms of controls v in time L
for the corresponding wave-like equation (1.2), i.e., u(t) =

∫
R
k(t, s)v(s) ds, where

the compactly supported kernel k depends on T and L.1 It proves that the exact
controllability of (1.2) in some time L implies the null-controllability of (1.1) in any
time with a relevant upper bound on the cost of controls for (1.1) as T tends to 0, in
short, the cost of fast controls (as in the title of this paper and of [30]). Thanks to
the geodesic condition of Bardos, Lebeau, and Rauch (cf. [6]) for the controllability
of the wave equation, the application of this method to the boundary controllability
of the heat equation (cf. section 6) yields new geometric bounds on the cost of fast
controls, extending the results of [22] on internal controllability.2 This method applies
as soon as the wave equation is controllable, no matter how singular the coefficients
in A are (e.g., discontinuous coefficients in transmission problems in [12], coefficients
of bounded variation in [16]) but it does not seem to adapt to time-dependent co-
efficients. The companion paper [21] concerns the quite different case |θ| = π/2 (in
particular, there is no smoothing effect) and applies to the Schrödinger equation,
which is the control problem to which a transmutation method was first applied by
Phung in [25].

The relationship between first- and second-order controllable systems has been
investigated in previous papers, always with θ = 0 and the additional initial data
ż(0) = z1 in X (i.e., considering trajectories of (1.2) in the state space X × X). In
[13], it was proved that the approximate controllability of (1.2) with ż(0) = z1 in
some time implies the approximate controllability of (1.1) for any time (the control
transmutation method yields an alternative proof) and proves the converse under
some assumptions on the spectrum of A. The converse is investigated further in [32]

1Although L denotes a time here, it also denotes a length in the construction of k and in the
main application to the wave and heat equations; the notation is meant as a reminder of this key
fact of the method.

2The controllability of the heat equation holds even if the geometry prevents the controllability
of the wave equation, but in that case no explicit geometric bound on the cost of fast controls is
known. For interior controllability, a bound of the form exp(Cβ/T

β) for any β > 1 is proved in [24],
but the positive constant Cβ is not explicit. A better bound of the form exp(C1/T ) is proved in [15],
at least in the Euclidean case (cf. Remark 6.4), but the positive constant C1 is not explicit either.



764 LUC MILLER

(in Hilbert spaces) and [31]. In a restricted setting, the null-controllability of (1.1)
was deduced from the exact controllability of (1.2) with ż(0) = z1 in [26] and [27] by
the indirect method of biorthogonal bases3 (recently used in [16]).

The study of the cost of fast controls was initiated by Seidman in [28] with a result
on the heat equation obtained by Russell’s method. Seidman also obtained results on
the Schrödinger equation by working directly on the corresponding window problem
for series of complex exponentials (see [23] for improvements and references). With
collaborators, he later treated the case of finite-dimensional linear systems (cf. [30])
and generalized the window problem to a larger class of complex exponentials (cf. [29]).
Fernández-Cara and Zuazua obtained results on the cost of fast interior controls for
the heat equation discussed in Remark 6.4 (see [15]). Since their approach is based on
global Carleman estimates (cf. [17]) it should extend to boundary controllability and
to a very large class of equations with variable coefficients possibly depending on time
as well. The control transmutation method generalizes upper bounds on the cost of
fast controls from the one-dimensional setting (which reduces to a window problem)
to the general setting, which we specify in the next section. Some open problems are
stated in Remarks 3.3 and 6.4.

2. The setting. We assume that A is the generator of a strongly continuous
cosine operator function Cos; i.e., the second-order Cauchy problem for z̈(t) = A(t)z
is well-posed and Cos is its propagator. (For a textbook presentation of cosine operator
functions, we refer to Chapter 2 of [14] or section 3.14 of [3].) The associated sine

operator function is Sin(t) =
∫ t

0
Cos(s)ds (with the usual Bochner integral). Cos and

Sin are strongly continuous functions on R of bounded operators on X. Moreover,
A generates a holomorphic semigroup T of angle π/2 (cf. Theorem 3.14.17 of [3]).
In particular, S(t) = T (eiθt) defines a strongly continuous semigroup (S(t))t∈R+

of
bounded operators on X. In this setting, for any source term f ∈ L1

loc(R, X), for any
initial data x0, z0, and z1 in X, the inhomogeneous first- and second-order Cauchy
problems

ẋ(t) = eiθAx(t) + f(t), t ∈ R+, x(0) = z0,(2.1)

z̈(t) = Az(t) + f(t), t ∈ R, z(0) = z0, ż(0) = z1,(2.2)

have unique mild solutions x ∈ C0(R+, X) and z ∈ C0(R, X) defined by

x(t) = S(t)x0 +

∫ t

0

S(t− s)f(s)dt, z(t) = Cos(t)z0 + Sin(t)z1 +

∫ t

0

Sin(t− s)f(s)dt.

Remark 2.1. When A is a negative self-adjoint unbounded operator on a Hilbert
space T , Cos and Sin are simply defined by the functional calculus as T (t) = exp(tA),
Cos(t) = cos(t

√
−A), and Sin(t) = (

√
−A)−1 sin(t

√
−A).

Following [33], we now make natural assumptions on B for any initial data in the
state space X to define a unique continuous trajectory of each system (1.1) and (1.2).
Let X−1 be the completion of X with respect to the norm ‖x‖−1 = ‖(A− β)−1x‖ for
some β ∈ C outside the spectrum of A. X−1 is also the dual of the space X1 defined as

3The systematic approach to controllability based on biorthogonal bases (cf. [4]) does not apply
in our general setting where A may not have eigenfunctions (e.g., on some unbounded domains).
When it does apply, it builds on some knowledge about the eigenvalues and the analysis of some
exponential series, whereas the control transmutation method per se does not (cf. Remark 3.3). A
more detailed comparison can be found in [22], in the specific case which lead the author to this new
method.
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the domain D(A) with the norm ‖x‖1 = ‖(A−β)x‖. We assume that B ∈ L(U,X−1)
is an admissible unbounded control operator in the following sense:

∀t > 0,∀u ∈ L2([0, t];U),

∫ t

0

S(s)Bu(s)ds ∈ X and

∫ t

0

Sin(s)Bu(s)ds ∈ X.

(2.3)

In this setting, for any x0 and z0 in X, for any u and v in L2
loc(R+;U), the unique

solutions x and z in C0(R;X) of (1.1) and (1.2), respectively, are defined by

x(t) = S(t)x0 +

∫ t

0

S(t− s)Bu(s)dt, z(t) = Cos(t)z0 +

∫ t

0

Sin(t− s)Bv(s)ds.

(2.4)

The natural notions of controllability cost for the linear systems (1.1) and (1.2)
are as follows.

Definition 2.2. The system (1.1) is null-controllable in time T if for all x0

in X there is a u in L2(R+;U) such that u(t) = 0 for t > T and x(T ) = 0. The
controllability cost for (1.1) in time T is the smallest positive constant κ1,T such that,

for all φ0, there is such a u satisfying
∫ T

0
‖u(t)‖2dt � κ1,T ‖x0‖2.

The system (1.2) is null-controllable in time T if for all z0 in X there is a v in
L2(R+;U) such that v(t) = 0 for t > T and z(T ) = ż(T ) = 0. The controllability cost
for (1.2) in time T is the smallest positive constant κ2,T such that, for all z0, there is

such a v satisfying
∫ T

0
‖v(t)‖2dt � κ2,T ‖z0‖2.

Remark 2.3. Equivalently, for all xT in S(T )X, there is a u in L2(0, T ;U) such
that x(0) = 0 and x(T ) = xT , and, for all z0, z1, z2, and z3 in X, there is a v in
L2(0, T ;U) such that (z(0), ż(0)) = (z0, z1) and (z(T ), ż(T )) = (z2, z3). This is the
usual notion of exact controllability for (1.2) (cf. Lemma 2.4).

Although the notion of null-controllability for (1.2) in Definition 2.2 seems weaker
than usual, the following lemma proves that it is equivalent to the usual notion.

Lemma 2.4. If (1.2) is null-controllable in time T in the sense of Definition 2.2
then, for all z0 and z1 in X, there is an input v in L2(R+;U) such that v(t) = 0
for t > T and the solution of z̈(t) = Az(t) + Bv(t) (t ∈ R) with initial condition
(z(0), ż(0)) = (z0, z1) satisfies the final condition (z(T ), ż(T )) = (0, 0).

Proof. Assume that the system (1.2) satisfies Definition 2.2, and let z0 and z1 be in
X. We shall build an input w in L2(0, T ;U) such that the solution y of ÿ(t) = Ay(t)+
Bw(t) with (y(0), ẏ(0)) = (0, z1) satisfies (y(T ), ẏ(T )) = (y0, 0) for some y0 ∈ X. Let
v1 be the input v in Definition 2.2, and let v2 be the input v in Definition 2.2, with z0

replaced by y0. Due to the linearity of the system, the input v1(t)− v2(T − t) +w(t)
steers the system from (z0, z1) to (0, 0), as required to complete the proof of the
lemma. The rest of the proof builds w and y.

Applying Definition 2.2 with z0 replaced by z1 yields an input v and the solution

z(s) = Cos(s)z1 +

∫ s

0

Sin(r)Bv(s− r)dr, z(T ) = ż(T ) = 0.

We define w and y by w(t) =
∫ t

0
v(s)ds and y(t) =

∫ t

0
z(s)ds, for t ∈ [0, T ]. The final
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condition ẏ(T ) = z(T ) = 0 is immediately satisfied. Since Sin(t) =
∫ t

0
Cos(s)ds,

y(t) − Sin(t)z1 =

∫ t

0

∫ s

0

Sin(r)Bv(s− r)dr ds =

∫ t

0

∫ t

r

Sin(r)Bv(s− r)ds dr

=

∫ t

0

Sin(r)B

∫ t

r

v(s− r)ds dr =

∫ t

0

Sin(r)Bw(t− r) dr.

The exchange of integrals in the second step is justified since (s, r) �→ Sin(r)Bv(s−r) is
continuous with values in X−1. (Cos and Sin extend by density to strongly continuous
functions on R of bounded operators on X−1 since they commute with A− β.) This
integral formula means that y is the mild solution of ÿ(t) = Ay(t)+Bw(t) with initial
condition (y(0), ẏ(0)) = (0, z1).

3. The results and the method. Our estimate of the cost of fast controls
for (1.1) builds, through the control transmutation method, on the same estimate
for a simple system of type (1.1), i.e., on a segment [0, L] with Dirichlet (N = 0) or
Neumann (N = 1) condition at the left end controlled at the right end through a
Dirichlet condition,

∂tφ = eiθ∂2
sφ on ]0, T [ × ]0, L[ , ∂N

s φ�s=0 = 0, φ�s=L = u, φ�t=0 = φ0.(3.1)

With the notation of section 2, x = φ, A = ∂2
s on X = L2(0, L) with D(A) = {f ∈

H2(0, L) | ∂N
s f(0) = f(L) = 0}, ‖·‖1 with β = 0 is the homogeneous Sobolev Ḣ2(0, L)

norm, and B on U = C is the dual of C ∈ L(X1;U) defined by Cf = ∂sf(L).
It is well known that the controllability of this system reduces by spectral analysis

to classical results on nonharmonic Fourier series. The following upper bound for
the cost of fast controls, proved in section 4, is an application of a refined result of
Seidman, Avdonin, and Ivanov in [29].

Theorem 3.1. There are positive constants α and γ such that, for all N ∈ {0, 1},
L > 0, T ∈

]
0, inf(π, L)2

]
, the controllability cost κL,T of the system (3.1) satisfies

κL,T � γ exp(αL2/T ).
This theorem leads to the following definition of the optimal fast control cost rate

for (3.1).
Definition 3.2. The rate α∗ is the smallest positive constant such that for all

α > α∗ there exists γ > 0 satisfying the property stated in Theorem 3.1.
Remark 3.3. Computing α∗ is an interesting open problem, and its solution does

not have to rely on the analysis of a series of complex exponentials. The best estimate
so far is α∗ ∈ [1/2, 4(36/37)2] for θ = 0 (cf. [22]).

Our main result is a generalization of Theorem 3.1 to the first-order system (1.1)
under some condition on the second-order system (1.2), as follows.

Theorem 3.4. If the system (1.2) is null-controllable for times greater than L∗,
then the system (1.1) is null-controllable in any time T . Moreover, the controllability
cost κ1,T of (1.1) satisfies the following upper bound (with α∗ defined above):

lim sup
T→0

T lnκ1,T � α∗L
2
∗.(3.2)

Remark 3.5. The upper bound (3.2) means that the norm of an input func-
tion u steering the system (1.1) from an initial state x0 to zero grows at most like
γ‖x0‖ exp(αL2/(2T )) as the control time T tends to zero (for any α∗ and some γ > 0).
The falsity of the converse of the first statement in Theorem 3.4 is well known, e.g.,
in the more specific setting of section 6.
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Remark 3.6. As observed in [9], (3.2) yields a logarithmic modulus of continuity
for the minimal time function Tmin : X → [0,+∞) of (1.1); i.e., Tmin(x0), defined
as the infimum of the times T > 0 for which there is a u in L2(R;Y ) such that∫ T

0
‖u(t)‖2dt � 1, u(t) = 0 for t /∈ [0, T ], and x(T ) = 0, satisfies the following

continuity property: α > α∗ there is a c > 0 such that, for all x0 and x′
0 in X with

‖x0 − x′
0‖ small enough, |Tmin(x0) − Tmin(x′

0)| � αL2
∗/ ln(c/‖x0 − x′

0‖).
It is well known that the semigroup T can be expressed as an integral over the

cosine operator function Cos (cf. the second proof of Theorem 3.14.17 in [3]):

∀x ∈ X, ∀t ∈ C such that |arg t| < π/2, T (t)x =

∫
k(t, s) Cos(s)xds,(3.3)

where k(0, s) = δ(s) and k(t, s) = exp(−s2/(4t))/
√
πt for Re t > 0. This equation has

been referred to as the abstract Poisson or Weierstrass formula. Starting with the
observation that k is the fundamental solution of the heat equation on the line, i.e.,
k is the solution of ∂tk = ∂2

sk with the Dirac measure at the origin as initial condi-
tion, the transmutation control method consists of replacing the kernel k in (3.3) by
some fundamental controlled solution on the segment [−L,L], controlled at both ends
(cf. (5.8)). The one-dimensional Theorem 3.1 is used to construct this fundamental
controlled solution in section 4, and the transmutation is performed in section 5.

4. The fundamental controlled solution. This section begins with an out-
line of the standard application of [29] to the proof of Theorem 3.1. Following closely
section 5 of [22], the rest of the section outlines the construction of a “fundamental
controlled solution” k in the following sense, where D′(O) denotes the space of dis-
tributions on the open set O endowed with the weak topology, M(O) denotes the
subspace of Radon measures on O, and δ denotes the Dirac measure at the origin.

Definition 4.1. The distribution k ∈ C0([0, T ];M(] − L,L[)) is a fundamental
controlled solution for (4.1) at cost (γ, α) if

∂tk = e−iθ∂2
sk in D′(]0, T [×] − L,L[),(4.1)

k�t=0 = δ and k�t=T = 0,(4.2)

‖k‖2
L2(]0,T [×]−L,L[) � γeαL

2/T .(4.3)

The operator A defined at the beginning of section 3 is negative self-adjoint on the
Hilbert space L2(0, L). It has a sequence {μn}n∈N∗ of negative decreasing eigenvalues
and an orthonormal Hilbert basis {en}n∈N∗ in L2(0, L) of corresponding eigenfunc-
tions. Explicitly,

√−μn = (n + ν)π/L with ν = 0 for N = 0 (Dirichlet) and ν = 1/2
for N = 1 (Neumann). First note that Theorem 3.1 can be reduced to the case
L = π by the rescaling (t, s) �→ (σ2t, σs) with σ = L/π. In terms of the coordinates
c = (cn)n∈N∗ of AN/2f0 in the Hilbert basis (en)n∈N∗ , where f0 is the initial state of
the dual observability problem, Theorem 3.1 with L = π reduces by duality to the
following window problem: there exist α > 0 and γ > 0 such that, for all T ∈

]
0, π2

]
,

∀c ∈ l2(N∗),
∑
n∈N∗

|cn|2 � γeαπ
2/T

∫ T

0

|F (t)|2dt, where F (t) =

∞∑
n=1

cne
exp(iθ)μnt.

Since this results from Theorem 1 of [29] with λn ∼ ieiθn2, as in section 5:2 of [29],
the proof of Theorem 3.1 is complete.
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Now we consider a system governed by the same equation as (3.1) but on the
twofold segment [−L,L] controlled at both ends:

∂tφ− e−iθ∂2
sφ = 0 in ]0, T [×] − L,L[, φ�s=±L = u±, φ�t=0 = φ0,(4.4)

with initial state φ0 ∈ L2(0, L) and input functions u− and u+ in L2(0, T ). As
in Proposition 5.1 of [22], applying Theorem 3.1 with N = 0 to the odd part of
φ0 and with N = 1 to the even part of φ0 proves that the controllability cost of
(4.4) is not greater than the controllability cost of (3.1) and therefore satisfies the
same estimate stated in Theorem 3.1. As in Proposition 5.2 of [22], we may now
successively combine the smoothing effect of (4.4) with no input (i.e., u+ = u− = 0)
and this controllability cost estimate (plugged into the integral formula expressing φ
in terms of φ0 and u± = φ�s=±L) to obtain the following result.

Proposition 4.2. For all α > α∗ there exists γ > 0 such that for all L > 0 and
T ∈ ]0, inf(π/2, L)2] there is a fundamental controlled solution for (4.4) at cost (γ, α)
(cf. Definition 4.1).

5. The transmutation of second-order controls into first-order controls.
In this section we prove Theorem 3.4.

Let x0 ∈ X be an initial state for (1.1), and let L > L∗. Let z ∈ C0(R+;X)
and v ∈ L2(R+;U) be the solution and input function obtained by applying the exact
controllability of (1.2) in time L to the initial state z0 = x0.

We define z ∈ C0(R;X) and v ∈ L2(R;U) as the extensions of ζ and v by reflection
with respect to s = 0; i.e., z(s) = ζ(s) = z(−s) and v(s) = v(s) = v(−s) for s � 0.
They inherit the following from (2.4):

z(t) = Cos(t)x0 +

∫ t

0

Sin(t− s)Bv(s)ds.(5.1)

Definition 2.2 of κ2,L implies the following cost estimate for v:∫
‖v(s)‖2ds = 2

∫ L

0

‖v(s)‖2ds � 2κ2,L‖x0‖2.(5.2)

Since D(A) is dense in X, there is a sequence (xn)n∈N∗ in D(A) converging to x0 in
X. Since X1 is dense in X−1, there is a sequence (fn)n∈N∗ in C1(R;X1) converging
to Bv in L2(R;X−1). For each n ∈ N

∗, let zn be defined in C2(R;X) by

zn(t) = Cos(t)xn +

∫ t

0

Sin(t− s)fn(s)ds,

which converges to z(t) in X for all t due to (5.1). Since zn is a genuine solution of
z̈(t) = Azn(t) + fn(t) (cf. Lemma 4.1 of [14]), we have for all ϕ in D(A′)

s �→ 〈zn(s), ϕ〉 ∈ H2(R) and
d2

ds2
〈zn(s), ϕ〉 = 〈zn(s), A′ϕ〉 + 〈fn(s), ϕ〉.

Hence, 〈zn(t), ϕ〉 = 〈xn, ϕ〉+
∫ t

0
(t− s)〈zn(s), A′ϕ〉+

∫ t

0
(t− s)〈fn(s), ϕ〉. Passing to the

limit yields 〈z(t), ϕ〉 = 〈x0, ϕ〉 +
∫ t

0
(t− s)〈z(s), A′ϕ〉 +

∫ t

0
(t− s)〈Bv(s), ϕ〉. Therefore

s �→ 〈z(s), ϕ〉 ∈ H2(R) and
d2

ds2
〈z(s), ϕ〉 = 〈z(s), Aϕ〉 + 〈Bv(s), ϕ〉,(5.3)

〈z(s), ϕ〉 = 0 and
d

ds
〈z(s), ϕ〉 = 0 for |s| = L.(5.4)
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Let α > α∗ and T ∈ ]0, inf(1, L2)[. Let γ > 0 and k ∈ C0([0, T ];M(] − L,L[))
be the corresponding constant and fundamental controlled solution given by Propo-
sition 4.2. We define k ∈ C0(R+;M(R)) as the extension of k by zero; i.e., k(t, s) =
k̄(t, s) on [0, T ]×]−L,L[ and k is zero everywhere else. It inherits from k the following
properties:

∂tk = eiθ∂2
sk in D′(]0, T [×] − L,L[),(5.5)

k�t=0 = δ and k�t=T = 0,(5.6)

‖k‖2
L2(R+×R) � γeαL

2/T .(5.7)

The main idea of the proof is to use k as a kernel to transmute z and v into a
solution x and a control u for (1.1). The transmutation formulas

x(t) =

∫
k(t, s)z(s) ds and ∀t > 0, u(t) =

∫
k(t, s)v(s) ds(5.8)

define x ∈ C0(R+;X) and u ∈ L2(R+;U) since k ∈ C0(R+;M(R)) ∩ L2(R+;L2(R)),
z ∈ C0(R;X), and v ∈ L2(R;U). The property (5.6) of k implies x(0) = x0 and
x(T ) = 0. Equations (5.3), (5.4), and (5.5) imply, by integrating by parts,

∀ϕ ∈ D(A′), t �→ 〈x(t), ϕ〉 ∈ H1(R+) and
d

dt
〈x(t), ϕ〉 = 〈x(t), A′ϕ〉 + 〈Bu(t), ϕ〉.

This characterizes x as the unique solution of (1.1) in the weak sense (cf. [5]), which
implies that x and u satisfy (2.4). Since

∫
‖u(t)‖2dt �

∫∫
|k(t, s)|2ds dt

∫
‖v(s)‖2ds,

(5.7) and (5.2) imply the following cost estimate, which completes the proof of The-
orem 3.4: ∫ T

0

‖u(t)‖2dt � 2κ2,Lγe
αL2/T ‖x0‖2.

6. Geometric bounds on the cost of fast boundary controls for the heat
equation. When the second-order equation (1.2) has a finite propagation speed and
is controllable, the control transmutation method yields geometric upper bounds on
the cost of fast controls for the first-order equation (1.1). From this point of view,
this method is an adaptation of the kernel estimates method of Cheeger, Gromov,
and Taylor in [10]. This was illustrated in [22] and [23] on the internal controllability
of heat and Schrödinger equations on Riemannian manifolds, which have the wave
equation as corresponding second-order equation. Some similar lower bounds are
proved in these papers (without assuming the controllability of the wave equation)
which imply that the upper bounds are optimal with respect to time-dependence.
In this section, we illustrate the control transmutation method on the analogous
boundary control problems for the heat equation.

Let (M, g) be a smooth connected compact n-dimensional Riemannian manifold
with metric g and smooth boundary ∂M . When ∂M �= ∅, M denotes the interior
and M = M ∪ ∂M . Let Δ denote the (negative) Laplacian on (M, g) and ∂ν denote
the exterior Neumann vector field on ∂M . The characteristic function of a set S is
denoted by χS .

Let X = L2(M). Let A be defined by Af = Δf on D(A) = H2(M) ∩ H1
0 (M).

Let C be defined from D(A) to U = L2(∂M) by Cf = ∂νf�Γ, where Γ is an open
subset of ∂M , and let B be the dual of C. With this setting, (1.1) with θ = 0 and
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(1.2) are the heat and wave equations controlled by the Dirichlet boundary condition
on Γ. In particular, (1.2) becomes

∂2
t z − Δz = 0 on Rt ×M, z = χΓv on Rt × ∂M,

z(0) = z0 ∈ L2(M), ż(0) = 0, v ∈ L2
loc(R;L2(∂M)),

(6.1)

It is well known that B is an admissible observation operator (cf. Corollary 3.9 in [6]).
To ensure existence of a null-control for the wave equation we use the geometrical
optics condition of Bardos, Lebeau, and Rauch (specifically Example 1 after Corollary
4.10 in [6]):

There is a positive constant LΓ such that every generalized geodesic of length
greater than LΓ passes through Γ at a nondiffractive point.

(6.2)

Generalized geodesics are the rays of geometrical optics (we refer to [20] for a presen-
tation of this condition with a discussion of its significance). We make the additional
assumption that they can be uniquely continued at the boundary ∂M . As in [6], to
ensure this, we may assume either that ∂M has no contacts of infinite order with
its tangents (e.g., ∂M = ∅), or that g and ∂M are real analytic. For instance, we
recall that (6.2) holds when Γ contains a closed hemisphere of a Euclidean ball M of
diameter LΓ/2, or when Γ = ∂M and M is a strictly convex bounded Euclidean set
which does not contain any segment of length LΓ.

Theorem 6.1 (after [6]). If (6.2) holds, then the wave equation (6.1) is null-
controllable in any time greater than LΓ.

Thanks to this theorem, Theorem 3.4 implies the following claim.
Theorem 6.2. If (6.2) holds, then the equation

∂ty − eiθΔy = 0 on Rt ×M, y = χΓu on Rt × ∂M,

y(0) = y0 ∈ H−1(M), u ∈ L2
loc(R;L2(∂M)),

is null-controllable in any time T . Moreover, the controllability cost κ1,T (cf. Defini-
tion 2.2) satisfies (with α∗ as in Definition 3.2) lim supT→0 T lnκ1,T � α∗L

2
Γ.

Remark 6.3. Note that Theorem 3.2 in [6] almost proves the converse of Theorem
6.1, thus showing that (6.2) is a sharp condition. Moreover [7, 8] prove that the
full equivalence does hold when χΓ is replaced by a smooth function with the same
zero level set ∂Ω \ Γ. (This slight difference of model should not be perceptible in
applications.) Hence the control transmutation method does not allow us to improve
LΓ in Theorem 6.2.

Remark 6.4. For more results and references on the cost of fast controls for
the heat equation, we refer to [15, 22]. It is a known fact that the heat equation is
null-controllable for any nonempty control region Γ, and hence the converse to the
first statement of this theorem is not true. When M is a bounded Euclidean set and
Δ has constant coefficients, [15] proves that the lim sup in the second statement is
finite for any interior control region, but does not give an explicit bound. Motivated
by the nonlinear heat equation, it considers the heat equation with a time-dependent
potential and describes how the cost depends on the norm of this potential, whereas
the control transmutation method seems to apply only to time-independent potentials
(on which the lim sup above does not depend). As explained in section 2.4 of [22], in
the general case without condition (6.2), one could try to adapt Carleman inequalities
with phases φ to obtain a bound in terms of the following distance function d :
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d(x, y) = sup{φ(y) − φ(x)}, for all x and y in M , where the supremum is taken over
all Lipschitz functions φ : M → R with |∇φ| � 1 almost everywhere. (d also has a
geometric characterization in terms of path of least action.)

Acknowledgments. References [4, 16] were pointed out to me by a referee.
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Abstract. We consider zero-sum stochastic games with Borel state spaces satisfying a gener-
alized geometric ergodicity condition. The main objective of this paper is to establish a minimax
theorem for a class of ergodic stochastic games with the Feller transition probability function. All
previous results on ergodic stochastic games are based on a strong continuity of the transition prob-
abilities in the actions of the players.
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1. Introduction. This paper deals with zero-sum Borel state space stochastic
games under the average payoff criterion. We make certain stochastic stability as-
sumptions on the transition structure of the game which imply the so-called V -uniform
geometric ergodicity of the Markov chains governed by the stationary strategies of the
players. Such conditions are inspired by the works of Kartashov [17] and Meyn and
Tweedie [23, 24] and by some recent results concerning Markov control processes; see
[9, 10] and the references cited therein. Other related papers on stochastic games are
[11, 14, 15, 20, 21, 29, 30, 38]. A common feature of the aforementioned works is the
assumption that the transition probabilities are strongly continuous in the actions
of the players. Such a restriction is often not satisfied in applications. Weakly con-
tinuous transition probabilities are, in some situations (e.g., dynamic programming
problems or stochastic games), much more natural; see [8] for a relevant example.

The aim of this paper is to establish a new minimax theorem for a class of ergodic
zero-sum stochastic games with the Borel state space and Feller transition (i.e., weakly
continuous) probability function. To the best of our knowledge no results of this
type are known in the existing literature. Nevertheless, one can refer to [16, 34]
for a related result in the context of dynamic programming (one person games).
Furthermore, we also study the so-called optimality or Shapley equation for the games
under consideration. We show that stationary strategies obtained from this equation
are strong average optimal. The proof makes use of the vanishing discount factor
approach. In order to overcome some difficulties (compared with earlier papers) we
need to use Michael’s theorem on continuous selections [25] and a version of Serfozo’s
extension of Fatou’s lemma for varying probability measures.

A general approach to Borel state space stochastic games was developed by Maitra
and Sudderth [22]. They have considered a very large class of payoffs (including the
average payoff case) and proved the existence of the game value for general universally
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measurable strategies. Let us note, however, that optimal strategies need not exist in
the games considered in [22]. Their assumption on the transition probability function
is different from weak continuity. In fact, it is assumed to be strongly continuous,
but only in the actions of one player. Therefore, our theorem on the existence of the
game value does not follow from Maitra and Sudderth’s work [22]. The ergodicity
assumptions which are made in our paper are crucial and may be regarded as quite
restrictive. However, they allow us to prove the existence of optimal (or even strong
optimal) strategies for a very large class of stochastic games. It is worth mentioning
that many optimization models and dynamic games in engineering and economics are
ergodic [5, 6, 13, 19, 23]. From a mathematical point of view, it is straightforward to
construct weakly continuous ergodic transition laws.

The paper is organized as follows. In section 2 we describe the model and basic
assumptions. Section 3 contains some auxiliary material concerning generalized limits
of sequences of functions and Fatou’s lemma. In section 4 we state our main results
with the proofs.

2. The model and assumptions. Before we present our model and state the
results, we recall some terminology and describe some auxiliary lemmas on continuous
selections.

Let Y be a Borel space, i.e., a nonempty Borel subset of a complete separable
metric space. By B(Y ), we denote the σ-algebra of all Borel subsets of Y . Let P (Y )
be the space of all probability measures on B(Y ), endowed with the weak topology
(see [3] or [32]). This topology, for any Borel space Y, can be characterized in terms
of convergent sequences (Proposition 7.21 in [3]). Namely, a sequence {pn} converges
to some p ∈ P (Y ) in the weak topology if and only if∫

Y

u(y)pn(dy) →
∫
Y

u(y)p(dy)

for every u ∈ C(Y ). Here C(Y ) denotes the space of all bounded continuous functions
on Y, endowed with the supremum metric.

For the reader’s convenience, we recall some basic results which we shall be using
later on. If Y is compact, then P (Y ) is compact as well (see Proposition 7.22 in [3]).
If Y is Borel, then P (Y ) is Borel too (see Corollary 7.25.1 in [3]).

Let X and Y be Borel spaces. By a Borel measurable transition probability from
X to Y we mean a function φ : B(Y ) × X �→ [0, 1] such that, for each B ∈ B(Y ),
φ(B|·) is a Borel measurable function on X, and φ(·|x) ∈ P (Y ) for each x ∈ X.
It is well known that every Borel measurable mapping g : X �→ P (Y ) induces a
transition probability by setting φ(·|x) := g(x)(·) (see Proposition 7.25 in [3]). If g
is continuous (with respect to the weak topology on P (Y )), then the corresponding
transition probability is called weakly continuous or Feller.

Let M : X �→ B(Y ) be a set-valued mapping. For any D ⊂ Y, define

M−1(D) := {x ∈ X : M(x) ∩D �= ∅}.

If M−1(D) is a closed (resp., an open) subset in X for each closed (resp., open)
subset D of Y, then M is said to be upper (resp., lower) semicontinuous. A mapping
M : X �→ B(Y ) is called continuous if it is both lower and upper semicontinuous. For
a further discussion of semicontinuous set-valued mappings consult [18, 33].

Let Φ : X �→ B(P (Y )) be the set-valued mapping defined by Φ(x) := P (M(x)),
x ∈ X.
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Lemma 2.1 (Theorem 3 in [12]). If M is nonempty compact valued and contin-
uous, then Φ is also continuous and compact valued.

The next lemma concerns continuous selections for lower semicontinuous set-
valued mappings and is essentially due to Michael [25].

Lemma 2.2. Assume that M is nonempty compact valued and continuous. Let
x0 ∈ X and ν0 ∈ Φ(x0). Then Φ admits a continuous selection whose graph contains
the point (x0, ν0), that is, there exists a continuous mapping φ : X �→ P (Y ) such that
φ(x) ∈ Φ(x) for each x ∈ X and φ(x0) = ν0.

Note that Ψ(x) := Φ(x) for x �= x0 and Ψ(x0) := {ν0} is lower semicontinuous
and compact convex valued. The proof of Lemma 2.2 relies on showing that Ψ has a
continuous selection and follows along the same lines as that of Theorem 1.5∗ in [33],
which in turn is a modification of Michael’s proof (see [25] or Theorem 8.1.8 in [18])
given for lower semicontinuous set-valued mappings with closed convex values in a
Banach space.

A zero-sum stochastic game is described by the following objects:
(i) S is the set of states for the game and is assumed to be a Borel space.
(ii) A and B are the action spaces for players 1 and 2, respectively, and are also

assumed to be Borel spaces.
(iii) A(s) ⊂ A and B(s) ⊂ B are nonempty compact sets of actions available

to players 1 and 2, respectively, in state s ∈ S. It is assumed that the set-valued
mappings s �→ A(s) and s �→ B(s) are continuous. Let

K = {(s, a, b) : s ∈ S, a ∈ A(s), and b ∈ B(s)}

and

K̄ = {(s, ν, ρ) : s ∈ S, ν ∈ P (A(s)), and ρ ∈ P (B(s))}.

It is obvious that K is a closed subset of S×A×B. By Lemma 2.1, K̄ is a closed
subset of the Borel space S×P (A)×P (B).

(iv) q is a Borel measurable transition probability from K to S, called the law of
motion among states. If s is a state at some stage of the game and the players select
actions a ∈ A(s) and b ∈ B(s), then q(·|s, a, b) is the probability distribution of the
next state of the game.

(v) r : K �→ R is a Borel measurable (daily) reward function for player 1 (cost
function for player 2).

A strategy for player 1 is a sequence π = {πn}, where πn (n ≥ 0) is a transition
probability such that πn(·|hn) ∈ P (A) for any given history hn = (s0, a0, b0, . . . , sn) of
the game and πn(A(sn)|hn) = 1. (Clearly, h0 = s0.) A strategy for player 2 is defined
in a similar way. By Π [Γ] we denote the class of all strategies for player 1 (resp.,
player 2). Let F be the set of all Borel measurable transition probabilities f from S
to P (A) such that f(s) ∈ P (A(s)) for each s ∈ S. A Markov strategy π for player 1
is of the form π = {f0, f1, . . . }, where fn ∈ F, n ≥ 0. A stationary strategy π for
player 1 is of the form π = {f, f, . . . }, where f ∈ F. Thus, every stationary strategy
π = {f, f, . . . } for player 1 can be identified with the mapping f ∈ F. Similarly, we
define the set G of all stationary strategies for player 2.

Let H = K×K×K×· · · be the space of all infinite histories of the game endowed
with the Borel σ-algebra. For any π ∈ Π and γ ∈ Γ, every initial state s0 = s ∈ S
a probability measure Pπγ

s and a stochastic process {sm, am, bm} are defined on H
in a canonical way, where the random variables sm, am, and bm describe the state
and the action chosen by players 1 and 2, respectively, at the mth stage of the game.
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A formal construction of the stochastic process and Pπγ
s is based on the Ionescu–

Tulcea theorem (see Proposition V.1.1 in [26], [4], or Chapter 7 in [3]). Thus, for each
initial state s0 = s ∈ S, any strategies π ∈ Π, γ ∈ Γ, and any finite horizon n, the
total expected n-stage reward to player 1 is

Jn(s, π, γ) = Eπγ
s

[
n−1∑
m=0

r(sm, am, bm)

]
,

where Eπγ
s means the expectation operator with respect to the probability measure

Pπγ
s with s = s0. (The assumptions imposed on r and q below guarantee that all

expectations considered in what follows are well defined.) If β is a fixed real number
in (0, 1), called the discount factor, then the expected discounted reward to player 1 is

Jβ(s, π, γ) = Eπγ
s

[ ∞∑
m=0

βmr(sm, am, bm)

]
.

The expected average reward per unit time to player 1 is defined as

J(s, π, γ) = lim inf
n→∞

Jn(s, π, γ)

n
.

For any initial state s ∈ S, define

L(s) := sup
π∈Π

inf
γ∈Γ

J(s, π, γ) and U(s) := inf
γ∈Γ

sup
π∈Π

J(s, π, γ).(1)

Then L (U) is called the lower (upper) value, respectively, in the average payoff
stochastic game. It is always true that L(s) ≤ U(s) for s ∈ S. If L(s) = U(s) for all
s ∈ S, then this common function is called the value of the stochastic game and is
denoted by ξ.

Suppose that the average reward stochastic game has a value ξ. A strategy π∗ ∈ Π
is called optimal for player 1 in the average payoff stochastic game iff

inf
γ∈Γ

J(s, π∗, γ) = ξ(s)

for all s ∈ S, and a strategy γ∗ ∈ Γ is called optimal for player 2 in the average payoff
stochastic game iff

sup
π∈Π

J(s, π, γ∗) = ξ(s)

for all s ∈ S. Of course, the value and optimal strategies are defined similarly for the
β-discounted and n-stage stochastic games.

We impose the following continuity assumptions.
C1: r : K �→ R is continuous.
C2: q : K �→ P (S) is weakly continuous.
C3: There exists a continuous function V : S �→ [1,∞) such that |r(s, a, b)| ≤ V (s)

for every (s, a, b) ∈ K.
C4: The function

(s, a, b) �→
∫
S

V (y)q(dy|s, a, b)

is continuous on K.
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The following assumption has been recently made in the theory of Markov control
processes and stochastic games [9, 10, 16, 38]. Some special cases were considered in
[11, 14, 15, 30].

C5: (1) There exist a Borel function δ : K �→ [0, 1] and a probability measure ϕ
on S such that

q(B|s, a, b) ≥ δ(s, a, b)ϕ(B)

for any Borel set B ⊂ S and s ∈ S.
(2)

∫
S

infa∈A(s) infb∈B(s) δ(s, a, b)ϕ(ds) > 0.
(3) ϕ(V ) :=

∫
S
V (s)ϕ(ds) < ∞.

(4) For some λ ∈ (0, 1) and every (s, a, b) ∈ K, it holds that∫
S

V (y)q(dy|s, a, b) ≤ λV (s) + δ(s, a, b)ϕ(V ).

By Proposition 7.50 in [3] the function s �→ infa∈A(s) infb∈B(s) δ(s, a, b) is univer-
sally measurable. Therefore, the integral in C5(2) is well defined.

Let CV (S) denote the subset of all continuous functions on S for which the so-
called V -norm

‖u‖V := sup
s∈S

|u(s)|
V (s)

is finite. The space of Borel measurable functions u on S for which ‖u‖V < ∞ is
denoted by L∞

V (S). Let μ be a finite signed measure on B(S). The V -norm of μ is
defined by

‖μ‖V := sup
‖u‖V ≤1

∣∣∣∣
∫
S

u(s)μ(ds)

∣∣∣∣ =

∫
S

V (s)|μ|(ds),

where |μ| = μ+ + μ− denotes the total variation of μ, and μ+, μ− stand for the
positive and negative parts of μ, respectively. From C5(3)–(4), it follows that the
integral

∫
S
|u(y)|q(dy|s, a, b) is finite for all (s, a, b) ∈ K and each u ∈ L∞

V (S).
Let s ∈ S, ν ∈ P (A(s)), and ρ ∈ P (B(s)). We define

r(s, ν, ρ) =

∫
A(s)

∫
B(s)

r(s, a, b)ρ(db)ν(da),

and for any Borel set D ⊂ S, we put

q(D|s, ν, ρ) =

∫
A(s)

∫
B(s)

q(D|s, a, b)ρ(db)ν(da).

Thus, for any f ∈ F and g ∈ G, r(s, f(s), g(s)) and q(D|s, f(s), g(s)) (s ∈ S, D ∈
B(S)) have clear meanings.

An important consequence of C5 is that for any f ∈ F and g ∈ G, the state
process {sn} is a positive recurrent aperiodic Markov chain with the unique invariant
probability measure (also called stationary distribution) denoted by πfg. In addition,
{sn} is V -uniformly ergodic; that is, there exist θ > 0 and α ∈ (0, 1) such that∣∣∣ ∫

S

u(y)qn(dy|s, f(s), g(s)) −
∫
S

u(y)πfg(dy)
∣∣∣ ≤ V (s)‖u‖V θαn(2)
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for every s ∈ S, n ≥ 1 and each u ∈ L∞
V (S). Here qn(·|s, f(s), g(s)) denotes the n-step

transition probability induced by q, f ∈ F, and g ∈ G. Clearly, for integers n ≥ 2 and
D ∈ B(S), we have

qn(D|s, f(s), g(s)) :=

∫
S

q(n−1)(D|s′, f(s′), g(s′))q(ds′|s, f(s), g(s))

and q1(D|s′, f(s′), g(s′)) := q(D|s′, f(s′), g(s′)). It is obvious that (2) means that

‖qn(·|s, f(s), g(s)) − πfg(·)‖V ≤ V (s)θαn.(3)

For a detailed discussion of C5 and its consequences consult Proposition 10.2.5 in
[10], Theorem 3.6 in [17], and Proposition 4.4 in [38]. If V is bounded, (3) implies
the convergence of the n-step transition probabilities to the invariant measure in the
usual total variation norm. See section 16.1 in [23] and Theorem 2.3 in [24] for a
further discussion of this issue. It is worth mentioning that the aperiodicity of the
Markov chains involved is connected with assumption C5(1). Clearly, allowing for
unbounded functions V enables us to consider a much larger class of chains induced
by the stationary strategies of the players. On the other hand, one can also consider
unbounded payoff functions. A special case of C5, where δ(s, a, b) = 1C(s) and C ⊂ S
is a nonempty Borel set, is extensively studied in [23, 24]. The set C is called a “small
set” and C5(4) is called the “drift inequality.” In interesting examples C is a relatively
compact set in S. If C5 is satisfied with such a special function δ, one can observe
a “drift” towards the set C no matter which strategies of the players are used. The
expected time for reaching the set C from a state s ∈ S is bounded by V (s) up to a
multiplicative constant (see Theorem 14.2.2 in [23]). This property clearly shows that
models with unbounded function V are more interesting for practical applications
even in the case where the payoff functions are bounded.

From (2), we conclude that

J(f, g) := J(s, f, g) =

∫
S

r(s, f(s), g(s))πfg(ds)(4)

for every f ∈ F and g ∈ G; that is, the expected average payoff is independent of the
initial state.

Let u ∈ L∞
V (S). Define

u′(s, a, b) = r(s, a, b) + β

∫
S

u(y)q(dy|s, a, b)

and

ū(s, ν, ρ) =

∫
A(s)

∫
B(s)

u′(s, a, b)ρ(db)ν(da),

where (s, a, b) ∈ K and (s, ν, ρ) ∈ K̄. We shall need the following auxiliary result.
Lemma 2.3. Let C1–C4 hold. If u is lower (resp., upper) semicontinuous, then

u′ (resp., ū) is lower (resp., upper) semicontinuous on K (resp., K̄).
Proof. This proof is standard (see Lemma 3.3(a) in [9] or Lemmas 5.4 and 5.5 in

[28]).
To simplify our notation, we shall use the following (lower) value operators. For

each function u ∈ L∞
V (S) and β ∈ (0, 1], we put

(Tβu)(s) = sup
ν∈P (A(s))

inf
ρ∈P (B(s))

[
r(s, ν, ρ) + β

∫
S

u(y)q(dy|s, ν, ρ)
]
,(5)
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where s ∈ S, and we set Tu = Tβu when β = 1. We close this section with some
auxiliary results on minimax selections which are closely related to Theorem 5.1 in
[28]. We note that r is continuous on K and q is Feller. Moreover, by Lemma 2.1
the set-valued mappings s �→ P (A(s)) and s �→ P (B(s)) are continuous. If u is upper
semicontinuous, then by Lemma 2.3 and Berge’s theorems (see pp. 115–116 in [2])
Tβu is upper semicontinuous, and by a minimax selection theorem [27], there exists
some f ∈ F such that

(Tβu)(s) = max
ν∈P (A(s))

inf
ρ∈P (B(s))

[
r(s, ν, ρ) + β

∫
S

u(y)q(dy|s, ν, ρ)
]

= inf
ρ∈P (B(s))

[
r(s, f(s), ρ) + β

∫
S

u(y)q(dy|s, f(s), ρ)

]
(6)

for each s ∈ S. Similarly, if u is lower semicontinuous, then by Lemma 2.3 and Berge’s
theorems, Tβu is lower semicontinuous, and by Fan’s minimax theorem [7] and a
measurable selection theorem [27], there exists some g ∈ G such that

(Tβu)(s) = min
ρ∈P (B(s))

sup
ν∈P (A(s))

[
r(s, ν, ρ) + β

∫
S

u(y)q(dy|s, ν, ρ)
]

= sup
ν∈P (A(s))

[
r(s, ν, g(s)) + β

∫
S

u(y)q(dy|s, ν, g(s))
]

(7)

for each s ∈ S.
Let u ∈ CV (S). Then, by Fan’s minimax theorem [7], (6), and (7), Tβu ∈ CV (S).

Moreover, there exist f ∈ F and g ∈ G such that

(Tβu)(s) = max
ν∈P (A(s))

min
ρ∈P (B(s))

[
r(s, ν, ρ) + β

∫
S

u(y)q(dy|s, ν, ρ)
]

= min
ρ∈P (B(s))

max
ν∈P (A(s))

[
r(s, ν, ρ) + β

∫
S

u(y)q(dy|s, ν, ρ)
]

= r(s, f(s), g(s)) + β

∫
S

u(y)q(dy|s, f(s), g(s))

= max
ν∈P (A(s))

[
r(s, ν, g(s)) + β

∫
S

u(y)q(dy|s, ν, g(s))
]

(8)

= min
ρ∈P (B(s))

[
r(s, f(s), ρ) + β

∫
S

u(y)q(dy|s, f(s), ρ)

]
(9)

for each s ∈ S.

3. Fatou’s lemma for varying probability measures. Let {wn} be a se-
quence of functions in L∞

V (S). As in [35], we consider the following “generalized liminf
(limsup)”:

w∗(s) := inf
{

lim inf
n→∞

wn(sn) : sn → s
}

(10)

and

w∗(s) := sup
{

lim sup
n→∞

wn(sn) : sn → s
}
.(11)
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Lemma 3.1. The function w∗ (resp., w∗) is lower (resp., upper) semicontinuous.
Proof. Let ρ be the metric on S defining the topology. For any s ∈ S and r > 0,

put B(s, r) := {y : ρ(s, y) ≤ r}. Note that w∗(s) can be written in the following form:

w∗(s) = sup
n

inf
k≥n

(
inf

y∈B(s,1/n)
wk(y)

)
.

Fix s ∈ S and assume that w∗(s) > d for some real number d. To prove that w∗(s) is
lower semicontinuous at s, we need to show that there exists δ > 0 such that w∗(y) > d
for every y ∈ B(s, δ). Since

inf
k≥n

(
inf

y∈B(s,1/n)
wk(y)

)
↑ w∗(s),

there exists an N such that

inf
k≥l

(
inf

y∈B(s,1/l)
wk(y)

)
> d ∀l > N.

Let m > 2l > l > N and δ := 1
2l . Then we get

w∗(y) = sup
n

inf
k≥n

(
inf

z∈B(y,1/n)
wk(z)

)
≥ inf

k≥m

(
inf

z∈B(y,1/m)
wk(z)

)

≥ inf
k≥m

(
inf

z∈B(s,1/l)
wk(z)

)
≥ inf

k≥l

(
inf

z∈B(s,1/l)
wk(z)

)
> d.

The proof of the upper semicontinuity of the function w∗(s) at s is similar to the
above one with starting point

w∗(s) = inf
n

sup
k≥n

(
sup

y∈B(s,1/n)

wk(y)

)
.

Lemma 3.2. Let {μn} ⊂ P (S) be converging weakly to some μ0 ∈ P (S). If {vn}
is a sequence of nonnegative Borel measurable functions on S and v∗ is defined as in
(10), then ∫

S

v∗(s)μ0(ds) ≤ lim inf
n→∞

∫
S

vn(s)μn(ds),(12)

and if the functions {vn} are nonpositive, then∫
S

v∗(s)μ0(ds) ≥ lim sup
n→∞

∫
S

vn(s)μn(ds)(13)

with v∗ defined as in (11).
Proof. Inequality (12) was established by Serfozo [35] for the vague convergence

of (possibly unboundeded) measures and under an additional assumption that S is a
locally compact space. One can note, however, that when the weak convergence of μn

to μ0 in P (S) is considered, then K = S can be assumed at the beginning of the proof
of Lemma 3.2 in [35] and the result follows. Obviously, (13) can be easily concluded
from (12) by taking into account the sequence {−vn}.
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Lemma 3.3. Assume that {μn} converges weakly to some μ0 ∈ P (S) and {wn}
is a sequence of functions in CV (S) such that ‖wn‖V ≤ b for all n and some constant
b > 0. If V is a continuous function and

∫
S
V (s)μm(ds) < ∞ for every m ≥ 0 and∫

S

V (s)μm(ds) →
∫
S

V (s)μ0(ds)(14)

as m → ∞, then ∫
S

w∗(s)μ0(ds) ≤ lim inf
n→∞

∫
S

wn(s)μn(ds)(15)

and ∫
S

w∗(s)μ0(ds) ≥ lim sup
n→∞

∫
S

wn(s)μn(ds).(16)

Proof. Define vn(s) := wn(s) + bV (s) and note that vn ≥ 0. For any s ∈ S and
arbitrary sequence sn → s as n → ∞, we have

lim inf
n→∞

vn(sn) = bV (s) + lim inf
n→∞

wn(sn).

Hence v∗(s) = bV (s) + w∗(s), s ∈ S, and consequently∫
S

v∗(s)μ0(ds) = b

∫
S

V (s)μ0(ds) +

∫
S

w∗(s)μ0(ds).

Applying (12) to the sequence {vn} and (14), we easily get

lim inf
n→∞

∫
S

wn(s)μn(ds) + b

∫
S

V (s)μ0(ds) = lim inf
n→∞

∫
S

vn(s)μn(ds)

≥
∫
S

v∗(s)μ0(ds) =

∫
S

w∗(s)μ0(ds) + b

∫
S

V (s)μ0(ds)

which immediately gives (15).
Similarly, (16) can be concluded from (13) by taking vn(s) := wn(s) − bV (s)

≤ 0.

4. Main results. Now we are ready to present our main results. First of all, we
state some theorems for the finite horizon and discounted stochastic games. Similar
results are given for stochastic games with Feller transition probabilities in [4] and
Theorem 4.1 in [28], but with some differences in other assumptions.

Theorem 4.1. Assume (i)–(v), C1–C4, and C5(4). Then, the finite horizon dis-
counted stochastic game has a value and both players have optimal Markov strategies.
Moreover, if ξk is the value function for the k-stage game, then ξk ∈ CV (S) and

ξn+1(s) = (Tβξn)(s) for each s ∈ S, n ≥ 1.

Proof. The proof proceeds by induction and makes use of standard dynamic
programming arguments, Lemma 2.3, and measurable selections results described in
section 2. Optimal Markov strategies π∗ = {f0, f1, . . . } and γ∗ = {g0, g1, . . . } are
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constructed such that for k ≥ 0, (fk(s), gk(s)) is a pair of optimal (mixed) strategies
in the zero-sum game with the payoff function

r(s, a, b) + β

∫
S

ξk(y)q(dy|s, a, b),

where a ∈ A(s), b ∈ B(s), and ξ0(y) := 0 for all y ∈ S.
Theorem 4.2. Assume (i)–(v), C1–C4, and C5(4). Then the discounted stochas-

tic game has a value ξβ and both players have optimal stationary strategies fβ ∈ F
and gβ ∈ G. Moreover, ξβ ∈ CV (S) and

ξβ(s) = (Tβξβ)(s) = r(s, fβ(s), gβ(s)) + β

∫
S

ξβ(y)q(dy|s, fβ(s), gβ(s))(17)

= max
ν∈P (A(s))

[
r(s, ν, gβ(s)) + β

∫
S

ξβ(y)q(dy|s, ν, gβ(s))

]

= min
ρ∈P (B(s))

[
r(s, fβ(s), ρ) + β

∫
S

ξβ(y)q(dy|s, fβ(s), ρ)

]

for every s ∈ S.
Proof. First, we show that Tβ has a fixed point for each β ∈ (0, 1). By Theorem 4.1,

for each n ≥ 0, we have

ξn(s) = min
γ∈Γ

max
π∈Π

Eπγ
s

(
n−1∑
m=0

βmr(sm, am, bm)

)

= max
π∈Π

min
γ∈Γ

Eπγ
s

(
n−1∑
m=0

βmr(sm, am, bm)

)

and

ξn(s) = (Tn
β ξ0)(s)

for every s ∈ S, n ≥ 1. From assumption C5, one can easily prove by induction that

Eπγ
s (V (sn)) ≤ λnV (s) + ϕ(V )

n−1∑
k=0

λk ≤ V (s) +
ϕ(V )

1 − λ
.(18)

Assume that n > k. Note that

|ξn(s) − ξk(s)| ≤ sup
π∈Π

sup
γ∈Γ

∣∣∣∣∣Eπγ
s

(
n−1∑
m=0

βmr(sm, am, bm)

)

− Eπγ
s

(
k−1∑
m=0

βmr(sm, am, bm)

)∣∣∣∣∣
≤ sup

π∈Π
sup
γ∈Γ

Eπγ
s

(
n−1∑
m=k

βm |r(sm, am, bm)|
)

≤ sup
π∈Π

sup
γ∈Γ

Eπγ
s

(
n−1∑
m=k

βmV (sm)

)
.
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Hence from (18), it follows that

|ξn(s) − ξk(s)| ≤
n−1∑
m=k

βkV (s)d ≤ βm

(1 − β)
V (s)d

for some constant d > 0. This implies that {ξn} is a Cauchy sequence in CV (S). Put

ξβ(s) = lim
n→∞

ξn(s), s ∈ S.

Note that ξβ ∈ CV (S) and

‖ξn − ξβ‖V = sup
s∈S

|ξn(s) − ξβ(s)|
V (s)

−→ 0 when n → ∞.(19)

For n ≥ 2, it holds that

ξn(s) = (Tn
β ξ0)(s) = (Tβξn−1)(s).

It is also true that Tβξn−1 → Tβξβ when n → ∞. For this, note that

|(Tβξn)(s) − (Tβξβ)(s)| ≤ max
a∈A(s)

max
b∈B(s)

∫
S

|ξn(y) − ξβ(y)|
V (y)

V (y)q(dy|s, a, b)

≤ ‖ξn − ξβ‖V max
a∈A(s)

max
b∈B(s)

∫
S

V (y)q(dy|s, a, b).

Now from C5(4) and (19), we conclude that Tβξn → Tβξβ as n → ∞. Hence ξβ is a
fixed point of Tβ . The existence of fβ and gβ satisfying (17) follows from a measurable
selection theorem (compare with (8) and (9)).

Remark 4.1. The contraction condition made in [4] is different from our assump-
tions. Similar assumptions are made in [9], where some minimax control processes
are studied. The proof of Theorem 4.2 is quite standard, but from a formal point of
view the result is new.

Theorem 4.3. Assume (i)–(v) and C1–C5. Then the average payoff stochastic
game has a value ξ, which is independent of the initial state, and both players have
optimal stationary strategies. Moreover, ξ = limβ→1(1−β)ξβ(s∗) for any state s∗ ∈ S.

Proof. By Theorem 4.2 the value ξβ of the β-discounted game and stationary
strategies fβ ∈ F, gβ ∈ G exists for every β ∈ (0, 1). Fix a state s∗ ∈ S and consider
a sequence {βn} of discount factors converging to one. Define

wn(s) = ξβn(s) − ξβn(s∗), ξn = (1 − βn)ξβn(s∗).

Then, from (17), it follows that

ξn + wn(s) = min
ρ∈P (B(s))

max
ν∈P (A(s))

[
r(s, ν, ρ) + βn

∫
S

wn(t)q(dt|s, ν, ρ)
]

(20)

= max
ν∈P (A(s))

[
r(s, ν, gβn(s)) + βn

∫
S

wn(t)q(dt|s, ν, gβn(s))

]
s ∈ S.

By Lemma 7 in [30] (also see the argument given on page 135 in [10]), the sequence
{ξn} is bounded and there is no loss of generality when assuming that ξn converges to
some real number ξ∗ as n → ∞. Moreover, by Lemma 8 in [30] (also see Lemma 10.4.2
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in [10]), it follows that ‖wn‖V ≤ b for some constant b. Now, we fix a state s0 ∈ S
and consider an arbitrary sequence of states {sn} such that sn → s0 as n → ∞. Then
from (20), putting gn := gβn , we obtain

ξn + wn(sn) = max
ν∈P (A(sn))

[
r(sn, ν, gn(sn)) + βn

∫
S

wn(y)q(dy|sn, ν, gn(sn))

]
.(21)

Let {nk} be a subsequence of positive integers for which

lim inf
n→∞

wn(sn) = lim
k→∞

wnk
(snk

).

Obviously, limk→∞ ξnk
= ξ∗ and

ξ∗ + lim inf
n→∞

wn(sn) = lim inf
n→∞

[ξn + wn(sn)] = lim
k→∞

[ξnk
+ wnk

(snk
)].

Consequently, from (21), we obtain

ξ∗ + lim inf
n→∞

wn(sn)

= lim
k→∞

max
ν∈P (A(snk

))

[
r(snk

, ν, gnk
(snk

)) + βnk

∫
S

wnk
(y)q(dy|snk

, ν, gnk
(snk

))

]
.

Let FC be the set of all continuous stationary strategies for player 1. By Lemmas 2.1
and 2.2, FC is nonempty. Choose any f ∈ FC . Then, we have

ξ∗ + lim inf
n→∞

wn(sn)(22)

≥ lim inf
k→∞

[
r(snk

, f(snk
), gnk

(snk
)) + βnk

∫
S

wnk
(y)q(dy|snk

, f(snk
), gnk

(snk
))

]
.

Note that Z := {s0} ∪ {sn} is compact in S. We know that the set-valued mapping
s �→ P (B(s)) is continuous and compact valued. These facts together with Berge’s
theorems (see [2] or Theorem 7.4.2 in [18]) imply that

⋃
z∈Z P (B(z)) is compact

in P (B). Therefore, {gnk
(snk

)} has a subsequence converging to some ρ0 ∈ P (B).
Without loss of generality, let gnk

(snk
) → ρ0, as k → ∞. By the continuity of s �→

P (B(s)), ρ0 ∈ P (B(s0)). On the other hand, f(snk
) → f(s0) ∈ P (A(s0)), because

f ∈ FC . Clearly, q(·|snk
, f(snk

), gnk
(snk

)) → q(·|s0, f(s0), ρ0) weakly as k → ∞. By
(22) and Lemma 3.3, we infer that

ξ∗ + lim inf
n→∞

wn(sn)(23)

≥ lim inf
k→∞

r(snk
, f(snk

), gnk
(snk

)) + lim inf
k→∞

∫
S

wnk
(y)q(dy|snk

, f(snk
), gnk

(snk
))

≥ r(s0, f(s0), ρ0) + lim inf
k→∞

∫
S

wnk
(y)q(dy|snk

, f(snk
), gnk

(snk
))

≥ r(s0, f(s0), ρ0) +

∫
S

w̄∗(y)q(dy|s0, f(s0), ρ0),

where w̄∗ is the generalized liminf of the sequence w̄k = wnk
. Let w∗(s0) be the

generalized liminf of {wn} defined in (10). Then w∗ ≤ w̄∗, and applying this fact to
(23) we get

ξ∗ + lim inf
n→∞

wn(sn) ≥ r(s0, f(s0), ρ0) +

∫
S

w∗(y)q(dy|s0, f(s0), ρ0).
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Furthermore, by the fact that a continuous selector f ∈ FC can be chosen in such a
way that an arbitrary value from P (A(s)) is assigned to the point s0 (see Lemma 2.2),
we infer that

ξ∗ + lim inf
n→∞

wn(sn) ≥ sup
f∈FC

[
r(s0, f(s0), ρ0) +

∫
S

w∗(y)q(dy|s0, f(s0), ρ0)

]

= sup
ν∈P (A(s0))

[
r(s0, ν, ρ) +

∫
S

w∗(y)q(dy|s0, ν, ρ)

]
.

Since w∗ is lower semicontinuous (see Lemma 3.1), we can write

ξ∗ + lim inf
n→∞

wn(sn) ≥ min
ρ∈P (B(s0))

sup
ν∈P (A(s0))

[
r(s0, ν, ρ) +

∫
S

w∗(y)q(dy|s0, ν, ρ)

]
.

By the definition of w∗ (see (10)), we have

ξ∗ + w∗(s0) ≥ min
ρ∈P (B(s0))

sup
ν∈P (A(s0))

[
r(s0, ν, ρ) +

∫
S

w∗(y)q(dy|s0, ν, ρ)

]
.(24)

Since s0 was chosen arbitrarily, then (24) holds with s0 replaced by any s ∈ S.
We already know that the function w∗ is lower semicontinuous. By (24) and a

minimax measurable selection theorem (see (7)), there exists some g∗ ∈ G such that

ξ∗ + w∗(s) ≥ r(s, ν, g∗(s)) +

∫
S

w∗(y)q(dy|s, ν, g∗(s))(25)

for every s ∈ S and ν ∈ P (A(s)). Iterating (25), one can show in a standard manner
(see [10, 30]) that

ξ∗ ≥ sup
π∈Π

J(s, π, g∗) ≥ U(s)(26)

for each s ∈ S (U is defined in (1)).
Now, let fβn = fn be a stationary optimal strategy to player 1 in the βn-

discounted stochastic game. We need to prove that ξ∗ ≤ L(s). From (20) and Fan’s
minimax theorem [7] (see also (9)), it can be easily seen that

ξn + wn(sn) = min
ρ∈P (B(sn))

[
r(sn, fn(sn), ρ) + βn

∫
S

wn(y)q(dy|sn, fn(sn), ρ)

]
.

Assume that sn → s0 and consider the generalized limsup w∗(s0) (see (11)). Pro-
ceeding along similar lines, we take again a subsequence {nk} of positive integers such
that

lim sup
n→∞

wn(sn) = lim
k→∞

wnk
(snk

).

Then using Lemma 3.3 and (6), we obtain some f∗ ∈ F such that

ξ∗ + w∗(s) ≤ r(s, f∗(s), ρ) +

∫
S

w∗(y)q(dy|s, f∗(s), ρ)(27)

for every s ∈ S and ρ ∈ P (B(s)). Again standard dynamic programming arguments,
based on (27), show that

ξ∗ ≤ inf
γ∈Γ

J(s, f∗, γ) ≤ L(s)(28)
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for each s ∈ S (L is defined in (1)). By (26) and (28), we have

ξ∗ = sup
π∈Π

J(s, π, g∗) = inf
γ∈Γ

J(s, f∗, γ) = J(s, f∗, g∗) = J(f∗, g∗);(29)

that is, the game has a value ξ(s) = ξ∗, and f∗, g∗ are stationary optimal strategies
for players 1 and 2, respectively.

Remark 4.2. Theorem 4.3 is a first result on ergodic stochastic games with
Feller transition probabilities satisfying fairly general assumptions. All related papers
[14, 15, 20, 21, 29, 30, 38] are based on the strong continuity assumption on q that
the mapping (s, a, b) �→ q(D|s, a, b) is continuous in (a, b) for every Borel subset D of
S. The payoffs and transitions in the mentioned papers need not be continuous with
respect to the state variable. The situation studied in this paper is somewhat more
delicate. Note that to overcome some technical difficulties we have to use Michael’s
theorem on continuous selections [25], which plays no part in the proofs given in the
aforementioned papers. Feller transition probabilities are, in some applications, more
natural than strongly continuous ones.

Remark 4.3. A general class of Borel stochastic games with “limsup payoffs” was
studied by Maitra and Sudderth [22]. The average payoffs belong to this class. They
proved the existence of the value in history-dependent strategies in a very general
setup. The payoff functions in [22] are bounded. What is more important for us is
their assumption on q that b �→ q(D|s, a, b) is continuous for any Borel set D ⊂ S and
(s, a). Clearly, the weak continuity of the transition law is something different and
Theorem 4.3 is not a corollary to their work.

Our last result concerns the optimality equation (sometimes called the Shapley
equation [38]) for the average payoff stochastic games. It is well known that under our
assumption C5 the Markov chain induced by any stationary strategies of the players
is φ-irreducible. The φ-irreducibility with a probability (or σ-finite) irreducibility
measure φ means that if φ(B) > 0 for some set B ∈ B(S), then the chance that a
Markov chain (starting at any s ∈ S) ever enters B is positive. By Remark 2.1 on
page 15 in [31], one can take φ = ϕ in our setup, but the family of irreducibility
measures is infinite, even for the Markov chain induced by a fixed pair of stationary
strategies of the players. In particular, note that any nontrivial restriction of an
irreducibility measure is still an irreducibility measure and such a restriction can give
zero weight to any selected part of the state space. To avoid such a situation it
is desirable to introduce the definition of the maximal irreducibility measure for the
Markov chain under consideration. It is usually denoted by ψ and dominates all
possible irreducibility measures of the chain and has some other natural properties.
For a formal definition of ψ consult pages 88–89 in [23]. The maximal irreducibility
measure describes the range of the chain more completely than any other irreducibility
measure which one could construct initially. By Proposition 10.1.2 in [23], ψ (which
may depend on f ∈ F , g ∈ G) and πfg are equivalent. Below we make a stronger
irreducibility assumption.

IA: The Markov chains induced by any stationary strategies of the players have
a common maximal irreducibility measure denoted by ψ.

Usually it is assumed that ψ is σ-finite, but there is no restriction if we consider
ψ to be a probability measure [23]. An important consequence of assumption IA
is that all the invariant probability measures πfg (f ∈ F , g ∈ G) are equivalent
(see Proposition 10.1.2 in [23]). Clearly, IA is a generalization of the irreducible
case for countable state space games, where it is assumed that any two states are
communicating under any stationary pair of strategies. The maximal irreducibility
measure in such a special case is the geometric distribution or counting measure.
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Theorem 4.4. Let (i)–(v), C1–C4, and IA hold. Then there exist a constant ξ∗,
a function h ∈ L∞

V (S), and strategies f∗ ∈ F and g∗ ∈ G such that

ξ∗ + h(s) = r(s, f∗(s), g∗(s)) +

∫
S

h(y)q(dy|s, f∗(s), g∗(s))(30)

= max
ν∈P (A(s))

[
r(s, ν, g∗(s)) +

∫
S

h(y)q(dy|s, ν, g∗(s))
]

= min
ρ∈P (B(s))

[
r(s, f∗(s), ρ) +

∫
S

h(y)q(dy|s, f∗(s), ρ)

]
ψ − a.e.

Proof. By Theorem 4.3, there exists a pair (f∗, g∗) of stationary optimal strategies
and the value ξ(s) = ξ∗ = J(f∗, g∗). Put h(s) := w∗(s), s ∈ S. By (24) and (25), and
Fan’s minimax theorem for each s ∈ S, we have

ξ∗ + h(s) ≥ sup
ν∈P (A(s))

[
r(s, ν, g∗(s)) +

∫
S

h(y)q(dy|s, ν, g∗(s))
]

= min
ρ∈P (B(s))

sup
ν∈P (A(s))

[
r(s, ν, ρ) +

∫
S

h(y)q(dy|s, ν, ρ)
]

= sup
ν∈P (A(s))

min
ρ∈P (B(s))

[
r(s, ν, ρ) +

∫
S

h(y)q(dy|s, ν, ρ)
]

≥ min
ρ∈P (B(s))

[
r(s, f∗(s), ρ) +

∫
S

h(y)q(dy|s, f∗(s), ρ)

]
.

Applying a measurable selection theorem [27], we conclude that there exists some
g0 ∈ G such that

ξ∗ + h(s) ≥ R(s, f∗, g0) := r(s, f∗(s), g0(s)) +

∫
S

h(y)q(dy|s, f∗(s), g0(s))(31)

for each s ∈ S. Define

D := {s ∈ S : ξ∗ + h(s) > R(s, f∗, g0)}.

Assume that ψ(D) > 0. Since ψ � πf∗g0
(see Proposition 10.1.2 in [23]), we have

πf∗g0(D) > 0. Integrating both sides of (31) with respect to the invariant probability
measure πf∗g0 and using (4), we get

J(f∗, g∗) = ξ∗ >

∫
S

r(y, f∗(y), g0(y))πf∗g0(dy) = J(f∗, g0).

This contradicts the fact that f∗ is an optimal strategy for player 1. Therefore
ψ(D) = 0, and (30) follows with ξ∗ = J(f∗, g∗) and h = w∗.

Remark 4.4. The optimality equation has relevance to studying strong average
optimality in games [10]. The question as to whether (30) holds for every s ∈ S re-
mains open. It has an affirmative answer when q is strongly continuous in actions (a, b)
of the players, i.e., if we assume that the mapping (a, b) �→ q(D|s, a, b) is continuous
on A(s)×B(s) for every s ∈ S and any Borel set D ⊂ S. Let us make this assumption.
A simple modification of Lemma 2.1 in [28] shows that there exists a sequence of Borel
measurable mappings {φn} from S to A×B such that A(s)×B(s) = cl{φn(s)}, s ∈ S.
Define the transition probability Q from S to S by

Q(·|s) :=

∞∑
n=1

1

2n
q(·|s, φn(s)).
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It is easy to see that Q corresponds to a stationary (correlated) strategy of the players
φ(s) :=

∑∞
n=1

1
2n δφn(s), s ∈ S, where δφn(s) is the probability measure concentrated

at the point φn(s). Assuming IA and C5, and using Proposition 4.2.3 in [23], we
infer that there exists a Borel absorbing set S1 ⊂ S \ D (D is defined in the proof
of Theorem 4.4) for Q, that is, Q(S1|s) = 1 for every s ∈ S1. This implies that
q(S1|s, φn(s)) = 1 for each n ≥ 1 and s ∈ S1. In other words, S1 is absorbing for
every q(·|s, φn(s)), n ≥ 1. Since {φn(s)} is dense in A(s) × B(s) and q is strongly
continuous in actions, we obtain q(S1|s, a, b) = 1 for each a ∈ A(s), b ∈ B(s), and
s ∈ S1. Consequently, q(S1|s, f(s), g(s)) = 1 for s ∈ S1 and f ∈ F, g ∈ G. The
existence of such an absorbing set is a crucial factor used in the proofs of Theorem in
[15] and Theorem 2 in [14], where a sequence of functions converging to the solution
of the Shapley equation (for every s ∈ S) is defined. In other words, the results given
in [14, 15] for games with strongly continuous transition probabilities are valid under
assumption IA. The same procedure leading to a solution of the Shapley equation
for every s ∈ S can be used in the framework of this paper whenever q is strongly
continuous in actions.

Remark 4.5. In a recent paper [38], Vega-Amaya proposes an approach based
on a contraction mapping, but the value ξ∗ must be known in advance. His proof
applies to a strongly continuous transition probability q and can be modified to cover
the weakly continuous case as well if we additionally assume that the function δ in
C5 is continuous on K. This assumption excludes a very important case, in which
δ(s, a, b) = 1C(s), (s, a, b) ∈ K, and C is a Borel (or even a closed or an open) set.
If δ is not a continuous function, then the mapping, given by Vega-Amaya, maps
continuous functions into Borel (or even universally measurable) ones. Therefore the
Banach fixed point theorem cannot be applied.

Remark 4.6. The Markov chains induced by stationary strategies of the players
are, under our assumptions, aperiodic. As noted by Tijms [37], the results obtained
for aperiodic models can also be applied to periodic ones by a suitable transforma-
tion. The unichain assumption which we make in this paper is difficult to relax in
general state space models, especially when we wish to have optimal strategies for
both players. When the state space is countable some weakening of the assumptions
is possible; see [1] and its references.

Acknowledgments. The authors wish to thank four anonymous referees for
useful comments.
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Abstract. We study the exponential stabilization of the linearized Navier–Stokes equations
around an unstable stationary solution, by means of a feedback boundary control, in dimension 2 or
3. The feedback law is determined by solving a linear-quadratic control problem. We do not assume
that the normal component of the control is equal to zero. In the nonzero case the state equation,
satisfied by the velocity field y, is decoupled into an evolution equation, satisfied by Py, where P
is the so-called Helmholtz projection operator, and a quasi-stationary elliptic equation, satisfied by
(I − P )y. Using this decomposition, we show that the feedback law can be expressed as a function
only of Py. In the two-dimensional case we show that the linear feedback law provides a local
exponential stabilization of the Navier–Stokes equations.
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1. Setting of the problem. Let Ω be a bounded and connected domain in R
2

or R
3 with a regular boundary Γ, ν > 0, and consider a pair (w, χ)—a velocity field

and a pressure—solution to the stationary Navier–Stokes equations in Ω:

(1.1) −νΔw + (w · ∇)w + ∇χ = f and div w = 0 in Ω, w = u∞
s on Γ.

We assume that w is regular and is an unstable solution of the instationary Navier–
Stokes equations.

The purpose of this paper is to determine a Dirichlet boundary control u, in
feedback form, localized in a part of the boundary Γ, so that the corresponding
controlled system

∂y

∂t
− νΔy + (y · ∇)w + (w · ∇)y + (y · ∇)y + ∇p = 0, div y = 0 in Q∞,

(1.2)
y = Mu on Σ∞, y(0) = y0 in Ω,

is stable for initial values y0 small enough in an appropriate space X(Ω). In this
setting, Q∞ = Ω × (0,∞), Σ∞ = Γ × (0,∞), X(Ω) is a subspace of V0

n(Ω) =
{
y ∈

L2(Ω) | div y = 0 in Ω, y ·n = 0 on Γ
}
, and the operator M is a restriction operator

precisely defined in section 2. If we set (z, q) = (w + y, χ + p) and if u = 0, we see
that (z, q) is the solution to the Navier–Stokes equations

∂z

∂t
− νΔz + (z · ∇)z + ∇q = f , div z = 0 in Q∞,

z = u∞
s on Σ∞, z(0) = w + y0 in Ω.
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Thus y0 is a perturbation of the stationary solution w.
To study the local feedback stabilization of system (1.2), we first study the feed-

back stabilization of the corresponding linearized system

(1.3)

∂y

∂t
− νΔy + (w · ∇)y + (y · ∇)w + ∇p = 0 in Q∞,

div y = 0 in Q∞, y = Mu on Σ∞, y(0) = y0 in Ω.

To stabilize this system we can look for a control u belonging either to L2(0,∞;V0(Γ))
or to L2(0,∞;V0

n(Γ)), where

V0(Γ) =
{
y ∈ L2(Γ) | 〈y · n, 1〉H−1/2(Γ),H1/2(Γ) = 0

}
and

V0
n(Γ) =

{
y ∈ L2(Γ) | y · n = 0 on Γ

}
.

A linear feedback law stabilizing (1.3) in X(Ω) ⊂ V0
n(Ω), with a control u ∈

L2(0,∞;V0(Γ)), is determined by a bounded operator K ∈ L(X(Ω),V0(Γ)) such
that the solution of the closed loop system

∂y

∂t
− νΔy + (w · ∇)y + (y · ∇)w + ∇p = 0 in Ω × (0, T ),

div y = 0 in Ω × (0, T ), y = MKy on Γ × (0, T ), y(0) = y0 in Ω,

obeys

(1.4) |y(t)|X(Ω) ≤ C|y0|X(Ω) for all t ∈ (0,∞).

The feedback control law is given by

(1.5) u(t) = Ky(t) for all t ∈ (0,∞).

In place of (1.4) we can look for an exponential decay

(1.6) |y(t)|X(Ω) ≤ Ce−σt|y0|X(Ω) for all t ∈ (0,∞), with σ > 0.

Let us underline that a feedback law of the form (1.5) is a pointwise (in time) feedback
law. A feedback law may be of a different form, for example of the form

u = L0y0, L0 ∈ L(X(Ω), L2(0,∞;V0(Γ))).

In engineering applications, pointwise feedback laws are needed because they are
more robust with respect to perturbations in the models. This paper is focused on
the characterization of pointwise feedback laws for the Oseen and the Navier–Stokes
equations.

Several important questions must be addressed when we look for a pointwise
feedback law able to stabilize system (1.3) or (1.2):

(Q1) Does there exist a control u ∈ L2(0,∞;V0(Γ)) such that the solution of
(1.3) obeys (1.6) or (1.4)? In other words, is the system (1.3) stabilizable?

(Q2) Assume that K is a pointwise feedback law able to stabilize system (1.3) in
X(Ω). Does K also stabilize the nonlinear system (1.2) for |y0|X(Ω) small enough?

(Q3) Assume that we have proved the existence of a feedback law stabilizing
system (1.3). Can we find an equation characterizing K which can be numerically
solved by classical methods?
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We stop the list here, but lot of other questions are very important in applications,
such as the robustness of feedback laws and the numerical accuracy of approximations.

In this paper, we do not address the stabilizability of system (1.3), and we shall
use the existing results in the literature. This paper is mainly devoted to (Q2) and
(Q3). But first we mention some results addressing (Q1).

When w ∈ L∞(Ω) and X(Ω) = V0
n(Ω) ∩ L4(Ω), the existence of a boundary

control u ∈ L2(0,∞;V0(Γ)) such that the solution of system (1.3) obeys (1.6) may
be deduced, by using an extension method, from exact controllability results with
internal controls stated in [8].

In the three-dimensional case, and when X(Ω) =
{
y ∈ H1(Ω) | div y = 0 in Ω

}
,

the existence of a feedback control law exponentially stabilizing (1.2) or (1.3) is proved
in [12]. However, the feedback operator constructed in [12] is of the form L0. (It is
not a pointwise feedback operator, and it requires the knowledge of the eigenfunctions
and the eigenvalues of the Oseen operator of (1.3).)

In the three-dimensional cases, when Ω is simply connected, Barbu, Lasiecka,
and Triggiani [4] have proved the stabilizability of system (1.3) in X(Ω) =

{
y ∈

H1/2+ε(Ω) | div y = 0 in Ω, y ·n = 0 on Γ
}

with controls u ∈ L2(0,∞;V0
n(Γ)) acting

everywhere on the boundary Γ. Some additional results in the two-dimensional case
are also stated in [4] (see also section 7.1).

Let us now focus on (Q2) and (Q3). One way to address these questions is to use
optimal control theory, where the pointwise feedback law is obtained by solving an
infinite time horizon control problem of the form

(Q) inf
{
J(y,u) | (y,u) satisfies (1.3), u ∈ L2(0, T ;U)

}
.

More precisely, one has to prove that the value function of problem (Q) obeys

inf(Q) =
(
Πy0,y0

)
V0

n(Ω)
,

where Π ∈ L(V0
n(Ω)), Π = Π∗ ≥ 0. Next the feedback law is defined thanks to

the operator Π. In this framework, question (Q3) can be reformulated as follows:
Does the operator Π satisfy an algebraic Riccati equation in the domain of the Oseen
operator?

The answer depends on the choice of J and U and is not necessarily obvious in
the case of a boundary control problem.

According to the stabilizability results mentioned above, we have two possible
choices for U:

U = V0
n(Γ) or U = V0(Γ).

Both choices are interesting for applications [9, 10, 11, 13]. Even if U = V0(Γ) leads
to a slightly complicated analysis, this case is interesting, since the normal velocity is
used as a control in many applications [14, 15, 16, 20, 25]. These papers are devoted
to the suppression of vortex shedding past a cylinder. That corresponds to the case
where Ω = Ωe \Ωi, Ωi is a bounded domain in R

2 with a regular boundary Γi, and Ωe

is another bounded domain in R
2 with a regular boundary Γe such that Ωi ⊂ Ωe (Ωi

is a disk in the case of a circular cylinder). Given a stationary velocity u∞
s , we can

take (w, χ) as the solution to the stationary Navier–Stokes equation (1.1) with f = 0.
In that case the control has to be localized in a part of the boundary Γi, and Γe must
be far enough from the cylinder so that the solution to the stationary or instationary
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Navier–Stokes equations gives a good approximation of the corresponding equation
in the exterior domain R

2 \ Ωi. Some heuristic feedback laws have been successfully
tested in numerical experiments [25, 20], but in general these feedback laws, which are
designed for a very specific value of u∞

s , are not robust with respect to perturbations
of u∞

s , in contrast to feedback laws obtained by solving Riccati equations.
This paper is written in the case when U = V0(Γ), and the adaptation to the

case when U = V0
n(Γ) is given in section 7.1. We would like to underline that the

choice of J is critical. Indeed once X(Ω), U, and J are chosen, K is generally uniquely
determined. Thus we have to choose J so that the corresponding feedback law also
stabilizes system (1.2). The functional J is usually of the form

J(y,u) =
1

2

∫ ∞

0

|Cy(t)|2V0(Ω) dt +
1

2

∫ ∞

0

|u(t)|2U dt,

where the observation operator C may be a bounded or an unbounded operator in
V0(Ω) =

{
y ∈ L2(Ω) | div y = 0

}
when U = V0(Γ) (or in V0

n(Ω) when U = V0
n(Γ)).

If D(C) denotes the domain of C in V0(Ω) (or in V0
n(Ω) when U = V0

n(Γ)), the
solution y of (1.3) is searched in L2(0,∞;D(C)). In [4, 2], C is chosen so that
|Cy|V0(Ω) is a norm in V0

n(Ω) equivalent to the usual norm of the space H3/2+ε(Ω), for
some ε > 0. The idea in [4, 2] is to choose the operator C so that the norm |Cy|V0(Ω)

is strong enough to dominate the nonlinearity of the Navier–Stokes equations. In that
way a Lyapunov function for the nonlinear closed loop system can be defined thanks
to Π. The price to pay is that the operator Π, corresponding to this problem, does not
satisfy a Riccati equation in the domain of the Oseen operator. An algebraic Riccati
equation is stated only in D((AΠ)2) [4, section 4.5], where AΠ is the infinitesimal
generator of the associated closed loop system. Thus the domain in which the Riccati
equation is stated depends on the unknown Π of the equation. This is a serious
drawback.

Here we follow a different approach. We choose J as follows:

(1.7) J(y,u) =
1

2

∫ T

0

∫
Ω

|y|2 dxdt +
1

2

∫ T

0

∫
Γ

|u|2 dxdt.

One difficulty comes from the fact that, choosing U = V0(Γ), the system (1.3) cannot
be written in the form of a classical evolution equation. We have shown in [26] that
(1.3) can be rewritten in the form

(1.8)
Py′ = APy + BMu, y(0) = y0,

(I − P )y = (I − P )DAγnMu,

where A is the corresponding Oseen operator, B is a boundary control operator, P is
the so-called Helmholtz or Leray projector, and DA the Dirichlet operator associated
with A. For the precise definitions and properties of these operators we refer to section
2. Writing system (1.3) in the form (1.8), we show that the control problem (Q) can
be rewritten in the form of another control problem in which the state variable is Py
and not y. This transformation is essential in our approach. It leads to a Riccati
equation which is the natural one for the new control problem, but which is not the
expected one if we consider only problem (Q). Moreover, the Riccati equation is
satisfied in the domain of A.

Now the challenge is to prove that the linear feedback law determined in this way
also stabilizes the nonlinear equation (1.2). This is not obvious, because the norm
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of y involved in J is too weak to dominate the nonlinearity of the Navier–Stokes
equations. Thus we cannot follow the Lyapunov function approach as in [2] and [4];
we develop a completely different approach. We study the regularizing properties of
the operator Π. Thanks to these results—which, to the best of our knowledge, are
new even in the case of other parabolic equations like the heat equation—we are able
to establish a local feedback stabilization result for the Navier–Stokes equation for

initial data y0 small enough in the space V
1/2−ε
n (Ω) = V0

n(Ω) ∩ H1/2−ε(Ω), for all
0 < ε < 1/4. We show that the solution to the closed loop nonlinear system obeys an
exponential decay in the corresponding space V1/2−ε(Ω) = V0(Ω) ∩ H1/2−ε(Ω).

Finally, we note that in the three-dimensional case, the stabilization of the non-
linear problem cannot be treated with the same tools and requires a more delicate
analysis [27, 28].

The paper is organized as follows. The Oseen operator and some associated
boundary control operators are studied in section 2. Optimality conditions for the
finite horizon control problem of the Oseen equations are established in section 3. We
study the corresponding infinite time horizon control problem in section 4. We show
that the optimal solution of this problem is characterized by an optimality system.
This kind of characterization, which is known in the case of bounded control operators
[1, 3] is to the best of our knowledge new in the case of unbounded operators. Thanks
to this optimality system, we are able to study the regularity properties of the feedback
operator. In order to study the nonlinear problem, we first study in section 5 a nonho-
mogeneous linear-quadratic control problem. The nonhomogeneous term will play the
role of the nonlinearity in the next section. The local stabilization of the Navier–Stokes
equations is studied in section 6. Some additional results are stated in section 7. We
have collected some regularity results needed throughout the paper in an appendix.

2. Functional framework.

2.1. Notation and assumptions. Let us introduce the following spaces:
Hs(Ω; RN ) = Hs(Ω), L2(Ω; RN ) = L2(Ω); the same notation conventions will be
used for trace spaces and for the spaces Hs

0(Ω; RN ). We also introduce different
spaces of free divergence functions and some corresponding trace spaces:

Vs(Ω) =
{
y ∈ Hs(Ω) | div y = 0 in Ω, 〈y · n, 1〉H−1/2(Γ),H1/2(Γ) = 0

}
for s ≥ 0,

Vs
n(Ω) =

{
y ∈ Hs(Ω) | div y = 0 in Ω, y · n = 0 on Γ

}
for s ≥ 0,

Vs
0(Ω) =

{
y ∈ Hs(Ω) | div y = 0 in Ω, y = 0 on Γ

}
for s > 1/2,

Vs(Γ) =
{
y ∈ Hs(Γ) | 〈y · n, 1〉H−1/2(Γ),H1/2(Γ) = 0

}
for s ≥ −1/2 .

In the above setting, n denotes the unit normal to Γ outward Ω. We shall use the
notation QT = Ω × (0, T ), ΣT = Γ × (0, T ), Qt̄,T = Ω × (t̄, T ), and Σt̄,T = Γ × (t̄, T )
for t̄ > 0, and 0 < T ≤ ∞. For spaces of time dependent functions we set

Vs,σ(QT ) = Hσ(0, T ;V0(Ω)) ∩ L2(0, T ;Vs(Ω))

and

Vs,σ(ΣT ) = Hσ(0, T ;V0(Γ)) ∩ L2(0, T ;Vs(Γ)).

We assume that Ω is of class C4 and w ∈ V3(Ω).
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In order to find a control u, supported in an open subset Γc of Γ, we introduce a
weight function m ∈ C2(Γ) with values in [0, 1], with support in Γc, equal to 1 in Γ0,
where Γ0 is an open subset in Γc. Associated with this function m we introduce the
operator M ∈ L(V0(Γ)) defined by

Mu(x) = m(x)u(x) − m∫
Γ
m

(∫
Γ

mu · n
)

n(x),

where |Γ| is the (N − 1)-dimensional Lebesgue measure of Γ. In this way, we can
replace the condition supp(u) ⊂ Γc by considering a boundary condition of the form

z − w = Mu on Σ∞.

The main interest of this operator M is that if u ∈ L2(0,∞;Hs(Γc; R
N )) ∩

Hs/2(0,∞;L2(Γc; R
N )) for some 0 < s ≤ 2, and if ũ denotes the extension of u by zero

to Σ∞\
(
Γc×(0,∞)

)
, then M ũ belongs to L2(0,∞;Hs(Γ; RN ))∩Hs/2(0,∞;L2(Γ; RN )),

which is not true for ũ.
For all ψ ∈ H1/2+ε′(Ω), with ε′ > 0, we denote by c(ψ) and c(mψ) the constants

defined by

(2.1) c(ψ) =
1

|Γ|

∫
Γ

ψ and c(mψ) =
1

|Γ|

∫
Γ

mψ.

2.2. Properties of some operators. In the following we consider the linearized
Navier–Stokes equation

(2.2)

∂y

∂t
− νΔy + (w · ∇)y + (y · ∇)w + ∇p = 0 in QT ,

div y = 0 in QT , y = Mu on ΣT , y(0) = y0 in Ω ,

and the adjoint equation

(2.3)
−∂Φ

∂t
− νΔΦ − (w · ∇)Φ + (∇w)TΦ + ∇ψ = y in QT ,

div Φ = 0 in QT , Φ = 0 on ΣT , Φ(T ) = 0 in Ω ,

where T is finite or infinite. To study these equations, we introduce the Stokes and the
Oseen operators associated with (2.2) and (2.3). Let P be the orthogonal projector
in L2(Ω) onto V0

n(Ω), and denote by (A0, D(A0)), (A,D(A)), and (A∗, D(A∗)) the
unbounded operators in V0

n(Ω) defined by

D(A0) = H2(Ω) ∩ V1
0(Ω), A0y = PΔy for all y ∈ D(A0),

D(A) = H2(Ω) ∩ V1
0(Ω), Ay = νPΔy − P ((w · ∇)y) − P ((y · ∇)w),

D(A∗) = H2(Ω) ∩ V1
0(Ω), A∗y = νPΔy + P ((w · ∇)y) − P ((∇w)Ty).

Throughout the following we denote by λ0 > 0 an element in the resolvent set of A
satisfying

(2.4)

(
(λ0I −A)y,y

)
V0

n(Ω)
≥ ω0|y|2V1

0(Ω)
for all y ∈ D(A)

and (
(λ0I −A∗)y,y

)
V0

n(Ω)
≥ ω0|y|2V1

0(Ω)
for all y ∈ D(A∗)

for some 0 < ω0 < 1.
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Theorem 2.1. The unbounded operator (A−λ0I) (respectively, (A∗−λ0I)) with
domain D(A−λ0I) = D(A) (respectively, D(A∗−λ0I)) is the infinitesimal generator
of a bounded analytic semigroup on V0

n(Ω). Moreover, for all 0 ≤ α ≤ 1, we have

D((λ0I −A)α) = D((λ0I −A∗)α) = D((λ0I − νA0)
α) = D((−A0)

α) .

Proof. Under condition (2.4) the analyticity of the semigroup generated by
(A − λ0I) is well known (see [6, Chapter 1, Theorem 2.1.2]). The characterization
of the domains of fractional powers of (λ0I − A) and (λ0I − A∗) may be deduced
from [24].

Observe that the semigroups (et(A−λ0I))t≥0 and (et(A
∗−λ0I))t≥0 are exponentially

stable on V0
n(Ω) and that

‖et(A−λ0I)‖L(V0
n(Ω)) ≤ e−ωt and ‖et(A∗−λ0I)‖L(V0

n(Ω)) ≤ e−ωt

for all ω < ω0 (see [6, Chapter 1, Theorem 2.12]).

Lemma 2.2. If Φ belongs to V3/2+ε(Ω)∩V1
0(Ω) for some ε > 0, then ∂Φ

∂n ·n = 0
on Γ.

Proof. This result is proved in [4, Lemma 3.3.1] for functions Φ belonging to
V1

0(Ω) ∩ (C1(Ω))N . Since V1
0(Ω) ∩ (C2(Ω))N is dense in V3/2+ε(Ω) ∩ V1

0(Ω), the
result is still true for functions in V3/2+ε(Ω) ∩ V1

0(Ω) when ε > 0.

Let us introduce DA and Dp, two Dirichlet operators associated with A, defined
as follows. For u ∈ V0(Γ), set DAu = y and Dpu = q, where (y, q) is the unique
solution in V1/2(Ω) × (H1/2(Ω)/R)′ to the equation

λ0y − νΔy + (w · ∇)y + (y · ∇)w + ∇q = 0 in Ω,

div y = 0 in Ω, y = u on Γ.

Lemma 2.3. (i) The operator DA is a bounded operator from V0(Γ) into V0(Ω);
moreover, it satisfies

‖DAu‖Vs+1/2(Ω) ≤ C(s)‖u‖Vs(Ω) for all 0 ≤ s ≤ 2 .

(ii) The operator D∗
A ∈ L(V0(Ω),V0(Γ)), the adjoint operator of DA ∈ L(V0(Γ),

V0(Ω)), is defined by

(2.5) D∗
Ag = −ν

∂z

∂n
+ πn − c(π)n,

where (z, π) is the solution of

(2.6) λ0z − νΔz − (w · ∇)z + (∇w)T z + ∇π = g and div z = 0 in Ω, z = 0 on Γ

and c(π) is defined by (2.1).

Proof. Part (i) is well known when w = 0 (see, e.g., [31]). Its adaptation in
the case when w ∈ V3(Ω) is given in [26, Corollary 7.1]. Part (ii) is stated in [26,
Lemma 7.4].

Let us define the operators γτ ∈ L(V0(Γ)) and γn ∈ L(V0(Γ)) by

γτu = u −
(
u · n

)
n and γnu =

(
u · n

)
n = u − γτu for all u ∈ V0(Γ) .
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Let us also denote by PΓ the projector in L2(Γ) onto V0(Γ) defined by PΓu = u −
m∫
Γ
m

(∫
Γ
u·n

)
n. Observe that M = PΓm, where m denotes the multiplication operator

by the function m. Introducing the spaces

V0
τ (Γ) =

{
u ∈ V0(Γ) | γτu = 0

}
and V0

n(Γ) =
{
u ∈ V0(Γ) | γnu = 0

}
,

we have V0(Γ) = V0
τ (Γ) ⊕ V0

n(Γ).
Lemma 2.4. The operator M obeys the following properties:

M = M∗, Mγτ = γτM = mγτ , and Mγn = γnM .

The operators γτ and γn satisfy

γτ = γ∗
τ , γn = γ∗

n, and (I − P )DA = (I − P )DAγn.

Proof. From the definition of M it follows that(
Mu,v

)
V0(Γ)

=

∫
Γ

mu · v =

∫
Γ

u · PΓmv =
(
u,Mv

)
V0(Γ)

,

for all u ∈ V0(Γ) and all v ∈ V0(Γ). Thus M = M∗. Observe that PΓγτ = γτ = γτPΓ

and mγτ = γτm. Thus we have

Mγτ = PΓmγτ = mγτ = γτm = γτM.

Thus the second identity is established. Since γτ + γn = I, where I is the identity
operator in V0(Γ), we have M(γτ + γn) = (γτ + γn)M , and the identity Mγn = γnM
follows from the equality Mγτ = γτM . The first two identities satisfied by γτ and γn
are obvious. Moreover, if γnu = 0, then DAu ∈ V0

n(Ω) and (I − P )DAu = 0. This
proves the last identity.

In the next lemma we study the properties of an operator RA, which plays a
crucial role in optimality conditions of control problems that we consider.

Lemma 2.5. The operator

RA = MD∗
A(I − P )DAM + I

is an isomorphism from V0(Γ) into itself. Moreover, for all 0 ≤ s ≤ 3/2, its restric-
tion to Vs(Γ) is an isomorphism from Vs(Γ) into itself. In addition, RA satisfies

RAγn = γnRAγn and RAγτ = γτRAγτ = γτ .

The restriction of RA to V0
τ (Γ) is an isomorphism from V0

τ (Γ) into itself, and we
have

R−1
A u = (γnRAγn)−1u = γnR

−1
A γnu = γnR

−1
A u for all u ∈ V0

τ (Γ) .

Proof. Let s belong to [0, 3/2]. The operator DA is continuous from Vs(Γ)
into Vs+1/2(Ω), (I − P ) is bounded from Vs+1/2(Ω) into itself, and D∗

A is bounded
from Vs+1/2(Ω) into Vs+1(Γ). Thus MD∗

A(I −P )DAM is bounded from Vs(Γ) into
Vs+1(Γ), and compact in Vs(Γ). Let us show that the kernel of RA is reduced to 0.
If u ∈ V0(Γ) obeys RAu = 0, then we have

0 =
(
RAu,u

)
V0(Γ)

=
(
(I − P )DAMu, (I − P )DAMu

)
V0(Ω)

+
(
u,u

)
V0(Γ)

≥
(
u,u

)
V0(Γ)

.
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Thus u = 0, which shows that RA is injective. From the Fredholm alternative it
follows that RA is an isomorphism from Vs(Γ) into itself.

With the identities stated in Lemma 2.4, we can write(
RAγnu,v

)
V0(Γ)

=
(
(I − P )DAMγnu, (I − P )DAγnMv

)
V0(Ω)

+
(
γnu, γnv

)
V0(Γ)

=
(
(I − P )DAMγnu, (I − P )DAMγnv

)
V0(Ω)

+
(
γnu, γnv

)
V0(Γ)

=
(
RAγnu, γnv

)
V0(Γ)

for all u ∈ V0(Γ) and all v ∈ V0(Γ). Thus RAγn = γnRAγn.
Similarly, we have (

RAγτu,v
)
V0(Γ)

=
(
γτu,v

)
V0(Γ)

for all u ∈ V0(Γ) and all v ∈ V0(Γ), because (I−P )DAMγτu = 0. Thus RAγτ = γτ ,
from which we deduce γτRAγτ = γτ .

From the above identities it follows that

RAu = RAγnu = γnRAγnu ∈ V0
τ (Γ) for all u ∈ V0

τ (Γ).

Thus the restriction of RA to V0
τ (Γ) is an isomorphism from V0

τ (Γ) into itself. Also
observe that the restriction of γnRAγn to V0

τ (Γ) enjoys the same property. The last
identities in the lemma follow from these properties.

We introduce the operators

Bn = (λ0I −A)PDAγn, Bτ = (λ0I −A)DAγτ , B = Bn + Bτ .

Let us set

Bn,α = (λ0I −A)α−1Bn = (λ0I −A)αPDAγn,

Bτ,α = (λ0I −A)α−1Bτ = (λ0I −A)αDAγτ ,

and Bα = Bn,α + Bτ,α.
Theorem 2.6. For all α ∈ ]0, 1

4 [ , Bn,α, and Bτ,α belong to L(V0(Γ),V0
n(Ω)).

Proof. Let us prove the result for Bn,α; the other one can be shown in a similar
way. Let u ∈ V0(Γ), and set y = DAγn(u). Then Py = PDAγn(u) belongs to

V
1/2
n (Ω). We have

(2.7)〈
(λ0I −A)Py, z

〉
(D(A∗))′,D(A∗)

=
〈
(λ0I −A)αPy, (λ0I −A∗)1−αz

〉
(D((−A∗)1−α))′,D((−A∗)1−α)

=

∫
Ω

yP (λ0z − νΔz − (w · ∇)z + (∇w)T z) for all z ∈ D(A∗) = V2(Ω) ∩ V1
0(Ω).

Every z ∈ D(A∗) is the solution to the equation

λ0z − νΔz − (w · ∇)z + (∇w)T z + ∇q = f , div z = 0 in Ω, z = 0 on Γ,

where f = P (λ0z−νΔz−(w ·∇)z+(∇w)T z). It is well known that ν ∂z
∂n −q n satisfies

the estimate ∣∣∣ν ∂z
∂n

− q n
∣∣∣
V0(Γ)

≤ C|f |D((−A∗)−α) ≤ C|z|D((−A∗)1−α),
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provided that 0 < α < 1/4. Thus we have∣∣∣∣∣
∫

Ω

yf

∣∣∣∣∣ =

∣∣∣∣∣
∫

Ω

yP
(
λ0z − νΔz − (w · ∇)z + (∇w)T z

)∣∣∣∣∣
=

∣∣∣∣∣
∫

Ω

y
(
λ0z − νΔz − (w · ∇)z + (∇w)T z + ∇q

)∣∣∣∣∣ =

∣∣∣∣∣
∫

Γ

(
−ν

∂z

∂n
+ q n

)
· γn(u)

∣∣∣∣∣
≤ |u|V0(Γ)

∣∣∣∣ν ∂z∂n − q n

∣∣∣∣
V0(Γ)

≤ C|u|V0(Γ)|z|D((−A∗)1−α).

Combining this inequality with (2.7), we obtain

|(λ0I −A)αPy|V0
n(Ω)

≤ sup|z|D((−A∗)1−α)=1

∣∣∣∣∣
∫

Ω

yP
(
λ0z − νΔz − (w · ∇)z + (∇w)T z

)∣∣∣∣∣
≤ C|u|V0(Γ).

Thus the proof is complete.
Proposition 2.7. For all Φ ∈ D(A∗), B∗Φ belongs to V1/2(Γ), and we have

B∗Φ = D∗
A(λ0I −A∗)Φ, B∗

τΦ = γτD
∗
A(λ0I −A∗)Φ, B∗

nΦ = γnD
∗
A(λ0I −A∗)Φ ,

and

B∗Φ = −ν
∂Φ

∂n
+ ψn − c(ψ)n, B∗

τΦ = γτB
∗Φ = −ν

∂Φ

∂n
,

and B∗
nΦ = γnB

∗Φ = ψn − c(ψ)n ,

with

∇ψ = (I − P )
[
νΔΦ + (w · ∇)Φ − (∇w)TΦ

]
,

and c(ψ) is defined by (2.1). In particular, if Φ ∈ Vs(Ω) ∩ V1
0(Ω) with s ≥ 2, then

the following estimate holds:

|B∗Φ|Vs−3/2(Γ) ≤ C|Φ|Vs(Ω)∩V1
0(Ω).

Proof. The first result is a direct consequence of the definition of B and of the
fact that B is a bounded operator from V0(Γ) into (D(A∗))′. The identities for B∗

τΦ
and B∗

nΦ follow from Lemma 2.4. From the definitions of B∗ and D∗
A it follows that

B∗Φ = −ν
∂Φ̂

∂n
+ ψ̂n − c(ψ̂)n ,

where (Φ̂, ψ̂) is defined by

λ0Φ̂ − νΔΦ̂ − (w · ∇)Φ̂ + (∇w)T Φ̂ + ∇ψ̂ = P (λ0I −A∗)Φ = (λ0I −A∗)Φ in Ω,

div Φ̂ = 0 in Ω, Φ̂ = 0 on Γ ,
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and c(ψ̂) is defined by (2.1). From the first equation we deduce (λ0I − A∗)Φ =

(λ0I − A∗)Φ̂. Thus Φ = Φ̂. Next we can see that ψ̂ is the unique element in
H1(Ω)/R defined by

∇ψ̂ = (I − P )
[
−λ0Φ̂ + νΔΦ̂ + (w · ∇)Φ̂ − (∇w)T Φ̂

]
= (I − P )

[
νΔΦ + (w · ∇)Φ − (∇w)TΦ

]
.

The estimate of B∗Φ follows directly from its definition. The proof is complete.

3. A finite time horizon control problem. To deal with the stabilization
problem formulated in section 1, we first study the following optimal control problem:

(QT
s,ζ) inf

{
JT (s,y,u) | (y,u) satisfies (3.1), u ∈ V0,0(Σs,T )

}
,

where

JT (s,y,u) =
1

2

∫ T

s

∫
Ω

|y|2 dxdt +
1

2

∫ T

s

|u(t)|2V0(Γ) dt

and

(3.1)

∂y

∂t
− νΔy + (w · ∇)y + (y · ∇)w + ∇p = 0 in Qs,T ,

div y = 0 in Qs,T , y = Mu on Σs,T , y(s) = ζ in Ω.

The main objective of this section is to establish optimality conditions for (QT
s,ζ)

and to show that the optimal solution (ȳ, ū) obeys a pointwise feedback formulation
defined thanks to the solution to a differential Riccati equation. To look for the
solution u to problem (QT

s,ζ) in feedback form, we rewrite (3.1) in the form

Py′ = APy + BMu in (s, T ), y(s) = ζ,

(I − P )y = (I − P )DAγnMu in (s, T ).

As we see that the situation is more complicated than in the case when we have a
single equation of the form y′ = Ay + Bu and when the feedback law is of the form
ū(t) = −B∗Π(t)ȳ(t) (Π being the solution of some differential Riccati equation). To
overcome the difficulty arising from the presence of the second equation (I − P )y =
(I−P )DAγnMu, which is not an evolution equation, we also transform the functional
JT in the following way:

JT (s,y,u) =
1

2

∫ T

s

∫
Ω

|y|2 +
1

2

∫ T

s

∫
Γ

|u|2

=
1

2

∫ T

s

∫
Ω

|Py|2 +
1

2

∫ T

s

∫
Ω

|(I − P )y|2 +
1

2

∫ T

s

∫
Γ

|u|2

and

1

2

∫ T

s

∫
Ω

|(I − P )y|2 +
1

2

∫ T

s

∫
Γ

|u|2

=
1

2

∫ T

s

∫
Ω

|(I − P )DAMγnu|2 +
1

2

∫ T

s

∫
Γ

(|γτu|2 + |γnu|2)

=
1

2

∫ T

s

∫
Γ

(
|(MD∗

A(I − P )DAM)1/2γnu|2 + |γnu|2 + |γτu|2
)
.
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Thus, if y is the solution of (3.1), we have

JT (s,y,u) = IT (s,y,u) =
1

2

∫ T

s

∫
Ω

|Py|2 +
1

2

∫ T

s

∫
Γ

|R1/2
A γnu|2 +

1

2

∫ T

s

∫
Γ

|γτu|2,

where RA is the operator introduced in Lemma 2.5.
The control problem (QT

s,ζ) is equivalent to

(PT
s,ζ) inf

{
IT (s,y,u) | (y,u) satisfies (3.2), u ∈ V0,0(Σs,T )

}
,

where

(3.2) Py′ = APy + BMu in (s, T ), y(s) = ζ.

Even if problems (QT
s,ζ) and (PT

s,ζ) are equivalent, we are going to see that the opti-

mality conditions for (PT
s,ζ) allow us to prove regularity results for the optimal solution

(ȳ, ū), which we cannot obtain with the optimality system of problem (QT
s,ζ).

Theorem 3.1. For all s ∈ [0, T ] and all ζ ∈ V0
n(Ω), problem (PT

s,ζ) admits a
unique solution (ys

ζ ,u
s
ζ) and

(3.3) us
ζ = −MB∗

τΦ
s
ζ −R−1

A MB∗
nΦ

s
ζ in (s, T ),

where Φs
ζ is solution to the equation

(3.4) −Φ′ = A∗Φ + Pys
ζ in (s, T ), Φ(T ) = 0 .

Conversely the system

(3.5)
Py′ = APy −BτM

2B∗
τΦ −BnMR−1

A MB∗
nΦ in (s, T ), Py(s) = ζ ,

−Φ′ = A∗Φ + Py in (s, T ), Φ(T ) = 0 ,

admits a unique solution (Pys
ζ ,Φ

s
ζ) in L2(s, T ;V0

n(Ω))×(V2,1(Qs,T )∩L2(s, T ;V1
0(Ω)),

and (Pys
ζ − (I − P )DAMR−1

A MB∗
nΦ

s
ζ ,−MB∗

τΦ
s
ζ − R−1

A MB∗
nΦ

s
ζ) is the optimal so-

lution to (PT
s,ζ).

Remark 3.2. Due to Lemma 2.5, we have

MB∗
τΦ

s
ζ + R−1

A MB∗
nΦ

s
ζ = R−1

A MB∗Φs
ζ ,

but we prefer to write it using the decomposition of B∗ in the form B∗
τ + B∗

n to give
the respective expressions of the tangential and the normal components.

Proof. Step 1. The existence of a unique solution (ys
ζ ,u

s
ζ) to problem (PT

s,ζ) is

obvious. Let u be in L2(s, T ;V0(Γ)) and v ∈ L2(s, T ;V0(Γ)). Denote by (yu, pu)
the solution to (3.2) corresponding to u, and set

IT (s,yu,u) = IT (u).

We have

I′T (u)v =

∫ T

s

∫
Ω

Pyu · Pz +

∫ T

s

∫
Γ

RAγnu · γnv +

∫ T

s

∫
Γ

γτu · γτv,
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where z is the solution to

Pz′ = APz + BMv in (s, T ), Pz(s) = 0, (I − P )z = (I − P )DAMv .

Let Φ be the solution to the equation

−Φ′ = A∗Φ + Pyu, Φ(T ) = 0 .

Due to Lemma 8.6, Φ belongs to V2,1(Qs,T ). Thus B∗Φ belongs to L2(s, T ;V0(Γ)).
The functions z and Φ obey the following identity:∫ T

s

∫
Ω

Pyu · Pz =

∫ T

s

〈
BMv(τ),Φ(τ)

〉
(D(A∗))′,D(A∗)

dτ =

∫ T

s

∫
Γ

v ·MB∗Φ .

Thus

(3.6) I′T (u)v =

∫ T

s

∫
Γ

v ·MB∗Φ +

∫ T

s

∫
Γ

RAγnu · γnv +

∫ T

s

∫
Γ

γτu · γτv.

If (ys
ζ ,u

s
ζ) is the solution to problem (PT

s,ζ), we have I′T (us
ζ) = 0, which gives

γnu
s
ζ = −γnR

−1
A MB∗Φs

ζ = −R−1
A MB∗

nΦ
s
ζ and γτu

s
ζ = −γτMB∗Φs

ζ = −MB∗
τΦ

s
ζ .

Step 2. From Step 1 of the proof it follows that (ys
ζ ,Φ

s
ζ) is a solution of system

(3.5). (Φs
ζ is the solution to (3.4).) If (ȳ, Φ̄) is a solution of system (3.5), and if we set

ū = −MB∗
τ Φ̄ − R−1

A MB∗
nΦ̄, with (3.6) we can verify that I′T (ū) = 0, which implies

that ū = us
ζ . Thus ȳ = ys

ζ and Φ̄ = Φs
ζ . The proof is complete.

There is another way to characterize the optimal solution of (PT
s,ζ); it consists of

writing the optimality conditions for (QT
s,ζ). More precisely, we can state the following

theorem.
Theorem 3.3. For all s ∈ [0, T ] and all ζ ∈ V0

n(Ω), the unique solution (ys
ζ ,u

s
ζ)

of problem (QT
s,ζ) is characterized by

(3.7) us
ζ = m

(
ν
∂Φs

ζ

∂n
− ψs

ζn

)
+ c(mψs

ζ)n ,

where (Φs
ζ , ψ

s
ζ) is the solution to

(3.8)
−∂Φ

∂t
− νΔΦ − (w · ∇)Φ + (∇w)TΦ + ∇ψ = ys

ζ in Qs,T ,

div Φ = 0 in Qs,T , Φ = 0 on Σs,T , Φ(T ) = 0 in Ω ,

and c(mψs
ζ) is the constant defined by (2.1) corresponding to mψs

ζ .
Remark 3.4. It is clear that the solution Φs

ζ of (3.8) is equal to the solution of
(3.4). This is the reason why they are denoted in the same way.

Proof. Let u be in L2(s, T ;V0(Γ)) and v ∈ L2(s, T ;V0(Γ)). Denote by yu the
solution to (3.1), and set

JT (s,yu,u) = JT (u).

We have

J′
T (u)v =

∫ T

s

∫
Ω

yu · z +

∫ T

s

∫
Γ

u · v,
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where (z, q) is the solution to

∂z

∂t
− νΔz + (w · ∇)z + (z · ∇)w + ∇q = 0 in Qs,T ,

div z = 0 in Qs,T , y = Mv on Σs,T , z(s) = 0 in Ω.

Let (Φ, ψ) be the solution to the equation

−∂Φ

∂t
− νΔΦ − (w · ∇)Φ + (∇w)TΦ + ∇ψ = yu in Qs,T ,

div Φ = 0 in Qs,T , Φ = 0 on Σs,T , Φ(T ) = 0 in Ω .

We can verify that∫ T

s

∫
Ω

yu · z =

∫ T

s

∫
Γ

(
−ν

∂Φ

∂n
+ ψn

)
·Mv =

∫ T

s

∫
Γ

m

(
−ν

∂Φ

∂n
+ ψn

)
· v.

Thus us
ζ is characterized by

∫ T

s

∫
Γ

(
−mν

∂Φs
ζ

∂n
+ mψs

ζn + us
ζ

)
· v = 0

for all v ∈ V0(Γ); that is,

γτu
s
ζ = mν

∂Φs
ζ

∂n
and γnu

s
ζ = −mψs

ζn + c(mψs
ζ)n.

The proof is complete.
Since (PT

s,ζ) and (QT
s,ζ) admit the same solution, we have

−MB∗
τΦ

s
ζ −R−1

A MB∗
nΦ

s
ζ = m

(
ν
∂Φs

ζ

∂n
− ψs

ζn

)
+ c(mψs

ζ)n .

The characterization given in (3.7) seems to be easier to use than the one in (3.3).
However, we are going to see that we are able to characterize the regularity of the
solution (ys

ζ ,u
s
ζ) in an optimal way by using (3.3), which is not the case with (3.7).

To understand the relationship between (3.3) and (3.7), let us rewrite the second
equation in (3.5) in the form

(3.9)
−
∂Φs

ζ

∂t
− νΔΦs

ζ − (w · ∇)Φs
ζ + (∇w)TΦs

ζ + ∇ψ̃s
ζ = Pys

ζ in Qs,T ,

div Φs
ζ = 0 in Qs,T , Φs

ζ = 0 on Σs,T , Φ(T ) = 0 in Ω.

Observe that ∇ψ̃s
ζ = ∇ψs

ζ − (I − P )ys
ζ , where ψs

ζ is the pressure appearing in (3.8).

Lemma 3.5. If (Φs
ζ , ψ̃

s
ζ) is the solution to (3.9), then

B∗Φs
ζ(t) = −ν

∂Φs
ζ

∂n
(t) + ψ̃s

ζ(t)n − c(ψ̃s
ζ(t))n for almost all t ∈ (s, T ),

and the optimal control us
ζ is defined by

(3.10) us
ζ = mν

∂Φs
ζ

∂n
−R−1

A Mψ̃s
ζn.
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Proof. From Proposition 2.7 it follows that

B∗Φs
ζ(t) = −ν

∂Φs
ζ

∂n
(t) + ψ̂s

ζ(t)n − c(ψ̂s
ζ(t))n ,

where ∇ψ̂s
ζ is defined by

∇ψ̂s
ζ = (I − P )

[
νΔΦs

ζ + (w · ∇)Φs
ζ − (∇w)TΦs

ζ

]
.

Thus ∇ψ̂s
ζ = ∇ψ̃s

ζ because (I − P )
(∂Φs

ζ

∂t

)
= 0. Therefore us

ζ is defined by

us
ζ = −MB∗

τΦ
s
ζ −R−1

A MB∗
nΦ

s
ζ =

(
−Mγτ −R−1

A Mγn

)(
ν
∂Φs

ζ

∂n
− ψ̃s

ζn

)
,

and due to Lemma 2.5, the proof is complete.
In the following theorem we improve the regularity result of the optimal solution.
Theorem 3.6. The solution (ys

ζ ,Φ
s
ζ) to system (3.5) belongs to V1,1/2(Qs,T ) ×

L2(s, T ;V3(Ω) ∩ V1
0(Ω)) ∩H3/2(s, T ;V0

n(Ω)). In particular, Φs
ζ belongs to C([s, T ];

V2(Ω) ∩ V1
0(Ω)).

Proof. Since B∗Φs
ζ ∈ L2(s, T ;V0(Γ)), due to Lemmas 8.1 and 8.3, ys

ζ belongs to

V1/2−ε,1/4−ε(Qs,T ) for all ε > 0. From Lemmas 8.6 and 8.8 it follows that

∂Φs
ζ

∂n
∈ V1−ε,1/2−ε/2(Σs,T ) and ∇ψ̃s

ζ ∈ H1/2−ε,1/4−ε/2(Qs,T )

for all ε > 0, where ψ̃s
ζ is the pressure appearing in (3.9). From this regular-

ity result and from Lemma 3.5, we deduce that B∗Φs
ζ ∈ V1/2−ε,1/4−ε/2(Σs,T ) and

us
ζ ∈ V1/2−ε,1/4−ε/2(Σs,T ) for all ε > 0, where us

ζ = −MB∗
τΦ

s
ζ − R−1

A MB∗
nΦ

s
ζ is

the solution of problems (QT
s,ζ) and (PT

s,ζ). Still applying Lemma 8.3, we obtain

ys
ζ ∈ V1−ε,1/2−ε(Qs,T ) for all ε > 0, and repeating the above analysis for B∗Φs

ζ , we

can show that us
ζ ∈ V1−ε,1/2−ε/2(Σs,T ) for all ε > 0. Still with Lemmas 8.1 and

8.3, we prove that ys
ζ belongs to V1,1/2(Qs,T ). Due to Lemma 8.6, Φs

ζ belongs to

V3,3/2(Qs,T ). In particular, Φs
ζ belongs to C([s, T ];V2(Ω) ∩ V1

0(Ω)). The proof is
now complete.

Remark 3.7. Observe that the regularity result stated in Theorem 3.6 has been
obtained by using the expression of us

ζ given in (3.10). In (3.10), only the pressure ψ̃s
ζ

appears, and ψ̃s
ζ depends only on Φs

ζ . Thus by improving the regularity of Φs
ζ we are

able to improve the regularity of ψ̃s
ζ , and this is what is done in Lemma 8.8. If we use

the expression of us
ζ given in (3.7), the pressure ψs

ζ obeys ∇ψs
ζ = ∇ψ̃s

ζ + (I − P )ys
ζ .

Since the regularity with respect to the time variable of (I−P )ys
ζ cannot be improved,

we are not able to improve the regularity of us
ζ by using (3.7).

Corollary 3.8. For all s ∈ [0, T ] and all ζ ∈ V0
n(Ω), the unique solution

(ys
ζ ,u

s
ζ) to problem (PT

s,ζ) and the corresponding solution (ys
ζ ,Φ

s
ζ) to system (3.5)

obey

IT (s,ys
ζ ,u

s
ζ) =

1

2

∫
Ω

Φs
ζ(s) · ζ .



BOUNDARY STABILIZATION OF NAVIER–STOKES EQUATIONS 805

Proof. By multiplying by Φs
ζ the equation (3.1) satisfied by (ys

ζ ,u
s
ζ), integrating

in space and time, making integration by parts, and using (3.9) satisfied by Φs
ζ , we

can prove that∫
Ω

Φs
ζ(s) · ζ =

∫ T

s

∫
Ω

|Pys
ζ |2 +

∫ T

s

∫
Γ

(
ν
∂Φs

ζ

∂n
− ψ̃s

ζn + c(ψ̃s
ζ)n

)
·Mus

ζ .

Next using (3.10), we can show that∫ T

s

∫
Γ

(
ν
∂Φs

ζ

∂n
− ψ̃s

ζn + c(ψ̃s
ζ)n

)
·Mus

ζ =

∫ T

s

∫
Γ

|R1/2
A γnu

s
ζ |2 +

∫ T

s

∫
Γ

|γτus
ζ |2,

and the proof is complete.
Let Π(s) be the operator defined by

(3.11) Π(s) : ζ 
−→ Φs
ζ(s) ,

where (Pys
ζ ,Φ

s
ζ) is the unique solution to system (3.5). From Theorem 3.6 it follows

that Π(s) ∈ L(V0
n(Ω),V2(Ω) ∩ V1

0(Ω)). Using Theorem 3.6, we can prove that the
family of operators (Π(s))s∈[0,T ] defined by (3.11) belongs to Cs([0, T ];L(V0

n(Ω))) (the
space of functions Π from [0, T ] into L(V0

n(Ω)) such that, for all y ∈ V0
n(Ω), Π(·)y is

continuous from [0, T ] into V0
n(Ω)). Next, using the optimality system (3.5), we can

show that Π is the unique solution in Cs([0, T ];L(V0
n(Ω))) to the Riccati equation

Π∗(t) = Π(t) and Π(t) ≥ 0;

for all y ∈ V0
n(Ω), t ∈ [0, T ],

Π(t)y ∈ V2(Ω) ∩ V1
0(Ω) and |Π(t)y|V2(Ω) ≤ C|y|V0

n(Ω);(3.12)

− Π′(t) = A∗Π(t) + Π(t)A− Π(t)BτM
2B∗

τΠ(t) − Π(t)BnMR−1
A MB∗

nΠ(t) + I,

Π(T ) = 0.

From the definition of Π, from Theorem 3.1 and Corollary 3.8, we deduce the following
theorem. We also refer to [23, Theorem 1.2.2.1], where the existence of a unique
solution to (3.12) is established.

Theorem 3.9. The solution (y,u) to problem (PT
0,y0

) belongs to C([0, T ];V0(Ω))×
C([0, T ];V0(Γ)); it obeys the feedback formula

u(t) = −
(
MB∗

τ + R−1
A MB∗

n

)
Π(t)Py(t),

and the optimal cost is given by

J(y,u) =
1

2

(
Π(0)y0,y0

)
V0

n(Ω)
.

If we set Π̂(t) = Π(T − t), then Π̂ is the unique solution in Cs([0, T ];L(V0
n(Ω)))

to the Riccati equation
(3.13)

Π̂∗(t) = Π̂(t) and Π̂(t) ≥ 0;
for all y ∈ V0

n(Ω), t ∈ [0, T ],

Π̂(t)y ∈ V2(Ω) ∩ V1
0(Ω) and |Π̂(t)y|V2(Ω) ≤ C|y|V0

n(Ω);

Π̂′(t) = A∗Π̂(t) + Π̂(t)A− Π̂(t)BτM
2B∗

τ Π̂(t) − Π̂(t)BnMR−1
A MB∗

nΠ̂(t) + I,

Π̂(0) = 0.

From the definition of Π̂ it follows that Π(0) = Π̂(T ).
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4. An infinite time horizon problem. In this section we want to study prob-
lem (P∞

0,y0
), and we want to study the regularity of its solution according to the

regularity of y0. For notational simplicity, problem (P∞
0,y0

) will now be denoted by
(P0,y0), and the state variable by y and not Py as in the previous section. With this
notation the problem we consider is

(P0,y0
) inf

{
I(y,u) | (y,u) satisfies (4.1), u ∈ V0,0(Σ∞)

}
,

where

I(y,u) =
1

2

∫ ∞

0

∫
Ω

|y|2 dxdt +
1

2

∫ ∞

0

(
|γτu(t)|2V0(Γ) + |R1/2

A γnu(t)|2V0(Γ)

)
dt

and

(4.1) y′ = Ay + BMu in (0,∞), y(0) = y0.

Accordingly, for 0 ≤ s < k < ∞, problem (Pk
s,ζ) will now be defined by

(Pk
s,ζ) inf

{
Ik(s,y,u) | (y,u) satisfies (4.2), u ∈ V0,0(Σs,k)

}
,

where

Ik(s,y,u) =
1

2

∫ k

s

∫
Ω

|y|2 dxdt +
1

2

∫ k

s

(
|γτu(t)|2V0(Γ) + |R1/2

A γnu(t)|2V0(Γ)

)
dt

and

(4.2) y′ = Ay + BMu in (s, k), y(s) = ζ.

Theorem 4.1. For all y0 ∈ V0
n(Ω), problem (P0,y0) admits a unique solution

(yy0 ,uy0). There exists Π ∈ L(V0
n(Ω)), obeying Π = Π∗, such that the optimal cost

is given by

I(yy0 ,uy0) =
1

2

(
Πy0,y0

)
V0

n(Ω)
.

Proof. From the null controllability results stated in [8], we can deduce that there
exist controls u ∈ L2(0,∞;V0(Γ)) such that I(yu,u) < ∞, where yu is the solution
of (4.1) corresponding to u. The null controllability results in [8] are stated for a
distributed control. Using an extension of the domain, this result also provides a
null controllability result for a control localized on the boundary. The existence of a
unique solution (yy0 ,uy0) to (P0,y0) follows from classical arguments.

From the dynamic programming principle, it follows that the mapping

T 
−→
(
Π̂(T )y0,y0

)
V0

n(Ω)

is nondecreasing, and we have

1

2

(
Π̂(T )y0,y0

)
V0

n(Ω)
≤ I(yy0 ,uy0) < ∞ .
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As in [7] or in [23], we can show that there exists an operator Π ∈ L(V0
n(Ω)) satisfying

Π = Π∗ ≥ 0 and

Πy0 = limT→∞Π̂(T )y0 for all y0 ∈ V0
n(Ω).

Let us show that I(yy0 ,uy0) = 1
2

(
Πy0,y0

)
V0

n(Ω)
. Problem (Pk

0,y0
) admits a unique

solution (yk,uk) characterized by

(4.3)

y′
k = Ayk + BMuk in (0, k), yk(0) = y0,

−Φ′
k = A∗Φk + yk in (0, k), Φk(k) = 0,

γτuk = −MB∗
τΦk, γnuk = −R−1

A MB∗
nΦk.

Convergence of yk and uk. Denote by ũk the extension by zero of uk to (k,∞),
and by ỹk the extension by zero of yk to (k,∞). Since we have

∫ k

0

∫
Ω

|yk|2 dxdt +

∫ k

0

(
|γτuk(t)|2V0(Γ) + |R1/2

A γnuk(t)|2V0(Γ)

)
dt

≤
∫ ∞

0

∫
Ω

|yy0 |2 dxdt +

∫ ∞

0

(
|γτuy0(t)|2V0(Γ) + |R1/2

A γnuy0(t)|2V0(Γ)

)
dt ,

the sequences (ỹk)k and (ũk)k are respectively bounded in L2(0,∞;V0
n(Ω)) and

L2(0,∞;V0(Γ)). Thus there exist y∞ ∈ L2(0,∞;V0
n(Ω)) and u∞ ∈ L2(0,∞;V0(Γ))

such that

ũk ⇀ u∞ weakly in L2(0,∞;V0(Γ)),

ỹk ⇀ y∞ weakly in L2(0,∞;V0
n(Ω)).

By passing to the limit in the above inequality, we obtain∫ ∞

0

∫
Ω

|y∞|2 dxdt +

∫ ∞

0

(
|γτu∞(t)|2V0(Γ) + |R1/2

A γnu∞(t)|2V0(Γ)

)
dt

≤
∫ ∞

0

∫
Ω

|yy0 |2 dxdt +

∫ ∞

0

(
|γτuy0(t)|2V0(Γ) + |R1/2

A γnuy0(t)|2V0(Γ)

)
dt .

And by passing to the limit in the equation satisfied by (yk,uk), we have

y′
∞ = Ay∞ + BMu∞ in (0,∞), y∞(0) = y0.

Thus the pair (y∞,u∞) is admissible, and we have

(y∞,u∞) = (yy0 ,uy0),

because I(y∞,u∞) ≤ I(yy0
,uy0

). Therefore we can claim that

ũk → yy0 in L2(0,∞;V0(Γ)) and ỹk → uy0 in L2(0,∞;V0
n(Ω)).

Since

Ik(0,yk,uk) =
1

2

(
Π̂(k)y0,y0

)
V0

n(Ω)
,
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by passing to the limit when k tends to infinity, we obtain

I(yy0 ,uy0) =
1

2

(
Πy0,y0

)
V0

n(Ω)
.

We denote by ϕ(y0) the value function of problem (P0,y0
), that is,

ϕ(y0) = I(yy0 ,uy0).

Lemma 4.2. For every y0 ∈ V0
n(Ω), the system

(4.4)

y′ = Ay −BτM
2B∗

τΦ −BnMR−1
A MB∗

nΦ in (0,∞), y(0) = y0,

−Φ′ = A∗Φ + y in (0,∞), Φ(∞) = 0,

Φ(t) = Πy(t) for all t ∈ (0,∞) ,

admits a unique solution in L2(0,∞;V0
n(Ω)) × V2,1(Q∞). This solution belongs to

Cb(R
+;V0

n(Ω)) ∩ V1,1/2(Q∞) × V3,3/2(Q∞), and it satisfies

‖y‖Cb(R+;V0
n(Ω)) + ‖y‖V1,1/2(Q∞) + ‖Φ‖V3,3/2(Q∞) ≤ C|y0|V0

n(Ω) .

The pair (y,−MB∗
τΦ −R−1

A MB∗
nΦ) is the solution of (P0,y0

).
Proof. For notational simplicity the solution to (P0,y0) will now be denoted by

(ŷ, û). We denote by ϕk(0,y0) the value function of problem (Pk
0,y0

) and by ϕk(t̄, ζ)

the value function of problem (Pk
t̄,ζ).

Let (yt̄
k,u

t̄
k) be the solution of (Pk

t̄,yk(t̄)), and let (yk,uk) be the solution of (Pk
0,y0

)

characterized by (4.3). Denote by Φt̄
k the adjoint state corresponding to (yt̄

k,u
t̄
k), and

by Φk the adjoint state corresponding to (yk,uk). From the dynamic programming
principle it follows that (yt̄

k,u
t̄
k,Φ

t̄
k)(t) = (yk,uk,Φk)(t) for all t ∈ (t̄, k). Therefore

we have Φt̄
k(t̄) = Φk(t̄) ∈ ∂yϕk(t̄,yk(t̄)); that is, Φk(t̄) = Π̂(k − t̄)yk(t̄). Thus

|Φk(t̄)|V0
n(Ω) ≤ ‖Π̂(k − t̄)‖|yk(t̄)|V0

n(Ω) ≤ C|yk(t̄)|V0
n(Ω)

and

‖Φ̃k‖L2(0,∞;V0
n(Ω)) ≤ C‖ỹk‖L2(0,∞;V0

n(Ω)) ,

where Φ̃k (respectively, ỹk) is the extension by zero of Φk (respectively, yk) to (k,∞).
In the proof of Theorem 4.1 we have shown that (ỹk)k is bounded in L2(0,∞;V0

n(Ω))
and that it converges to ŷ in L2(0,∞;V0

n(Ω)). Therefore (Φ̃k)k is also bounded in
L2(0,∞;V0

n(Ω)). Observe that Φ̃k is also the solution of the equation

−Φ̃′
k = (A∗ − λ0I)Φ̃k + ỹk + λ0Φ̃k, Φ̃k(∞) = 0.

Thus

Φ̃k(t) =

∫ ∞

t

e(A∗−λ0I)(τ−t)(ỹk(τ) + λ0Φ̃k(τ)) dτ for all t ≥ 0.

From Young’s inequality for convolutions it follows that (Φ̃k)k is also bounded in

L∞(0,∞;V0
n(Ω)). There then exists Φ̂ ∈ L∞(0,∞;V0

n(Ω)) ∩ L2(0,∞;V0
n(Ω)) such

that, after extraction of a subsequence, we have

Φ̃k ⇀ Φ̂ weakly in L2(0,∞;V0
n(Ω)) and weak-star in L∞(0,∞;V0

n(Ω)),
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and Φ̂ obeys the equation

Φ̂(t) =

∫ ∞

t

e(A∗−λ0I)(τ−t)(ŷ(τ) + λ0Φ̂(τ)) dτ for all t ≥ 0.

Step 1. Regularity of Φ̂. We have

−Φ̂′ = (A∗ − λ0I)Φ̂ + λ0Φ̂ + ŷ in (0,∞), Φ̂(∞) = 0 .

Since Φ̂ belongs to L2(0,∞;V0
n(Ω)), we deduce that Φ̂ belongs to L2(0,∞;V1

0(Ω))∩
V2,1(Q∞) (see Lemma 8.5). Moreover, due to Lemma 8.9, the sequence (ũk)k =

(−MB∗
τ Φ̃k − R−1

A MB∗
nΦ̃k)k converges weakly in L2(0,∞;V0(Γ)) to −MB∗

τ Φ̂−
R−1

A MB∗
nΦ̂. Thus û = −MB∗

τ Φ̂ − R−1
A MB∗

nΦ̂, and (ŷ, Φ̂) obeys the first two equa-
tions in (4.4).

Step 2. Let us show that if (y,Φ) ∈ L2(0,∞;V0
n(Ω))×V2,1(Q∞) is a solution to

system (4.4), then y belongs Cb([0,∞);V0
n(Ω) ∩ V1,1/2(Q∞), Φ ∈ V3,3/2(Q∞), and

(4.5)
‖y‖Cb([0,∞);V0

n(Ω)) + ‖y‖V1,1/2(Q∞) + ‖Φ‖V3,3/2(Q∞)

≤ C(|y0|V0
n(Ω) + ‖y‖L2(0,∞;V0

n(Ω)) + ‖Φ‖L2(0,∞;V0
n(Ω))) .

To establish this result we rewrite system (4.4) as follows:
(4.6)
y′ = (A− λ0I)y −BτM

2B∗
τΦ −BnMR−1

A MB∗
nΦ + λ0y in (0,∞), y(0) = y0,

−Φ′ = (A∗ − λ0I)Φ + y + λ0Φ in (0,∞), Φ(∞) = 0.

Due to Lemma 8.9 we know that B∗Φ ∈ L2(0,∞;V0(Γ)). Applying Lemmas 8.1 and
8.3, we obtain

‖y‖V1/2−ε′,1/4−ε′/2(Q∞) ≤ C(|y0|V0
n(Ω) + ‖y‖L2(0,∞;V0

n(Ω)) + ‖Φ‖L2(0,∞;V0
n(Ω)))

for all ε′ > 0.

Still from Lemma 8.9, we deduce that B∗Φ ∈ V1/2−ε′,1/4−ε′/2(Σ∞) for all ε′ > 0.
Applying successively Lemmas 8.1, 8.3, and 8.9, we can prove that y belongs to
V1−ε′,1/2−ε′/2(Q∞) and B∗Φ belongs to V1−ε′,1/2−ε′/2(Σ∞) for all ε′ > 0. Another
iteration gives y ∈ V1,1/2(Q∞) ∩ Cb([0,∞);V0

n(Ω)) (because y0 ∈ V0
n(Ω)). From

Lemma 8.5 we deduce that Φ ∈ V3,3/2(Q∞), and the estimate (4.5) holds true.

Step 3. We show that the pair (ŷ, Φ̂) obeys the third equation in (4.4). With
Lemma 8.5 we can show that

Φ̃k(t) ⇀ Φ̂(t) weakly in V0
n(Ω) for all t ≥ 0.

Since

Φk(t) ∈ ∂yϕk(t,yk(t)), Φk(t) ⇀ Φ̂(t) weakly in V0
n(Ω),

and

ϕk(t,yk(t)) → ϕ(ŷ(t)) as k → ∞,

we deduce that

Φ̂(t) ∈ ∂ϕ(ŷ(t)), i.e., Φ̂(t) = Πŷ(t).

Thus we have shown that (ŷ, Φ̂) obeys the third equation in (4.4).
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Step 4. Uniqueness. If a solution (y,Φ) ∈ L2(0,∞;V0
n(Ω)) × V2,1(Q∞) is a

solution to system (4.4), due to Step 2 it obeys (4.5), and we can show that

∫ k

0

|y(t)|2V0
n(Ω)dt +

∫ k

0

|MB∗
τΦ(t)|2V0(Γ)dt +

∫ k

0

|R−1
A MB∗

nΦ(t)|2V0(Γ)dt

=

∫
Ω

y0Φ(0) −
∫

Ω

y(k)Φ(k).

Passing to the limit when k tends to infinity, we obtain∫ ∞

0

|y(t)|2V0
n(Ω)dt+

∫ ∞

0

|MB∗
τΦ(t)|2V0(Γ)dt+

∫ ∞

0

|R−1
A MB∗

nΦ(t)|2V0(Γ)dt =

∫
Ω

y0Φ(0).

Thus if y0 = 0, we have y = 0. From the relation Φ = Πy we deduce that Φ = 0,
and the uniqueness is established.

Step 5. Final estimate. From the previous steps it follows that (ŷ, Φ̂) is the
unique solution to system (4.4). Since ‖ŷ‖L2(0,∞;V0

n(Ω)) ≤ C|y0|V0
n(Ω), we have

‖Φ̂‖L2(0,∞;V0
n(Ω)) ≤ C|y0|V0

n(Ω),

and the estimate of the lemma follows from (4.5).

Corollary 4.3. If y0 ∈ V
1/2−ε
n (Ω) for some 0 < ε ≤ 1/2, then the solution

(y,Φ) of system (4.4) belongs to V3/2−ε,3/4−ε/2(Q∞)×V7/2−ε,7/4−ε/2(Q∞), and we
have

‖y‖V3/2−ε,3/4−ε/2(Q∞) + ‖Φ‖V7/2−ε,7/4−ε/2(Q∞) + ‖B∗Φ‖V3/2−ε,3/4−ε/2(Q∞)

≤ C|y0|V1/2−ε
n (Ω)

.

Proof. With Lemmas 4.2 and 8.9, we first prove that u ∈ V1,1/2(Σ∞). Applying
Lemmas 8.1 and 8.3, it follows that y belongs to V3/2−ε,3/4−ε/2(Q∞). The estimate
for Φ follows from Lemma 8.5, and we deduce that B∗Φ ∈ V3/2−ε,3/4−ε/2(Q∞) with
Lemma 8.9.

Remark 4.4. Due to Lemma 4.2, if y0 ∈ V0
n(Ω), then Φ belongs to C([0, T ];

V2(Ω) ∩V1
0(Ω)). In particular, Φ(0) belongs to V2(Ω) ∩V1

0(Ω). From Corollary 4.3

we deduce that if y0 ∈ V
1/2−ε
n (Ω), then Φ ∈ C([0, T ];V5/2−ε(Ω) ∩ V1

0(Ω)) and Φ(0)
belongs to V5/2−ε(Ω) ∩ V1

0(Ω). This means that Π belongs to L(V0
n(Ω),V2(Ω) ∩

V1
0(Ω)), and Π also belongs to L(V

1/2−ε
n (Ω),V5/2−ε(Ω) ∩ V1

0(Ω)).
Since B∗ is continuous from V2(Ω)∩V1

0(Ω) into V1/2(Γ) (see Proposition 2.7), the

operator B∗Π belongs to L(V0
n(Ω),V1/2(Γ)), and B∗Π also belongs to L(V

1/2−ε
n (Ω),

V1−ε(Γ)) for all ε > 0.
From Lemma 4.2 it follows that, for all y0 ∈ V0

n(Ω), the evolution equation

(4.7) y′ = Ay −BτM
2B∗

τΠy −BnMR−1
A MB∗

nΠy in (0,∞), y(0) = y0,

admits at least one weak solution belonging to L2(0,∞;V0
n(Ω)) ∩ Cb(R;V0

n(Ω)). It
is easy to show that this solution is unique. Due to Lemma 4.2, it is equal to yy0 ,
where (yy0 ,uy0) is the solution of (P0,y0). Still from Lemma 4.2, we deduce that the
family of operators (S(t))t≥0 defined by

S(t) : y0 
−→ yy0(t)
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is a strongly continuous exponentially stable semigroup on V0
n(Ω). Let (AΠ, D(AΠ))

be its infinitesimal generator, and let us denote by (etAΠ)t≥0 the semigroup (S(t))t≥0.
Since the semigroup (etAΠ)t≥0 is exponentially stable on V0

n(Ω), we can define D(AΠ)
by

D(AΠ) =

{
y ∈ V0

n(Ω) | y = −
∫ ∞

0

eτAΠf dτ for some f ∈ V0
n(Ω)

}
,

and AΠy = f if y = −
∫∞
0

eτAΠf dτ ∈ D(AΠ).
We want to find a more explicit characterization of D(AΠ) and AΠ. From Remark

4.4, it follows that the operator A−BMR−1
A MB∗Π may be considered as a bounded

operator from V0
n(Ω) into (D(A0))

′, the dual of D(A0) with respect to the pivot space
V0

n(Ω). We want to prove that

(4.8) D(AΠ) =
{
y ∈ V0

n(Ω) | A−BMR−1
A MB∗Π ∈ V0

n(Ω)
}
.

For that we are going to use the characterization of (A∗
Π, D(A∗

Π)), the adjoint of

(AΠ, D(AΠ)). Let us define the unbounded operator (A

Π, D(A


Π)) in V0
n(Ω) by

D(A

Π) = D(A0) and A


ΠΦ = A∗Φ − (B∗Π)∗MR−1
A MB∗Φ for all Φ ∈ D(A


Π),

where (B∗Π)∗ ∈ L(V−1/2(Γ),V0
n(Ω)) is the adjoint of B∗Π ∈ L(V0

n(Ω),V1/2(Γ)).
We know that (A∗ − λ0I,D(A∗)) is the infinitesimal generator of a bounded analytic
semigroup on V0

n(Ω). Let (L,D(L)) be the unbounded operator in V0
n(Ω) defined by

D(L) = V3/2+ε(Ω) ∩ V1
0(Ω) with 0 < ε < 1/2, and LΦ = (B∗Π)∗MR−1

A MB∗Φ. We
can easily verify that L is (A∗ − λ0I)-bounded with relative bound zero. From [21,

Corollary 2.5, p. 500] it follows that (A

Π − λ0I,D(A0)) is the infinitesimal generator

of a quasi-bounded analytic semigroup on V0
n(Ω). Thus (A


Π, D(A0)) is also the
infinitesimal generator of an analytic semigroup on V0

n(Ω). Consider the equations

(4.9) Φ′ = A

ΠΦ, Φ(0) = Φ0,

and

(4.10) −Φ̂′ = A

ΠΦ̂, Φ̂(T ) = Φ0.

We clearly have Φ(T − t) = Φ̂(t) for all t ∈ [0, T ]. If Φ0 ∈ D(A0), then the solution
Φ to (4.9) belongs to C([0, T ];D(A0))∩C1([0, T ];D(A0)). With (4.7) and (4.10), we
can show that(

y0, e
TA�

ΠΦ0

)
V0

n(Ω)
=

(
eTAΠy0,Φ0

)
V0

n(Ω)
=

(
y0, e

TA∗
ΠΦ0

)
V0

n(Ω)

for all y0 ∈ V0
n(Ω), Φ0 ∈ V0

n(Ω), and T > 0. Thus the two semigroups
(
eTA�

Π

)
t≥0

and
(
eTA∗

Π

)
t≥0

on V0
n(Ω) are identical, and we have (A


Π, D(A0)) = (A∗
Π, D(A∗

Π)).

For all g ∈ V0
n(Ω), the equation A∗

ΠΦ = g admits −
∫∞
0

eτA
∗
Πg dτ as unique solution

in D(A∗
Π). Thus, for all g ∈ V0

n(Ω), the solution −
∫∞
0

eτA
∗
Πg dτ to the equation

A∗
ΠΦ = A


ΠΦ = g belongs to D(A0).
Let us come back to the characterization of D(AΠ). Let y be in D(AΠ), and set

AΠy = f . Setting z(t) = −
∫ t

0
eτAΠf dτ = −

∫ t

0
e(t−s)AΠf ds, using the definition of
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weak solution for z, by passing to the limit when t tends to infinity, we can show that
y satisfies the equation

(4.11) Ay −BMR−1
A MB∗Πy = f ,

where f = AΠy. Thus

D(AΠ) ⊂
{
y ∈ V0

n(Ω) | A−BMR−1
A MB∗Π ∈ V0

n(Ω)
}
.

In (4.11), Ay−BMR−1
A MB∗Πy is considered as an element in (D(A0))

′. This means
that y is a solution to (4.11) if and only if
(4.12)∫

Ω

yA∗Φ −
∫

Γ

MR−1
A MB∗ΠyB∗Φ =

∫
Ω

yA∗
ΠΦ =

∫
Ω

f Φ for all Φ ∈ D(A0).

To prove (4.8), it is now sufficient to show that the solution to (4.11) or (4.12) is
unique. Assume that y ∈ V0

n(Ω) obeys (4.12) with f = 0. If we take the solution Φ
of A∗

ΠΦ = y in (4.12), we obtain
∫
Ω
|y|2 = 0. Thus y = 0, and the equality (4.8) is

established.
Theorem 4.5. The unbounded operator (AΠ, D(AΠ)) defined by

D(AΠ) =
{
y ∈ V0

n(Ω) | A−BMR−1
A MB∗Π ∈ V0

n(Ω)
}
,

AΠy = Ay −BMR−1
A MB∗Πy for all y ∈ D(AΠ),

is the infinitesimal generator of an analytic exponentially stable semigroup on V0
n(Ω).

The operator Π is the unique weak solution to the algebraic Riccati equation

Π∗ = Π ∈ L(V0
n(Ω)) and Π ≥ 0,

for all y ∈ V0
n(Ω), Πy ∈ V2(Ω) ∩ V1

0(Ω) and |Πy|V2(Ω) ≤ C|y|V0
n(Ω),

A∗Π + ΠA− ΠBτM
2B∗

τΠ − ΠBnMR−1
A MB∗

nΠ + I = 0.

Moreover, Π ∈ L(V
1/2−ε
n (Ω);V5/2−ε(Ω) ∩ V1

0(Ω)).
Proof. The first part of the theorem is already proved. We have already shown

that Π∗ = Π ≥ 0 and that Π ∈ L(V0
n(Ω),V2(Ω)∩V1

0(Ω)). Since Π ∈ L(V0
n(Ω),V2(Ω)

∩V1
0(Ω)), it is relatively easy to prove that Π is the unique solution to the algebraic

Riccati equation stated in the theorem. The uniqueness is shown in [23, Theorem
2.2.1] under a weaker condition than Π ∈ L(V0

n(Ω),V2(Ω) ∩ V1
0(Ω)).

5. Problems with a nonhomogeneous source term. For all t̄ ≥ 0 and all
y0 ∈ V0

n(Ω) we consider the problem

(Pt̄,y0,f ) inf
{
I(t̄,y,u) | (y,u) satisfies (5.1), u ∈ V0,0(Σt̄,∞)

}
,

where

I(t̄,y,u) =
1

2

∫ ∞

t̄

∫
Ω

|y|2 dxdt +
1

2

∫ ∞

t̄

(
|γτu(t)|2V0(Γ) + |R1/2

A γnu(t)|2V0(Γ)

)
dt

and

(5.1) y′ = Ay + BMu + f in (t̄,∞), y(t̄) = y0.
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The function f belongs to L2/(1+2ε)(0,∞;V0
n(Ω))∩L2(0,∞; (V2ε(Ω))′), with 0 < ε <

1/2. In this section we want to study the regularity of solutions to the control problem
(P0,y0,f ) according to the regularity of y0. This result will be used in the next section
to study the local stabilization of the two-dimensional Navier–Stokes equations.

Theorem 5.1. For all t̄ ≥ 0, y0 ∈ V0
n(Ω), and f ∈ L2/(1+2ε)(0,∞;V0

n(Ω)), prob-
lem (Pt̄,y0,f ) admits a unique solution (yt̄,y0,f ,ut̄,y0,f ), and the optimal cost ϕ(t̄,y0, f) =
J(t̄,yt̄,y0,f ,ut̄,y0,f ) obeys

(5.2) ϕ(t̄,y0, f) ≤ C
(
|y0|2V0

n(Ω) + ‖f‖2
L2/(1+2ε)(t̄,∞;V0

n(Ω))

)
,

where the constant C is independent of t̄.
Proof. The semigroup generated by AΠ on V0

n(Ω) is analytic and exponentially
stable. Thus the solution to the equation

z′ = AΠz + f , z(t̄) = y0,

is defined by

z(t) = e(t−t̄)AΠy0 +

∫ t

t̄

e(t−τ)AΠf(τ) dτ,

and it obeys

|z(t)|V0
n(Ω) ≤ Ce−ω(t−t̄)|y0|V0

n(Ω) + C

∫ t

t̄

e−ω(t−τ)|f(τ)|V0
n(Ω) dτ,

for some C > 0 and some ω > 0. It follows that

‖z‖L2(t̄,∞;V0
n(Ω)) ≤ C

(
|y0|V0

n(Ω) + ‖f‖L2/(1+2ε)(t̄,∞;V0
n(Ω))

)
,

where the constant C is independent of t̄. Since MB∗
τΠ and R−1

A MB∗
nΠ are bounded

operators from V0
n(Ω) into V0(Γ) (see Remark 4.4 and Lemma 2.5), we also have

‖MB∗
τΠz‖L2(t̄,∞;V0(Γ)) + ‖R−1

A MB∗
nΠz‖L2(t̄,∞;V0(Γ))

≤ C
(
|y0|V0

n(Ω) + ‖f‖L2/(1+2ε)(t̄,∞;V0
n(Ω))

)
.

The pair (z,−MB∗
τΠz −R−1

A MB∗
nΠz) is admissible for (Pt̄,y0,f ), and we have

I(t̄, z,−MB∗
τΠz −R−1

A MB∗
nΠz) ≤ C

(
|y0|2V0

n(Ω) + ‖f‖2
L2/(1+2ε)(t̄,∞;V0

n(Ω))

)
.

Therefore by classical arguments we can prove that (Pt̄,y0,f ) admits a unique solu-
tion (yt̄,y0,f ,ut̄,y0,f ) and that the optimal cost ϕ(t̄,y0, f) = J(t̄,yt̄,y0,f ,ut̄,y0,f ) obeys
(5.2).

Lemma 5.2. For all u ∈ L2(0,∞;V0(Γ)), y ∈ L2(0,∞;V0
n(Ω)), the equation

(5.3)
−Φ′ = A∗

ΠΦ − (MB∗
τΠ)∗γτu − (R−1

A MB∗
nΠ)∗γnu + y in (0,∞), Φ(∞) = 0,

admits a unique solution in L2(0,∞;V0
n(Ω)) and

‖Φ‖L2(0,∞;V0
n(Ω)) + ‖Φ‖L∞(0,∞;V0

n(Ω)) ≤ C(‖y‖L2(0,∞;V0
n(Ω)) + ‖u‖L2(0,∞;V0(Γ))).
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Proof. We already know that (MB∗
τΠ)∗ ∈ L(V0(Γ),V0

n(Ω)) and (R−1
A MB∗

nΠ)∗ ∈
L(V0(Γ),V0

n(Ω)). Thus from the exponential stability of the semigroup (etA
∗
Π)t≥0 we

find

|Φ(t)|V0
n(Ω) ≤ C

∫ ∞

t

e−ω(τ−t)(|y(τ)|V0
n(Ω) + |u(τ)|V0(Γ))dτ.

The estimates of the lemma follow from Young’s inequality for convolutions. The
uniqueness of the solution is obvious.

Lemma 5.3. Let f be in L2/(1+2ε)(0,∞;V0
n(Ω)), y0 be in V0

n(Ω), denote by (ŷ, û)

the solution to problem (P0,y0,f ), and let Φ̂ be the solution to (5.3) corresponding to

(ŷ, û). Then (ŷ, Φ̂) is also a solution in L2(0,∞;V0
n(Ω)) × L2(0,∞;V0

n(Ω)) to the
system

(5.4)
y′ = Ay −BτM

2B∗
τΦ −BnMR−1

A MB∗
nΦ + f in (0,∞), y(0) = y0,

−Φ′ = A∗Φ + y in (0,∞), Φ(∞) = 0.

The following estimate holds:

‖ŷ‖L2(0,∞;V0
n(Ω)) + ‖Φ̂‖V2,1(Q∞) ≤ C

(
|y0|V0

n(Ω) + ‖f‖L2/(1+2ε)(0,∞;V0
n(Ω))

)
.

Proof. Step 1. Due to estimate (5.2), we have

‖ŷ‖L2(0,∞;V0
n(Ω)) + ‖û‖L2(0,∞;V0(Γ)) ≤ C

(
|y0|V0

n(Ω) + ‖f‖L2/(1+2ε)(0,∞;V0
n(Ω))

)
.

Consider the problem

(Pk
0,y0,f

) inf
{
Ik(0,y,u) | (y,u) satisfies (5.5), u ∈ V0,0(Σ0,k)

}
,

where

Ik(0,y,u) =
1

2

∫ k

0

∫
Ω

|y|2 dxdt +
1

2

∫ k

0

(
|γτu(t)|2V0(Γ) + |R1/2

A γnu(t)|2V0(Γ)

)
dt

and

(5.5) y′ = Ay + BMu + f in (0, k), y(0) = y0.

Problem (Pk
0,y0,f

) admits a unique solution (yk,uk) characterized by

(5.6)

y′
k = Ayk + BMuk + f in (0, k), yk(0) = y0,

−Φ′
k = A∗Φk + yk in (0, k), Φk(k) = 0,

γτuk = −MB∗
τΦk, γnuk = −R−1

A MB∗
nΦk.

Since we have∫ k

0

∫
Ω

|yk|2 dxdt +

∫ k

0

(
|γτuk(t)|2V0(Γ) + |R1/2

A γnuk(t)|2V0(Γ)

)
dt

≤
∫ ∞

0

∫
Ω

|ŷ|2 dxdt +

∫ ∞

0

(
|γτ û(t)|2V0(Γ) + |R1/2

A γnû(t)|2V0(Γ)

)
dt,
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as in the proof of Theorem 4.1, we can show that

(5.7) ũk → û in L2(0,∞;V0(Γ)) and ỹk → ŷ in L2(0,∞;V0(Ω)),

where ũk and ỹk denote the extensions by zero of uk and yk to (k,∞).
Step 2. Passage to the limit for Φk. Let Φ̃k be the extension by zero of Φk to

(k,∞). We have

−Φ̃′
k = A∗Φ̃k + ỹk in (0,∞), Φ̃k(∞) = 0 .

We already know that (MB∗
τΠ)∗ ∈ L(V0(Γ),V0

n(Ω)) and (R−1
A MB∗

nΠ)∗ ∈ L(V0(Γ),
V0

n(Ω)). We can rewrite the above equation in the form
(5.8)
−Φ̃′

k = A∗
ΠΦ̃k−(MB∗

τΠ)∗γτ ũk−(R−1
A MB∗

nΠ)∗γnũk+ỹk in (0,∞), Φ̃k(∞) = 0.

Due to (5.7) and to Lemma 5.2, we can claim that

‖Φ̃k − Φ̂‖L∞(0,∞;V0
n(Ω)) + ‖Φ̃k − Φ̂‖L2(0,∞;V0

n(Ω)) −→ 0 when k −→ ∞,

where Φ̂ is the solution of (5.3) corresponding to (ŷ, û). Notice that

(5.9)
‖Φ̂‖L2(0,∞;V0

n(Ω)) ≤ C
(
‖û‖L2(0,∞;V0(Γ)) + ‖ŷ‖L2(0,∞;V0

n(Ω))

)
≤ C

(
|y0|V0

n(Ω) + ‖f‖L2/(1+2ε)(0,∞;V0
n(Ω))

)
.

By passing to the limit in the equation

Φ̃k(t) =

∫ ∞

t

e(A∗−λ0I)(τ−t)(ỹk(τ) + λ0Φ̃k(τ)) dτ,

with Lemmas 8.6 and 8.9, we can show that (Φ̃k)k converges to Φ̂ in V2,1(Q∞),

(B∗Φ̃k)k converges to B∗Φ̂ in L2(0,∞;V0(Γ)), and Φ̂ satisfies

Φ̂(t) =

∫ ∞

t

e(A∗−λ0I)(τ−t)(ŷ(τ) + λ0Φ̂(τ)) dτ.

Thus Φ̂ satisfies the second equation in (5.4) corresponding to ŷ. Since (ũk)k =

(−MB∗
τ Φ̃k − R−1

A MB∗
nΦ̃k)k converges to û, we have û = −MB∗

τ Φ̂ − R−1
A MB∗

nΦ̂,

and (ŷ, Φ̂) obeys the system (5.4). The estimate for Φ̂ follows from Lemma 8.5 and
from (5.9).

Theorem 5.4. Assume that f ∈ L2/(1+2ε)(0,∞;V0
n(Ω))∩L2(0,∞; (V2ε(Ω))′). If

y0 ∈ V0
n(Ω), then the solution (y,Φ) of system (5.4) belongs to V1,1/2(Q)×V3,3/2(Q)

and we have

‖y‖Cb([0,∞);V0
n(Ω)) + ‖y‖V1,1/2(Q∞) + ‖Φ‖V3,3/2(Q∞)

≤ C(|y0|V0
n(Ω) + ‖f‖L2/(1+2ε)(0,∞;V0

n(Ω)) + ‖f‖L2(0,∞;(V2ε(Ω))′)) .

If y0 ∈ V
1/2−ε
n (Ω) for some 0 < ε < 1/2, then the solution (y,Φ) of system (5.4)

belongs to V3/2−ε,3/4−ε/2(Q) × V7/2−ε,7/4−ε/2(Q), and we have

‖y‖V3/2−ε,3/4−ε/2(Q) + ‖Φ‖V7/2−ε,7/4−ε/2(Q)

≤ C(|y0|V1/2−ε
n (Ω)

+ ‖f‖L2/(1+2ε)(0,∞;V0
n(Ω)) + ‖f‖L2(0,∞;(V2ε(Ω))′))
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and

‖B∗Φ‖V3/2−ε,3/4−ε/2(Q) ≤ C(|y0|V1/2−ε
n (Ω)

+‖f‖L2/(1+2ε)(0,∞;V0
n(Ω))+‖f‖L2(0,∞;(V2ε(Ω))′)) .

Proof. Assume that y0 ∈ V0
n(Ω). Applying Lemmas 8.1, 8.2, and 8.3, we

first obtain that y belongs to V1/2−ε′,1/4−ε′/2(Q∞) for all ε′ > 0. From Lemma
8.9, we deduce that B∗Φ ∈ V1/2−ε′,1/4−ε′/2(Σ∞) for all ε′ > 0. As in the proof
of Lemma 4.2, we can use a bootstrap argument to show that y ∈ V1,1/2(Q∞) ∩
Cb([0,∞);V0

n(Ω)) and Φ ∈ V3,3/2(Q∞), with the corresponding estimates for y and
Φ. The same procedure can be used to prove the other estimates in the case when y0 ∈
V

1/2−ε
n (Ω).

6. Stabilization of the two-dimensional Navier–Stokes equations. Through-
out this section, we assume that N = 2.

6.1. First stabilization result. Consider the Navier–Stokes equations with the
linear feedback law determined in section 4:

(6.1)
Py′ = AΠPy + PF (y) in (0,∞), Py(0) = y0,

(I − P )y = −(I − P )DAMR−1
A MB∗

nΠPy in (0,∞),

where F (y) = −(y · ∇)y.
Theorem 6.1. For all 0 < ε < 1/4, there exist μ0 > 0 and a nondecreasing

function η from R
+ into itself such that if μ ∈ (0, μ0) and |y0|V1/2−ε

n (Ω)
≤ η(μ), then

(6.1) admits a unique solution in the set

Dμ =
{
y ∈ V3/2−ε,3/4−ε/2(Q∞) | ‖y‖V3/2−ε,3/4−ε/2(Q∞) ≤ μ

}
.

Moreover, (I − P )y belongs to H3/4−ε/2(0,∞;V1/2(Ω)) ∩ L2(0,∞;V3/2−ε(Ω)).

Lemma 6.2. For all y0 ∈ V
1/2−ε
n (Ω) and all f ∈ L2/(1+2ε)(0,∞;V0

n(Ω)) ∩
L2(0,∞; (V2ε(Ω))′) the solution to the equation

(6.2) y′ = AΠy + f , y(0) = y0,

obeys

‖y‖V3/2−ε,3/4−ε/2(Q∞) ≤ C1

(
|y0|V1/2−ε

n (Ω)
+‖f‖L2/(1+2ε)(0,∞;V0

n(Ω))+‖f‖L2(0,∞;(V2ε(Ω))′)

)
.

Proof. Since the semigroup (etAΠ)t≥0 is exponentially stable on V0
n(Ω), equation

(6.2) admits a unique solution y belonging to Cb([0,∞);V0
n(Ω)) ∩ L2(0,∞;V0

n(Ω))
which satisfies

‖y‖L∞(0,∞;V0
n(Ω)) + ‖y‖L2(0,∞;V0

n(Ω)) ≤ C
(
|y0|V1/2−ε

n (Ω)
+ ‖f‖L2/(1+2ε)(0,∞;V0

n(Ω))

)
.

We denote by (ŷ, Φ̂) the solution to system (5.4). We set

r(t) = Φ̂(t) − Πy(t) .

We denote by ỹ the solution to the equation

ỹ′ = Aỹ + BτM
2B∗

τr + BnMR−1
A MB∗

nr, ỹ(0) = 0 .
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From the definition of r it follows that

−BτM
2B∗

τ Φ̂ −BnMR−1
A MB∗

nΦ̂

= −BτM
2B∗

τΠy −BnMR−1
A MB∗

nΠy −BτM
2B∗

τr −BnMR−1
A MB∗

nr .

Thanks to this identity, we can rewrite (6.2) in the form

y′ = Ay−BτM
2B∗

τ Φ̂−BnMR−1
A MB∗

nΦ̂+BτM
2B∗

τr+BnMR−1
A MB∗

nr+f , y(0) = y0 .

Thus y = ŷ + ỹ. Due to Theorem 5.4, we notice that

‖B∗Φ̂‖V3/2−ε,3/4−ε/2(Σ∞)

≤ C
(
|y0|V1/2−ε

n (Ω)
+ ‖f‖L2/(1+2ε)(0,∞;V0

n(Ω)) + ‖f‖L2(0,∞;(V2ε(Ω))′)

)
.

Moreover, y belongs to L2(0,∞;V0
n(Ω)) and B∗Π ∈ L(V0

n(Ω),V1/2(Γ)) (see Remark

4.4). Thus B∗r = B∗Φ̂ −B∗Πy belongs to V0,0(Σ∞) and

‖B∗r‖V0,0(Σ∞) ≤ C
(
|y0|V1/2−ε

n (Ω)
+ ‖f‖L2/(1+2ε)(0,∞;V0

n(Ω)) + ‖f‖L2(0,∞;(V2ε(Ω))′)

)
.

From Lemma 8.3 it follows that

‖ỹ‖V1/2−ε′,1/4−ε′ (Q∞) ≤ C‖B∗r‖V0,0(Σ∞) for all ε′ > 0.

Thus y = ŷ+ ỹ belongs to V1/2−ε′,1/4−ε′/2(Q∞) for all ε′ > 0. Therefore B∗r belongs

to V1/2−ε′,1/4−ε′/2(Σ∞) because B∗Π ∈ L(V
1/2−ε′

n (Ω),V1−ε′(Γ)) for all ε′ > 0 (see
Remark 4.4), and we have

‖B∗r‖V1/2−ε′,1/4−ε′/2(Σ∞)

≤ C
(
|y0|V1/2−ε

n (Ω)
+ ‖f‖L2/(1+2ε)(0,∞;V0

n(Ω)) + ‖f‖L2(0,∞;(V2ε(Ω))′)

)
for all ε′ > 0.

With another iteration we can prove an estimate of B∗r in V1−ε′,1/2−ε′/2(Σ∞). Still
with Lemma 8.3 we obtain

‖ỹ‖V3/2−ε′′,3/4−ε′′ (Q∞) ≤ C‖B∗r‖V1−ε′,1/2−ε′/2(Σ)

for all ε′′ > ε′ > 0. With Theorem 5.4, we have

‖ŷ‖V3/2−ε,3/4−ε/2(Q∞) ≤ C
(
|y0|V1/2−ε

n (Ω)
+‖f‖L2/(1+2ε)(0,∞;V0

n(Ω))+‖f‖L2(0,∞;(V2ε(Ω))′
)
,

and the proof is complete.
Lemma 6.3. If z belongs to V3/2−ε,3/4−ε/2(Q∞), then

‖z‖L1/ε(0,∞;V1/2+ε(Ω))

≤ C‖z‖(1−2ε)

L∞(0,∞;V1/2−ε(Ω))
‖z‖2ε

L2(0,∞;V3/2−ε(Ω))
≤ C‖z‖V3/2−ε,3/4−ε/2(Q∞).

Proof. We first observe that

|z(t)|V1/2+ε(Ω) ≤ C|z(t)|(1−2ε)

V1/2−ε(Ω)
|z(t)|2εV3/2−ε(Ω).

Therefore we have∫ ∞

0

|z(t)|1/ε
V1/2+ε(Ω)

dt ≤ C‖z‖(1−2ε)/ε

L∞(0,∞;V1/2−ε(Ω))

∫ ∞

0

|z(t)|2V3/2−ε(Ω)dt.

The proof is complete.
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Lemma 6.4. Let ε be in (0, 1/4). If z belongs to V3/2−ε,3/4−ε/2(Q∞), then

‖(z·∇)z‖L2/(1+2ε)(0,∞;L2(Ω))+‖Pdiv(z⊗z)‖L2(0,∞;(V2ε(Ω))′) ≤ C2‖z‖2
V3/2−ε,3/4−ε/2(Q∞).

Proof. We have

‖(z · ∇)z‖L2(Ω) ≤ ‖z‖L4/(1−2ε)(Ω)‖∇z‖L4/(1+2ε)(Ω) ≤ C‖z‖V1/2+ε(Ω)‖z‖V3/2−ε(Ω).

Therefore with Lemma 6.3, it follows that

‖(z · ∇)z‖L2/(1+2ε)(0,∞;L2(Ω)) ≤ C‖z‖L1/ε(0,∞;V1/2+ε(Ω))‖z‖L2(0,∞;V3/2−ε(Ω))

≤ C‖z‖2
V3/2−ε,3/4−ε/2(Q∞).

From [19, Theorem B.3] we deduce that

‖z ⊗ z‖H1−2ε,1/2−ε(Q∞) ≤ C‖z‖2
V3/2−ε,3/4−ε/2(Q∞).

The divergence operator is continuous from L2(Ω) into H−1(Ω), and from H1(Ω) to
L2(Ω). Thus it is also continuous from H1−2ε(Ω) into (H2ε(Ω))′. The projector P is
continuous from L2(Ω) into V0

n(Ω), and from H−1(Ω) into V−1(Ω) (see, e.g., [32]).
Thus it is also continuous from (H2ε(Ω))′ into (V2ε

n (Ω))′. Therefore we have

‖Pdiv(z ⊗ z)‖L2(0,∞;(V2ε
n (Ω))′) ≤ C‖z ⊗ z‖L2(0,∞;H1−2ε(Ω)) ≤ C‖z‖2

V3/2−ε,3/4−ε/2(Q∞).

Observe that the condition 0 < ε < 1/4 is needed to have (H2ε(Ω))′ ↪→ H−1(Ω).
Lemma 6.5. Let ε be in (0, 1/4). The mapping PF is locally Lipshitz continuous

from V3/2−ε,3/4−ε/2(Q∞) into L2/(1+2ε)(0,∞;V0
n(Ω)) ∩ L2(0,∞; (V2ε(Ω))′). More

precisely we have

‖PF (z1) − PF (z2)‖L2/(1+2ε)(0,∞;V0
n(Ω)) + ‖PF (z1) − PF (z2)‖L2(0,∞;(V2ε(Ω))′)

≤ C2

(
‖z1‖V3/2−ε,3/4−ε/2(Q∞) + ‖z2‖V3/2−ε,3/4−ε/2(Q∞)

)
‖z1 − z2‖V3/2−ε,3/4−ε/2(Q∞).

Proof. From Lemma 6.4 it follows that PF is a mapping from V3/2−ε,3/4−ε/2(Q∞)
into L2/(1+2ε)(0,∞;V0

n(Ω))∩L2(0,∞; (V2ε(Ω))′). By calculations similar to those in
Lemma 6.4, we obtain

‖PF (z1) − PF (z2)‖L2/(1+2ε)(0,∞;V0
n(Ω)) + ‖PF (z1) − PF (z2)‖L2(0,∞;(V2ε(Ω))′)

≤ ‖P ((z1 · ∇)(z1 − z2))‖L2/(1+2ε)(0,∞;V0
n(Ω)) + ‖P (((z1 − z2) · ∇)z2)‖L2/(1+2ε)(0,∞;V0

n(Ω))

+ ‖Pdiv(z1 ⊗ (z1 − z2))‖L2(0,∞;(V2ε
n (Ω))′) + ‖Pdiv((z1 − z2) ⊗ z2)‖L2(0,∞;(V2ε

n (Ω))′)

≤ C2

(
‖z1‖V3/2−ε,3/4−ε/2(Q∞) + ‖z2‖V3/2−ε,3/4−ε/2(Q∞)

)
‖z1 − z2‖V3/2−ε,3/4−ε/2(Q∞).

The proof is complete.
Lemma 6.6. If Py belongs to V3/2−ε,3/4−ε/2(Q∞) for some 0 < ε < 1/2, then

‖(I − P )DAMR−1
A MB∗

nΠPy‖V3/2−ε,3/4−ε/2(Q∞) ≤ C3‖Py‖V3/2−ε,3/4−ε/2(Q∞).

Proof. The operator B∗Π belongs to L(V
1/2−ε
n (Ω),V1−ε(Γ)) (see Remark 4.4).

Thus MR−1
A MB∗

nΠ belongs to L(V
1/2−ε
n (Ω),V1−ε(Γ)), and DAMR−1

A MB∗
nΠ belongs
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to L(V
1/2−ε
n (Ω),V3/2−ε(Ω)). The lemma follows from the continuity properties of the

operator (I − P ).
Proof of Theorem 6.1. We set μ0 = 1

4C1C2(1+C3)
and η(μ) = 3μ

4C1(1+C3)
. For

z ∈ V3/2−ε,3/4−ε/2(Ω), we denote by yz the solution to the equation

(6.3)
Py′ = AΠPy + PF (z), y(0) = y0,

(I − P )y = −(I − P )DAMR−1
A MB∗

n ΠPy .

We are going to prove that the mapping M : z 
→ yz is a contraction in Dμ.
Step 1. From Lemmas 6.2, 6.4, and 6.6 it follows that

‖yz‖V3/2−ε,3/4−ε/2(Q∞) ≤ ‖Pyz‖V3/2−ε,3/4−ε/2(Q∞) + ‖(I − P )yz‖V3/2−ε,3/4−ε/2(Q∞)

≤ C1(1 + C3)
(
|y0|V1/2−ε(Ω) + ‖PF (z)‖L2/(1+2ε)(0,∞;V0

n(Ω)) + ‖PF (z)‖L2(0,∞;(V2ε(Ω))′)

)
≤ C1(1 + C3)

(
3μ

4C1(1+C3)
+ C2‖z‖2

V3/2−ε,3/4−ε/2(Q∞)

)
≤ 3μ

4 + C1(1 + C3)C2μ
2 ≤ μ

if μ < μ0. Thus M is a mapping from Dμ into itself.
Step 2. From Lemmas 6.2 and 6.5 it follows that

‖Pyz1 − Pyz2‖V3/2−ε,3/4−ε/2(Q∞)

≤ C1

(
‖PF (z1) − PF (z2)‖L2/(1+2ε)(0,∞;V0

n(Ω)) + ‖PF (z1) − PF (z2)‖L2(0,∞;(V2ε(Ω))′)

)
≤ C2C1

(
‖z1‖V3/2−ε,3/4−ε/2(Q∞) + ‖z2‖V3/2−ε,3/4−ε/2(Q∞)

)
‖z1 − z2‖V3/2−ε,3/4−ε/2(Q∞)

≤ 2C2C1μ‖z1 − z2‖V3/2−ε,3/4−ε/2(Q∞).

Thus with Lemma 6.6 and the previous estimate we obtain

‖yz1 − yz2‖V3/2−ε,3/4−ε/2(Q∞) ≤ 2C2C1μ(1 + C3)‖z1 − z2‖V3/2−ε,3/4−ε/2(Q∞).

Thus if μ < μ0, the mapping M is a contraction in Dμ, and the system (6.1) admits
a unique solution in Dμ.

6.2. Second stabilization result. To obtain a feedback law providing an ex-
ponential stabilization of the Navier–Stokes equation, we are going to use the linear
feedback law determined thanks to an auxiliary problem. For that, we set

ŷ = eωty, û = eωtu.

If

Py′ = APy + PF (y) + BMu, Py(0) = y0,

(I − P )y = (I − P )DAγnMu,

then ŷ is the solution to the system

P ŷ′ = AP ŷ + ωP ŷ + e−ωtPF (ŷ) + BM û, P ŷ(0) = y0,

(I − P )ŷ = (I − P )DAγnM û.

Set Aω = A + ωI, and let Πω ∈ L(V0
n(Ω)) be the solution to the algebraic Riccati

equation

(6.4) Πω = Π∗
ω ≥ 0,

ΠωAω + A∗
ωΠω − ΠωBτM

2B∗
τΠω − ΠωBnM R−1

A MB∗
nΠω + I = 0.
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The existence of a unique solution in L(V0
n(Ω);V2(Ω)∩V1

0(Ω)) to this equation may
be proved as in section 4. As in section 4, it can be shown that

I(zy0 ,vy0) =
1

2

(
Πωy0,y0

)
V0

n(Ω)
,

where (zy0
,vy0) is the solution of the control problem

(P0,y0
) inf

{
I(z,v) | (z,v) satisfies (6.5), v ∈ V0,0(Σ∞)

}
,

where I is the functional of section 4, and

(6.5) z′ = Aωz + BMv in (0,∞), z(0) = y0.

Consider the Navier–Stokes equations with the linear feedback law

(6.6)
P ŷ′ = Aω,Πω

P ŷ + e−ωtPF (ŷ), P ŷ(0) = y0,

(I − P )ŷ = −(I − P )DAMR−1
A MB∗

n ΠωP ŷ,

where

D(Aω,Πω ) = D(AΠω ) and Aω,Πωy = AΠωy + ωy for all y ∈ D(AΠω ).

As previously, if ŷ is a solution to (6.6), then y = e−ωtŷ is the solution of

Py′ = APy −BτM
2B∗

τΠωPy −Bn MR−1
A M B∗

nΠωPy + PF (y), Py(0) = y0,

(6.7)
(I − P )y = −(I − P )DAR

−1
A MB∗

nΠωPy.

Theorem 6.7. For all 0 < ε < 1/4, there exist μ0 > 0 and a nondecreasing
function η0 from R

+ into itself such that if μ ∈ (0, μ0) and ‖y0‖V1/2−ε
n (Ω)

≤ η0(μ),

then (6.7) admits a unique solution in the set

Dμ =
{
y ∈ V3/2−ε,3/4−ε/2(Q∞) | ‖eω (·)y‖V3/2−ε,3/4−ε/2(Q∞) ≤ μ

}
.

Moreover, y, which belongs to Cb([0,∞);V1/2−ε(Ω)), satisfies

|y(t)|V1/2−ε(Ω) ≤ C(w, μ, ω) e−ωt.

Proof. Substituting F (y) by e−ωtF (ŷ) in the proof of Theorem 6.1, we can show
that there exists μ0 > 0 and a nondecreasing function η0 from R

+ into itself such that if
μ ∈ (0, μ0) and ‖y0‖V1/2−ε

n (Ω)
≤ η0(μ) for some 0 < ε < 1/4, the equation (6.6) admits

a unique solution ŷ in D̂μ =
{
y ∈ V3/2−ε,3/4−ε/2(Q∞) | ‖y‖V3/2−ε,3/4−ε/2(Q∞) ≤ μ

}
,

and |ŷ(t)|V1/2−ε(Ω) ≤ C(w, μ, ω). Thus y = e−ωtŷ is the solution of (6.7), belongs to
Dμ, and satisfies

|y(t)|V1/2−ε(Ω) ≤ C(w, μ, ω) e−ωt.

The proof is complete.
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7. Additional results.

7.1. Control by a tangential velocity. Assume that Ω and w are such that

(1.3) is stabilizable in V
1/2−ε
n (Ω) with controls u ∈ L2(0,∞;V0

n(Γ)) satisfying
supp(u) ⊂ Γ0 × (0,∞), where Γ0 is an open set in Γ in which the function m is
equal to 1 (see the assumptions on the function m at the beginning of section 2).
Such a stabilizability result is stated in [4, Theorem B.1.1]. With such a result, as in
section 6.2 (and section 4), we can show that the algebraic Riccati equation

(7.1) Πω ∈ L(V0
n(Ω)), Πω = Π∗

ω ≥ 0, ΠωAω + A∗
ωΠω − ΠωBτM

2B∗
τΠω + I = 0,

admits a unique solution satisfying Πω ∈ L(V0
n(Ω);V2(Ω)∩V1

0(Ω)), which enjoys the
same regularizing properties as in Theorem 4.5. Since we deal with controls belonging
to V0

n(Γ), the operator RA is now the identity. As in Theorem 6.7, we can prove that,
for all 0 < ε < 1/4, there exist μ0 > 0 and a nondecreasing function η0 from R

+ into
itself such that if μ ∈ (0, μ0) and ‖y0‖V1/2−ε

n (Ω)
≤ η0(μ), the equation

y′ = Ay −BτM
2B∗

τΠωy + PF (y), y(0) = y0,

admits a unique solution in the set

Dμ =
{
y ∈ V3/2−ε,3/4−ε/2(Q∞)∩L2(0,∞;V0

n(Ω)) | ‖eω (·)y‖V3/2−ε,3/4−ε/2(Q∞) ≤ μ
}
.

Moreover, y, which belongs to Cb([0,∞);V
1/2−ε
n (Ω)), satisfies

|y(t)|
V

1/2−ε
n (Ω)

≤ C(w, μ, ω) e−ωt.

Notice that the local feedback stabilization of the two-dimensional Navier–Stokes
equations is not studied in [4] (only the stabilization of the linearized Navier–Stokes
equations is studied in two dimensions in [4, Appendix B]). If we transpose the
results obtained in [4] in the three-dimensional case to the two-dimensional case, the
results are completely different from the ones we obtain. Indeed we here prove a
local stabilization result for the Navier–Stokes equations thanks to the solution of a
classical Riccati equation (equation (7.1)), while the Riccati equation obtained in [4,
section 4] is defined only in the domain of the square of the feedback operator, which
is unknown.

7.2. Dependence of solutions with respect to ν for the stabilization of
the Stokes equation. The dependence of solutions to our control problems with
respect to ν is very complicated because the stationary solution w involved in the
Oseen operator also depends on ν in a complicated way. There is one particular
situation for which we can clarify this dependence; it is the one corresponding to
w = 0. Assume that the semigroup generated by (νPΔ + ωI, V2(Ω) ∩ V1

0(Ω)) on
V0

n(Ω) is unstable for a given ω > 0. What has been done in section 6.2 is still valid if
w ≡ 0. Let Πω be the solution to (6.4) corresponding to A = νA0 and Aω = νA0+ωI.
Consider the solution ŷ to the closed loop system

P ŷ′ = AP ŷ + ωP ŷ −BMR−1
A M B∗ΠωP ŷ, P ŷ(0) = y0,

(I − P )ŷ = −(I − P )DAR
−1
A MB∗

nΠωP ŷ.

From the previous sections we know that

I(ŷ,−MR−1
A M B∗ΠωP ŷ) =

1

2

(
Πωy0,y0

)
V0

n(Ω)
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and

|ŷ(t)|V1/2−ε(Ω) ≤ C(ε, ω)e−σt|y0|V1/2−ε(Ω)

for all 0 < ε ≤ 1/2, where C(ε, ω) > 0 depends on ε and ω, and σ is positive but not
precisely known. Setting y = e−ωtŷ, we can check that y is the solution to the closed
loop system

(7.2)
Py′ = APy −BMR−1

A M B∗ΠωPy, Py(0) = y0,

(I − P )y = −(I − P )DAR
−1
A MB∗

nΠωPy,

and y obeys the decay rate

|y(t)|V1/2−ε(Ω) ≤ C(ε)e−(ω+σ)t|y0|V1/2−ε(Ω) ≤ C(ε)e−ωt|y0|V1/2−ε(Ω).

Thus we have solved the boundary feedback stabilization problem of the Stokes equa-
tions with a prescribed exponential decay rate ω. Now we would like to clarify the
dependence of the solution y of (7.2) with respect to ν.

We have to clarify the dependence of Πω with respect to ν. For that we first have
to clarify the dependence of RA, B, and B∗ with respect to ν. We can choose λ0 = 0
in the definition of DA. We denote by DA0

u the solution y to the equation

−Δy + ∇q = 0 and div y = 0 in Ω, y = u on Γ,

and we have DA = 1
νDA0 because λ0 = 0. Thus D∗

A = 1
νD

∗
A0

, and RA = MD∗
A(I −

P )DAM + I = 1
ν2MD∗

A0
(I −P )DA0

M + I. Since B = (−A)PDA = (−A0)PDA0
, we

observe that B and B∗ do not depend on ν.
Let ν1 and ν2 be two viscosity coefficients such that ν1 > ν2. Assume that the

semigroup generated by (ν1PΔ + ωI, V2(Ω) ∩ V1
0(Ω)) on V0

n(Ω) is unstable for a
given ω > 0.

For i = 1, 2, let Πνi,ω be the solution to (6.4) corresponding to Aω = Aνi,ω =
νiA0 + ωI.

With this notation we can observe that Πν1,ω is also the solution to the equation

Πν1,ωAν2,ω + A∗
ν2,ωΠν1,ω

− ν2

ν1
Πν1,ωBM

(
1

ν2
1

MD∗
A0

(I − P )DA0M + I

)−1

MB∗Πν1,ω +
ν2

ν1
I + ωI

(
ν2

ν1
− 1

)
= 0.

Since ν1 > ν2, we can verify that

ν2

ν1
BM

(
1

ν2
1

MD∗
A0

(I − P )DA0M + I

)−1

MB∗

= BM

(
1

ν1ν2
MD∗

A0
(I − P )DA0M + I

)−1

MB∗

≥ BM

(
1

ν2
2

MD∗
A0

(I − P )DA0M + I

)−1

MB∗

(where the inequality ≤ is the inequality between quadratic forms), and

ν2

ν1
I + ωI

(
ν2

ν1
− 1

)
≤ I.
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Thus, as in [7], we can claim that

Πν1,ω ≤ Πν2,ω.

If yνi
is the solution to the closed loop system (7.2) for A = νiA0, we have

I(e−ωtyν1
,−e−ωtMR−1

ν1A0
M B∗Πν1,ωPyν1

) = 1
2

(
Πν1,ωy0,y0

)
≤ I(e−ωtyν2 ,−e−ωtMR−1

ν2A0
M B∗Πν2,ωPyν2

) = 1
2

(
Πν2,ωy0,y0

)
,

which provides a comparison between the L2 of the solution to the stabilization prob-
lems according to the value of ν.

8. Appendix. In this section we prove some regularity results for the state and
the adjoint equations.

Lemma 8.1. If y0 ∈ V
1/2−ε
n (Ω) with 0 < ε ≤ 1/2, the weak solution to the

equation

y′ = (A− λ0)y in (0,∞), y(0) = y0,

obeys

‖y‖
Cb([0,∞);V

1/2−ε
n (Ω))

+ ‖y‖V3/2−ε,3/4−ε/2(Q∞) ≤ C|y0|V1/2−ε
n (Ω)

.

Proof. The exponential stability of the semigroup (et(A−λ0I))t≥0 gives a bound

for y in L2(0,∞;V
1/2−ε
n (Ω)). Using the estimate in L2(0,∞;V

1/2−ε
n (Ω)), the other

estimates may be obtained by using the proofs in [5] and interpolation results.
Lemma 8.2. If f ∈ L2/(1+2ε)(0,∞;V0

n(Ω)), the solution y to the equation

y′ = (A− λ0I)y + f in (0,∞), y(0) = 0,

obeys

‖y‖L2(0,∞;V2−2ε(Ω)) ≤ C‖f‖L2/(1+2ε)(0,∞;V0
n(Ω)) .

If 0 < ε < 1/4 and f ∈ L2(0,∞; (V2ε
n (Ω))′), then

‖y‖V2−2ε,1−ε(Q∞) ≤ C‖f‖L2(0,∞;(V2ε
n (Ω))′) .

Proof. From the identity

(−A + λ0I)
1−εy(t) =

∫ t

0

(−A + λ0I)
1−εe(t−τ)(A−λ0I)f(τ) dτ,

it follows that

‖y(t)‖V2−2ε(Ω) ≤ C

∫ t

0

e−ω(t−τ)(t− τ)−1+ε|f(τ)|V0
n(Ω) dτ.

Thus, with the generalized Young inequality for convolutions (see [30, p. 32]), we have

(8.1) ‖y‖Lr(0,∞;V2−2ε(Ω)) ≤ C‖f‖L2/(1+2ε)(0,∞;V0
n(Ω))

for all 2/(1 + 2ε) ≤ r ≤ 2.
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(ii) Now we assume that f belongs to L2(0,∞; (V2ε
n (Ω))′). To prove the estimate

in that case we proceed by interpolation. We know that

‖y‖V2,1(Q∞) ≤ C‖f‖L2(0,∞;V0
n(Ω)) and ‖y‖V1,1/2(Q∞) ≤ C‖f‖L2(0,∞;V−1(Ω)) .

Since we have

[L2(0,∞;V0
n(Ω)), L2(0,∞;V−1(Ω))]2ε = ([L2(0,∞;V0

n(Ω)), L2(0,∞;V1
0(Ω))]2ε)

′

= L2(0,∞; (V2ε
n (Ω))′),

we obtain the desired result by interpolation. (Notice that [V0
n(Ω),V1

0(Ω)]2ε =
V2ε

n (Ω) because 0 < ε < 1/4.)
Lemma 8.3. If u belongs to Vs,s/2(Σ∞) with 0 ≤ s < 1, then the weak solution

to the equation

y′ = (A− λ0)y + BMu in (0,∞), y(0) = 0,

obeys

‖y‖V1/2+s−ε,1/4+s/2−ε/2(Q∞) ≤ C‖u‖Vs,s/2(Σ∞) for all ε > 0.

If u belongs to Vs,s/2(Σ∞) with 1 < s ≤ 2, and if u(0) = 0, then

‖y‖V1/2+s−ε,1/4+s/2−ε/2(Q∞) ≤ C‖u‖Vs,s/2(Σ∞) for all ε > 0.

Proof. Similar estimates are proved in [26, Theorem 2.3] for a finite time interval.
It is sufficient to rewrite the proof and to use the exponential stability of the semigroup
(et(A−λ0I))t≥0 to obtain the desired results.

Lemma 8.4. For all y ∈ V2
n(Ω), the solution Φ ∈ V2(Ω)∩V1

0(Ω) to the station-
ary equation λ0Φ −A∗Φ = y obeys

|Φ|V4(Ω) ≤ C|y|V2
n(Ω).

Proof. We rewrite the equation in the form

λ0Φ − νPΔΦ = y − P ((w · ∇)Φ) + P ((∇w)TΦ).

Since w ∈ V3(Ω) and Φ ∈ V2(Ω), then P ((w · ∇)Φ) and P ((∇w)TΦ) belong to
V1(Ω), which gives an estimate of Φ in V3(Ω). Knowing that Φ∈V3(Ω), P ((w·∇)Φ),
and P ((∇w)TΦ) belong to V2(Ω), the proof is complete.

Lemma 8.5. If the function y belongs to Vs,s/2(Q∞) ∩ L2(0,∞;V0
n(Ω)) with

0 ≤ s ≤ 2, then the solution Φ to the equation

(8.2) −Φ′ = (A∗ − λ0I)Φ + y in (0,∞), Φ(∞) = 0,

satisfies

(8.3) ‖Φ‖Vs+2,s/2+1(Q∞) ≤ C‖y‖Vs,s/2(Q∞).

Proof. Step 1. Let us first prove estimate (8.3) for s = 0. Assume that y ∈
L2(0,∞;V0

n(Ω)). The existence of a unique solution Φ to (8.2) in L2(0,∞;V0
n(Ω))

follows from the exponential stability of the semigroup (et(A
∗−λ0I))t≥0 on V0

n(Ω).
Moreover, we have

(8.4) ‖Φ‖L2(0,∞;V0
n(Ω)) ≤ C‖y‖L2(0,∞;V0

n(Ω)).
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It is sufficient to prove estimate (8.3) for s = 0 and y ∈ Cc(0,∞;V0
n(Ω)). In that

case, it can be deduced from (8.4) with the method of proof in [5, Theorem 1.1].
Step 2. Now let us assume that y belongs to V2,1(Q∞), and let us prove estimate

(8.3) for s = 2. We have

(−A∗ + λ0I)Φ(t) =

∫ ∞

t

(−A∗ + λ0I)e
(τ−t)(A∗−λ0I)y(τ) dτ.

Integrating by parts, we obtain

(−A∗ + λ0I)Φ(t) = y(t) +

∫ ∞

t

e(τ−t)(A∗−λ0I)y′(τ) dτ.

Since y′ belongs to L2(0,∞;V0
n(Ω)), with estimate (8.3) for s = 0 we have∥∥∥∥

∫ ∞

t

e(τ−t)(A∗−λ0I)y′(τ) dτ

∥∥∥∥
V2,1(Q∞)

≤ C‖y′‖L2(0,∞;V0
n(Ω)).

Thus

‖(−A∗ + λ0I)Φ‖L2(0,∞;V2(Ω)) ≤ C(‖y‖L2(0,∞;V2(Ω)) + ‖y′‖L2(0,∞;V0
n(Ω)))

≤ C‖y‖V2,1(Q∞).

From regularity results for the stationary Oseen equation (Lemma 8.4), it follows that

‖Φ‖L2(0,∞;V4(Ω)) ≤ C‖(−A∗ + λ0I)Φ‖L2(0,∞;V2(Ω)).

Thus

‖Φ‖L2(0,∞;V4(Ω)) ≤ C‖y‖V2,1(Q∞).

From (8.2) we deduce

‖Φ′‖L2(0,∞;V2(Ω)) ≤ C(‖(−A∗ + λ0I)Φ‖L2(0,∞;V2(Ω)) + ‖y‖L2(0,∞;V2(Ω)))

≤ C‖y‖V2,1(Q∞).

The estimate (8.3) is obtained by interpolation between the estimates obtained for
s = 0 and s = 2.

Lemma 8.6. For all y ∈ L2(0, T ;V0
n(Ω)), the solution to the equation

(8.5) −Φ′ = A∗Φ + y in (0, T ), Φ(T ) = 0,

satisfies

(8.6) ‖Φ‖V2,1(QT ) ≤ C‖y‖L2(0,T ;V0
n(Ω)).

If the function y belongs to Vs,s/2(QT ) with 0 ≤ s < 3/2, then the function Φ belongs
to Vs+2,s/2+1(QT ), and the following estimate holds:

(8.7) ‖Φ‖Vs+2,s/2+1(QT ) ≤ C‖y‖Vs,s/2(QT ).

Proof. The estimate (8.6) follows from [5, Theorem 1.1]. If y belongs to V2,1(QT )
and if y(T ) ∈ V1

0(Ω), we have

‖Φ′‖L2(0,T ;V2(Ω)) + ‖Φ‖L2(0,T ;V4(Ω)) ≤ C‖y‖V2,1(QT );
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see, e.g., [29]. The estimate for 0 ≤ s < 3/2 is obtained by interpolation between
the estimates obtained for s = 0 and s = 2. For s < 3/2 the regularity condition
y(T ) ∈ V1

0(Ω) is not needed.
Lemma 8.7. Let Φ be the solution to (8.2), and let ψ be the pressure associated

with Φ, that is, the function satisfying

(8.8)
−∂Φ

∂t
− νΔΦ − (w · ∇)Φ + (∇Φ)Tw + λ0Φ + ∇ψ = y in Q∞,

div Φ = 0 in Q∞, Φ = 0 on Σ∞, Φ(∞) = 0 in Ω.

If, in (8.2), y belongs to L2(0,∞;V0
n(Ω)), then the function ψ belongs to L2(0,∞;H1(Ω)).

If, in addition, y belongs to Vs,s/2(Q∞) with 0 ≤ s ≤ 2, then the function ψ belongs
to L2(0,∞;Hs+1(Ω)) ∩Hs/2(0,∞;H1(Ω)).

Proof. Assume that y belongs to L2(0,∞;Vs
n(Ω)) ∩ Hs/2(0,∞;V0

n(Ω)) with
0 ≤ s ≤ 2. From Lemma 8.5 it follows that(

y +
∂Φ

∂t
+ νΔΦ + (w · ∇)Φ − (∇Φ)Tw

)
∈ Hs,s/2(Q∞).

Thus ∇ψ belongs to Hs,s/2(Q∞), and the proof is complete.
Lemma 8.8. If, in (8.5), y belongs to Vs,s/2(QT )∩L2(0, T ;Vs

n(Ω)) with 0 ≤ s <
3/2, then the function ψ, the pressure associated with Φ, belongs to L2(0, T ;Hs+1(Ω))∩
Hs/2(0, T ;H1(Ω)).

Proof. The proof is similar to the previous one.
Lemma 8.9. Let Φ ∈ V2,1(Q∞) be the solution to (8.2), and set

u = −(Mγτ + R−1
A Mγn)B∗Φ .

If, in (8.2), the function y belongs to L2(0,∞;Vs
n(Ω)) ∩ Hs/2(0,∞;V0

n(Ω)) with
0 ≤ s ≤ 2, then
(8.9)
‖B∗Φ‖L2(0,∞;Vs+1/2(Γ))∩Hs/2(0,∞;V1/2(Γ)) + ‖u‖L2(0,∞;Vs+1/2(Γ))∩Hs/2(0,∞;V1/2(Γ))

≤ C‖y‖Vs,s/2(Q∞).

Proof. As in Lemma 3.5, we can show that

u = −(Mγτ + R−1
A Mγn)

(
ν
∂Φ

∂n
− ψ n + c(ψ)n

)
,

where ψ is the pressure associated with Φ and c(ψ) is the constant defined in (2.1).
Since y belongs to L2(0,∞;Vs

n(Ω))∩Hs/2(0,∞;V0
n(Ω)), from Lemma 8.5 we de-

duce that Φ belongs to Vs+2,s/2+1(Q∞), and from Lemma 8.7 it follows that ψ belongs
to L2(0,∞;Hs+1(Ω))∩Hs/2(0,∞;H1(Ω)). Thus u belongs to L2(0,∞;Hs+1/2(Γ))∩
Hs/2(0,∞;H1/2(Γ)).
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Abstract. This paper shows how the theory of adaptive observers can be effectively used in the
design of internal models for nonlinear output regulation. The main result obtained in this way is a
new method for the synthesis of adaptive internal models, which substantially enhances the existing
theory of adaptive output regulation by allowing nonlinear internal models and more general classes
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1. Introduction. The problem of controlling the output of a system so as to
achieve asymptotic tracking of prescribed trajectories and/or asymptotic rejection
of disturbances is a central problem in control theory. There are essentially three
different possible approaches to the problem: tracking by dynamic inversion, adaptive
tracking, and tracking via internal models.

Tracking by dynamic inversion consists of computing a precise initial state and
a precise control input (or equivalently a reference trajectory of the state) such that,
if the system is accordingly initialized and driven, its output exactly reproduces the
reference signal. The computation of such a control input, though, requires “perfect
knowledge” of the entire trajectory to be tracked as well as “perfect knowledge” of
the model of the controlled plant. Thus, this type of approach is not suited to the
presence of large uncertainties on plant parameters or on the reference signal.

Adaptive tracking can successfully handle parameter uncertainties, but it still
presupposes the knowledge of the entire trajectory to be tracked (to be used in the
design of the adaptation algorithm), and therefore this approach is not suited to the
problem of tracking unknown trajectories.

Internal model–based tracking, on the other hand, is able to handle simultaneously
uncertainties in plant parameters as well as in the trajectory to be tracked. It has
been proven that, if the trajectory to be tracked belongs to the set of all trajectories
generated by some fixed dynamical system, a controller which incorporates an internal
model of such a system is able to secure asymptotic decay to zero of the tracking error
for every possible trajectory in this set and does it robustly with respect to parameter
uncertainties. This is in sharp contrast with the two approaches mentioned above,
where, in lieu of the assumption that a signal is within a class of signals generated
by an exogenous system, one instead needs to assume complete knowledge of the
past, present, and future time history of the trajectory to be tracked. It is for this
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reason that the internal model–based approach seems to be best suited to problems
of tracking unknown reference trajectories or rejecting unknown disturbances.

A generalized problem of tracking and asymptotic disturbance rejection is usually
cast as follows. A nonlinear system is given, modeled by equations of the form

ẋ = f(x, u, v),
y = k(x, v),
e = h(x, v),

with state x, control input u, measured output y, and regulated output e. In this
system, v is an exogenous input, which represents actual disturbances as well as com-
mands to be followed, and it is assumed that, as a function of time, v(t) can be seen
as generated by a separate autonomous dynamical system, called the exosystem. Gen-
erally speaking, the problem of tracking and asymptotic disturbance rejection (some-
times also referred to as the generalized servomechanism problem or the output regu-
lation problem) is to design a controller so as to obtain a closed-loop system in which

• all trajectories are bounded, and
• the regulated output e(t) asymptotically decays to 0 as t → ∞.

The peculiar aspect of this design problem is the characterization of the class of
all possible exogenous inputs (disturbances as well as commands) as the set of all
possible solutions of a fixed (finite-dimensional) differential equation. This can be
seen as an intermediate choice between two extremes: the (pessimistic) case in which
the design is required to obtain certain goals in the presence of the worst possible
exogenous input, or the (optimistic) case in which the controller is assumed to have
access to the exogenous input v. In this design problem, the controller does not have
access to the exogenous input in real time, but the latter is restricted to range over a
“finite-dimensional” set of functions (such as the set of solutions of a fixed differential
equation). The vector v may include constant uncertain parameters, which have
a trivial dynamics, and hence can be viewed as solutions of a (trivial) differential
equation. In other words, in this setting, any source of uncertainty (about an actual
disturbance affecting the system, an actual trajectory to be tracked, any unknown
constant parameter in the plant, or any unknown constant parameter in the exosystem
itself) is treated as uncertainty in the initial condition of a fixed autonomous finite-
dimensional dynamical system, which is then seen as a source of all possible constant,
as well time-varying, uncertainties.

For linear multivariable systems this problem was addressed in very elegant geo-
metric terms by Davison, Francis, Wonham [7, 9, 8], and others. A nonlinear enhance-
ment of this theory, which uses a combination of geometry and nonlinear dynamical
systems theory, was presented in [16, 12, 11, 5] in the context of solving the problem
near an equilibrium, in the presence of exogenous signals which were produced by a
Poisson stable system. In particular, Huang showed how, by appropriately design-
ing the internal model, the controlled output could be steered toward zero in spite
of plant parameter uncertainties, thus extending to the nonlinear setting one of the
most remarkable features of internal model–based design for linear systems. Under
suitable hypotheses, the (local) design methods presented in these works have been
extended [18, 15, 24] to the case of arbitrarily large (but compact) sets of initial data.
A substantial limitation of classical internal model–based control (for linear as well
as nonlinear systems) is the sensitivity to parameter uncertainties in the exosystem.
This limitation, though, was later removed, under convenient hypotheses, in the pa-
per [25], where the possibility of using techniques of adaptive control to cope with
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unknown parameters in the exosystem was successfully demonstrated. The adaptive
design methodology of [25] was soon recognized as a useful way to cope with param-
eter uncertainties in the exosystem. It was, for instance, used in [29] for the solution
of a global decentralized regulation problem for a class of nonlinear systems.

In the recent paper [2], the problem in question has been posed in more general
terms, not tied, as all previous contributions were, to the existence of a privileged
equilibrium point about which the (local as well semiglobal) analysis was conducted.
The more general foundations laid in this way make it possible to overcome certain
restrictions of the earlier theory, notably the assumption that the controlled plant has
an asymptotically stable zero dynamics, which is replaced by the substantially weaker
hypothesis that the latter (the zero dynamics) possess a compact attractor. Another
major enhancement of this newer approach is a systematic method for the design of
nonlinear internal models (see [3]). The presence of parametric uncertainties in the
exosystem, however, is not explicitly addressed in [3, 2].

The purpose of the present paper is to show how the problem of handling para-
metric uncertainties in the exosystem can be successfully addressed by means of a
new approach which relies, on one hand, on the general nonequilibrium theory devel-
oped in [2] and, on the other hand, on the theory of adaptive observers for nonlinear
systems pioneered in [1] and [21]. The result obtained in this way is a totally new
method for the synthesis of adaptive internal models and substantially extends the
adaptive regulation theory presented in [25] by allowing nonlinear internal models and
more general classes of controlled plants.

2. Output regulation and limit sets. The purpose of output regulation is
to obtain a closed-loop system in which all trajectories with initial conditions in
a fixed (but otherwise arbitrary) compact set are bounded and the regulated output
converges to zero as time tends to infinity. As shown in [2], intimately associated with
this problem is the notion of a limit set of a given bounded set of initial conditions.
For the reader’s convenience, the notion in question is summarized as follows.

Consider an autonomous ordinary differential equation

ẋ = f(x)(1)

in which x ∈ R
n, t ∈ R, with f(x) a locally Lipschitz function. Let

φ : (t, x) �→ φ(t, x)

define the flow of (1). Suppose the flow is forward complete. The ω-limit set of a
subset B ⊂ R

n, written ω(B), is the totality of all points x ∈ R
n for which there

exists a sequence of pairs (xk, tk), with xk ∈ B and tk → ∞ as k → ∞, such that

lim
k→∞

φ(tk, xk) = x .

In case B = {x0}, the set thus defined, ω(x0), is precisely the ω-limit set, as defined
by Birkhoff, of the point x0. Note that, in general,⋃

x0∈B

ω(x0) ⊂ ω(B) ,

but the equality may not hold.
It is well known that if φ(t, x0) is bounded in positive time, then the set ω(x0) is

nonempty, compact, invariant, and

lim
t→∞

dist(φ(t, x0), ω(x0)) = 0 .
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If B is not just the singleton {x0}, the following more general property holds. Recall
that a set A is said to uniformly attract a set B under the flow of (1) if for every ε > 0
there exists a time t̄ such that

dist(φ(t, x), A) ≤ ε for all t ≥ t̄ and for all x ∈ B.

Then the following holds (see [10, page 8]).
Lemma 1. If B is a nonempty bounded set for which there is a compact set J

which uniformly attracts B (and thus, in particular, if B is any nonempty bounded
set whose positive orbit has a bounded closure), then ω(B) is nonempty, compact,
invariant, and uniformly attracts B. Moreover, if ω(B) ∈ int(B), then ω(B) is stable
in the sense of Lyapunov.

3. Class of systems and main assumptions. In this paper we discuss the
design of output regulators for nonlinear systems modeled by equations of the form

ż = f0(�,w, z) + f1(�,w, z, e1)e1,
ė1 = e2

...
ėr−1 = er,

ėr = q(�,w, z, e1, . . . , er) + u,
e = e1,
y = col(e1, . . . , er),

(2)

with state (z, e1, . . . , er) ∈ R
n × R

r, control input u ∈ R, regulated output e ∈ R,
measured output y ∈ R

r, and in which the exogenous (disturbance) input w ∈ R
s is

generated by an exosystem

ẇ = s(�,w) .(3)

In this model, � ∈ R
p is a vector of constant uncertain parameters, ranging over a

fixed compact set P . The vector � is the aggregate of a finite set of uncertain param-
eters affecting the controlled plant and another, possibly different, set of uncertain
parameters affecting the exosystem. These parameters may be regarded as “trivial
components” of an “augmented” exogenous input, but for the sake of clarity, and
also consistency with some of the earlier literature, their role will be kept separate.
Occasionally, throughout the paper, the “augmented” exosystem

�̇ = 0,
ẇ = s(�,w)

(4)

will be rewritten in more compact form as

ẇ = s(w),(5)

where w = col(�,w).
The functions f0(·), f1(·), q(·), s(·) in (2) and (4) are assumed to be at least con-

tinuously differentiable. The initial conditions of (2) range over a set Z×E, in which
Z is a fixed compact subset of R

n and E = {(e1, . . . , er) ∈ R
r : |ei| ≤ c}, with c a

fixed number. The initial conditions of the exosystem (5) range over a compact subset
W of R

p × R
s. In this framework the problem of output regulation is to design an

output feedback regulator of the form

ζ̇ = ϕ(ζ, y),
u = γ(ζ, y)
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such that for all initial conditions w(0) ∈ W and (z(0), e1(0), . . . , er(0)) ∈ Z ×E the
trajectories of the closed-loop system are bounded and limt→∞ e(t) = 0.

Augmenting (2) with (4) yields a system which, viewing u as input and e as
output, has relative degree r. The associated “augmented” zero dynamics, which is
forced by the control

u = −q(�,w, z, 0, . . . , 0) ,(6)

is given by

�̇ = 0,

ẇ = s(�,w),

ż = f0(�,w, z) .

(7)

The ability to design feedback controllers which solve the problem of output
regulation very much depends, among other things, on certain properties of the au-
tonomous system (7), viewed as a system with state (�,w, z) and “output” provided
by (6). For notational convenience, throughout the paper, we will sometime rewrite
(7) and (6) in more compact form as

ż = f0(z)(8)

and

u = q0(z),

having set z = col(�,w, z). Accordingly, we set Z = W × Z.
In what follows, we retain three of the basic assumptions that were introduced in

[2] and express certain properties of the augmented zero dynamics (7). The assump-
tions in question are the following:

Assumption (i): The set W is a compact differential submanifold (with boundary)
of R

p × R
s, and W is invariant for (5).

Assumption (ii): There exists a compact subset Z of W×R
n which contains the

positive orbit of the set Z under the flow of (8), and ω(Z) is a differential submanifold
(with boundary) of W × R

n. Moreover, there exists a number d1 > 0 such that

z ∈ W × R
n , dist(z, ω(Z)) ≤ d1 ⇒ z ∈ Z.

We remark on the above hypotheses that, since the positive orbit of the set Z
under the flow of (8) is bounded, the set ω(Z), namely the ω-limit set of Z under the
flow of (8), is a nonempty, compact, and invariant subset of W×R

n which uniformly
attracts all trajectories of (8) with initial conditions in Z. It can also be shown (as in
[2]) that for every w ∈ W there is z ∈ R

n such that (w, z) ∈ ω(Z). In what follows,
for convenience, the set ω(Z) will be simply denoted as A0.

The last condition in Assumption (ii) implies that for every ε > 0 there is δ > 0
such that

z0 ∈ W × R
n , dist(z0,A0) ≤ δ ⇒ dist(z(t, z0), A0) ≤ ε for all t ≥ 0,

in which z(t, z0) denotes the solution of (8) passing through z0 at time t = 0.
In the next hypothesis, which will be used in the last part of the paper, we

strengthen this property as follows.
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Assumption (iii): There exist M ≥ 1, a > 0, and d2 ≤ d1 such that

z0 ∈ W × R
n , dist(z0,A0) ≤ d2 ⇒ dist(z(t, z0), A0) ≤ Me−atdist(z0, A0).

The results presented in [2], like essentially most previous results on output reg-
ulation, relied upon the hypothesis that the set of all “feed-forward inputs capable
of securing perfect tracking” (that is, the set of inputs of the form u(t) = q0(z(t)),
with z(t) a trajectory of the restriction of (8) to A0) could be seen as a subset of
the set of outputs of a suitable linear system. The system in question was used to
construct a (linear, as a matter of fact) internal model. This assumption was weak-
ened in the paper [6], where it was assumed that the controls in question can be put
in the form u(t) = β(ξ(t)), with β : R

d → R a smooth function and ξ(t) obeying a
linear differential equation. A further extension was proposed in [3], where a general
method for the construction of fully nonlinear internal models was presented, but
the method in question did not allow for the presence of uncertain parameters in the
exosystem. In this paper we introduce a different kind of hypothesis, leading to a
somewhat more restricted class of internal models, but which—in return—allows for
uncertain parameters in the exosystem.

Assumption (iv): There exist positive integers d and q, a Cd map

τ : Z → R
d,

z �→ τ(z),

a C0 map

θ : P → R
q,

� �→ θ(�),

an observable pair (A,C) ∈ R
d×d × R

1×d, a C1 map φ : R → R
d, and a Cd map

Ω : R → R
d×q such that the following identities (which we call immersion property)

∂τ

∂z
f0(z) = Aτ(z) + φ(Cτ(z)) + Ω(Cτ(z)) θ(�),(9)

q0(z) = C τ(z)(10)

hold for all z ∈ A0, � ∈ P .
Remark. Note that Assumption (iv) can be rephrased to say that for each initial

condition z(0) ∈ A0 of (8), there is a pair ξ(0), θ such that the control input u(t) =
q0(z(t)) (which is the unique input capable of keeping e(t) identically at zero) can be
seen as the output of a system of the form

ξ̇ = Aξ + φ(u) + Ω(u)θ,

θ̇ = 0,

u = Cξ.

(11)

Remark. If the vector � of constant uncertain parameters enters linearly in the
vector field f0(z) and the map q0(z) is not affected by �, necessary and sufficient condi-
tions for the existence of a �-independent diffeomorphism τ(·), which satisfies (9)–(10)
with θ(�) = �, can be found in [21]. It must be stressed, though, that Assumption (iv)
can be fulfilled under much weaker conditions because (a) the immersion map τ is
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not necessarily required to be a diffeomorphism (as the dimension d of the final state
space is not restricted to be equal to the dimension p + s + n of the original state
space); (b) the mapping τ(·) can be �-dependent; and (c) “overparametrization” is
allowed in the definition of the map θ(·), which in this way is not necessarily the
identity map.

Without loss of generality (see [20, page 208]), we will assume throughout that
the matrices A and C in (11) have the form

A =

⎛
⎜⎜⎜⎝

0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · ·
0 0 0 · · · 1
0 0 0 · · · 0

⎞
⎟⎟⎟⎠, C = ( 1 0 0 · · · 0 ) .

Furthermore, since the maps Ω(·) and φ(·) are continuously differentiable and relations
(9)–(10) are supposed to hold over the compact set A0, it can be assumed without
loss of generality that functions φ(·) and Ω(·) have compact support. This being the
case, the functions in question can be assumed globally Lipschitz; i.e., there exist Lφ

and LΩ such that

|φ(s1) − φ(s2)| ≤ Lφ|s1 − s2|, |Ω(s1) − Ω(s2)| ≤ LΩ|s1 − s2|

for all s1, s2.
The immersion property specified in Assumption (iv) enables us to use, for the

design of controllers, the theory of adaptive observers pioneered in [1] and developed
in [21]. As shown in that theory, convergence of certain estimates occurs under the
assumption that certain signals are “persistently exciting.” In the present context, a
similar role is played (as we will see later in the proof of Lemma 6) by an assumption
which can be expressed as follows. For each z0 ∈ A0, consider the map

ϕz0 : R → R
1×q,

t �→
d∑

i=1

CAi−1Ω(d−i)(Cτ(z(t, z0)))

in which Ω(k)(Cτ(z(t, z0))) denotes the kth derivative of Ω(Cτ(z(t, z0))) with respect
to the argument t.

Assumption (v): For each z0 ∈ A0, the q entries of ϕz0
(·) are linearly independent

functions, namely

ϕz0(t)θ = 0 for all t ∈ R ⇒ θ = 0.

Remark. While the hypothesis in question plays, in the present context, a role
equivalent to the role of the assumption of persistence of excitation in classical adap-
tive control (i.e., it implies convergence of certain parameter estimates to their true
values) it must be stressed that Assumption (v) here is different, at least for two
reasons. First, this assumption does not require (as the assumption of persistency of
excitation does) that certain signals have “finite energy” over any finite time interval
of the form [t, t+ δ], but simply that certain signals are just linearly independent over
the entire time axis. Second, this assumption is only a property of the solutions of
ż = f0(z) with initial conditions in A0.
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In the remaining part of this section we show that there is no loss of generality in
addressing the simpler case in which the relative degree of (2) is r = 1. As a matter
of fact, consider the change of variable

er �→ ẽ := er + gr−1a0e1 + gr−2a1e2 + · · · + gar−2er−1,

where g is a positive design parameter and ai, i = 0, . . . , r− 2 , are such that all roots
of the polynomial λr−1 + ar−2λ

r−1 + · · ·+ a1λ+ a0 = 0 have negative real part. This
changes system (2) into a system of the form

˙̃z = f̃0(�,w, z̃) + f̃1(�,w, z̃, ẽ)ẽ,
˙̃e = q̃(�,w, z̃, ẽ, g) + u

(12)

in which

z̃ = col(z, e1, . . . , er−1),

f̃0(�,w, z̃) =

⎛
⎜⎜⎜⎝

f0(�,w, z) + f1(�,w, z, e1)e1

e2

· · ·
er−1

−gr−1a0e1 − gr−2a1e2 − · · · − gar−2er−1

⎞
⎟⎟⎟⎠ , f̃1(�,w, z̃, ẽ) =

⎛
⎜⎜⎜⎝

0
0
· · ·
0
1

⎞
⎟⎟⎟⎠,

and

q̃(�,w, z̃, ẽ, g) = q(�,w, z, e1, . . . , er) − gr−1a0e2 − · · · − g2ar−3er−1

− gar−2[ẽ− gr−1a0e1 − gr−2a1e2 − · · · − gar−2er−1].
(13)

Let the initial conditions of (12) range over a set of the form Z × Ze × Ẽ, in which
Ze = {(e1, . . . , er−1 : |ei| ≤ c} and Ẽ = {ẽ : |ẽ| ≤ c̃} with

c̃ ≥ (1 + gr−1a0 + gr−2a1 + · · · + gar−2)c

(note the dependence on the choice of the ai’s and of g).
Let system (12) be augmented with (4) and consider a regulation problem with

regulated output ẽ and measured output ỹ = ẽ. The system, viewed as a system with
input u and output ẽ, has relative degree 1 and its zero dynamics, forced by the
control

u = −q̃(�,w, z̃, 0, g),(14)

is given by

�̇ = 0,
ẇ = s(�,w),
˙̃z = f̃0(�,w, z̃) .

(15)

Consistent with the notation used for (7) and (6), the autonomous system (15) and
the map (14) can be rewritten in more succinct form as

˙̃z = f̃0(z̃)(16)
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and

u = q̃0(z̃) .

Suppose that a controller of the form

ζ̇ = ϕ(ζ, ỹ),
u = γ(ζ, ỹ)

(17)

has been found which solves the problem of output regulation thus defined. Then, we
immediately realize that the controller

ζ̇ = ϕ(ζ, er + g r−1 a0 e1 + g r−2 a1 e2 + · · · + g ar−2 er−1),
u = γ(ζ, er + g r−1 a0 e1 + g r−2 a1 e2 + · · · + g ar−2 er−1)

(18)

solves the problem of output regulation for the original plant (2). To this end, note
first of all that (18) is an admissible controller for (2) because it is driven only by the
components e1, . . . , er of the measured output y of (2). Trivially, the composition of
(2) with (18) differs from the composition of (12) with (17) only by a linear change
of coordinates, and for any initial state of (2) in Z × E, the corresponding initial
state of (12) is in Z × Ze × Ẽ. Thus, all trajectories of (2), controlled by (18), with
initial conditions in Z × E, are bounded. The trajectories in question are such that
limt→∞ ẽ(t) = 0. But since

ė1 = e2

...
ėr−1 = −(gr−1a0e1 + gr−2a1e2 + · · · + gar−2er−1) + ẽ

and the ai’s are coefficients of a Hurwitz polynomial, it is readily concluded that
also limt→∞ e1(t) = 0. Therefore (18) solves the problem of output regulation for
system (2).

In light of these considerations, what is left to show in order to prove the desired
claim (namely, the fact that there is no loss of generality in addressing the problem
for systems having relative degree 1) is that the zero dynamics (15) and the associated
map (14) inherit, from (7) and (6), the appropriate properties which make the solution
of the problem of output regulation possible. Specifically, we will prove that if (7)
and (6) satisfy Assumptions (i)–(iv) above, then (15) and (14) satisfy an identical
set of assumptions, provided that the parameter g is chosen sufficiently large. This is
formalized in the next lemma.

Lemma 2. Suppose that Assumptions (i)–(v) hold for (7) and (6). Set Z̃ =
W × Z × Ze. Then there exists g� > 0 such that for all fixed g ≥ g� the following
hold:

(ii)′ There exists a compact subset Z̃ of W×R
n×R

r−1 which contains the positive
orbit of the set Z̃ under the flow of (16), and Ã0 := ω(Z̃) is a differential submanifold
(with boundary) of W×R

n×R
r−1. Moreover, there exists a number d̃1 > 0 such that

z̃ ∈ W × R
n × R

r−1 , dist(z̃, Ã0) ≤ d̃1 ⇒ z̃ ∈ Z̃.

(iii)′ There exist M̃ ≥ 1, ã > 0, and d̃2 ≤ d̃1 such that

z̃0 ∈ W × R
n × R

r−1,dist(z̃0, Ã0) ≤ d̃2 ⇒ dist(z̃(t, z̃0), Ã0) ≤ M̃e−ãtdist(z̃0, Ã0)
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in which z̃(t, z̃0) denotes the solution of (16) passing through z̃0 at time t = 0.
(iv)′ There exists a Cd map

τ̃ : Z̃ → R
d,

z̃ �→ τ̃(z̃)

such that the immersion property

∂τ̃

∂z̃
f̃0(z̃) = Aτ̃(z̃) + φ(Cτ̃(z̃)) + Ω(Cτ̃(z̃)) θ(�),

q̃0(z̃) = Cτ̃(z̃)

holds for all z̃ ∈ Ã0 and � ∈ P .
(v)′ For each z̃0 ∈ Ã0 the q entries of the map

ϕ̃z̃0 : R → R
1×q,

t �→
d∑

i=1

CAi−1Ω(d−i)(Cτ̃(z̃(t, z̃0)))

are linearly independent functions.
Proof. Consider the change of variable

x =

⎛
⎜⎜⎝

x1

x2
...

xr−1

⎞
⎟⎟⎠ := D−1

g

⎛
⎜⎜⎝

e1

e2
...

er−1

⎞
⎟⎟⎠ with Dg =

⎛
⎜⎜⎜⎝

1 0 . . . 0
0 g . . . 0
...

...
. . .

...
0 0 . . . gr−2

⎞
⎟⎟⎟⎠ ,

which transforms system (15) into

ż = f0(�,w, z) + f1(�,w, z, x1)x1,
ẋ = gAx,

(19)

where A is a Hurwitz matrix. Note that if g > 1, which we can assume without loss
of generality, then (e1(0), . . . , er(0)) ∈ E implies x(0) ∈ Ze. System (19) augmented
with (4) can be regarded as a particular case of system (64) of the appendix, to
which Lemma 7 applies. In particular by property (b) of the latter, there is a number
g� > 0 such that for all g ≥ g� the positive orbit of Z×Ze under the flow of (4)–(19)
is bounded. As a consequence, the ω-limit set Ã0 of Z× Ze is a nonempty, compact,
invariant set which uniformly attracts Z×Ze. We prove now that Ã0 = A0 ×{0}. To
this end, note first of all that A0 ×{0} by construction is contained in Ã0. Moreover,
x is necessarily 0 at any point of A0. In fact suppose, by contradiction, that there
is a point (z, x) of Ã0 with x 
= 0. As g > 0 and A is Hurwitz, it follows that the
trajectory x(t) of (4)–(19) originating from (z, x) is unbounded in backward time,
which contradicts the fact that Ã0 is a compact invariant (in particular in backward
time) set. Finally, since A0 is the ω-limit set of Z under the flow of (7), we can
conclude that necessarily Ã0 = A0 ×{0}. This in particular proves claim (ii)′. Claim
(iii)′, namely exponential attractivity of Ã0, is an easy consequence of property (a)
of Lemma 7 and of the fact that the lower subsystem of (19) is exponentially stable.
To prove claim (iv)′, note that (6), (13), (14) imply q̃0(z̃)|Z×{0} = q0(z). From this,
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claims (iv)′ and (v)′ immediately follow from Assumptions (iv) and (v), taking as
τ̃(z̃) any differentiable function such that τ̃(z̃)|A0×{0} = τ(z)|A0

. This completes the
proof.

Motivated by the previous considerations and result, in what follows we focus our
attention on the case in which r = 1, i.e., on the special case in which system (2) is a
system of the form

ż = f0(�,w, z) + f1(�,w, z, e1)e1,
ė1 = q(�,w, z, e1) + u,
e = e1,
y = e1,

(20)

and we assume that Assumptions (i)–(iv) hold.

4. The adaptive internal model.

4.1. The structure of the regulator. Inspired by various important results
on the design of adaptive observers design (see [1, 17, 20, 22]), we propose in what
follows to consider a regulator modeled by equations of the form

u = ξ1 + v,

ξ̇ = Aξ + φ(ξ1) + Ω(ξ1)θ̂ + H(X, ξ1)v −M(X)dzv�(θ̂),

˙̂
θ = β(X, ξ1)v − dzv�(θ̂),

Ẋ = FX + GΩ(ξ1)

(21)

in which ξ1 denotes the first component of ξ, the matrix X is a (d − 1) × q matrix,
and M(X) is a d× q matrix defined as

M(X) =

(
0
X

)
,

while the vectors H(X, ξ1), β(X, ξ1) and the matrices F,G have the form described
below. The function dzv�(·), whose role is to introduce the so-called switching σ
modification in the adaptation law (see [17, Theorem 8.5.2]), is defined as1

dzv�(col(s1, . . . , sq)) = col(dz�(s1), . . . ,dz�(sq))

in which dz�(·) is any continuously differentiable function satisfying

dz�(x) =

{
0 if |x| ≤ �,
x if |x| ≥ � + 1,

(22)

and the amplitude � of the dead-zone is chosen so that

� > max
�∈P

|θ(�)| .

1It must be stressed that the presence of the dead-zone function in (21) is not, strictly speaking,
essential, as the same theoretical results presented in the section could be established also by dropping
the terms M(X)dzv�(θ̂) and dzv�(θ̂) in the second and third lines of (21). Its presence, though, is
appropriate if robustness with respect to bounded additive disturbances is sought. Moreover, it
sensibly simplifies the proof of Lemma 4.
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This controller can be viewed as a “copy” of (11), corrected by an “innovation term”

and augmented with an “adaptation law” for θ̂ and with a “filter” which generates
the “auxiliary state” X. The additional input v, which is a “stabilizing control,” will
eventually be taken as v = −ky.

Following the theory of adaptive observers of [1] and [21] (see also [22]), the
functions H(X, ξ1), β(X, ξ1) and the matrices F,G of (21) are chosen as follows. Define
new variables

θ̃ = θ̂ − θ(�),

η = ξ −M(X)θ̃
(23)

(note that η1 = ξ1) and observe that, in the new variables, the second equation of
(21) reads as follows (for convenience, we omit the arguments (X, ξ1) in H and β and
the argument X in M):

η̇ = A(η + Mθ̃) + φ(ξ1) + Ω(ξ1)(θ(�) + θ̃) + Hv − Ṁ θ̃ −Mβv

= Aη + [AM + Ω(ξ1) − Ṁ ]θ̃ + [H −Mβ]v + φ(ξ1) + Ω(ξ1)θ(�) .
(24)

The third equation, instead, becomes trivially

˙̃
θ = βv − dzv� (θ̃ + θ(�)) .

The choices of H(X, ξ1), β(X, ξ1) and of F,G are meant to simplify the terms

[AM + Ω(ξ1) − Ṁ ]θ̃ + [H −Mβ]v

in expression (24). First of all, note that choosing

H = Mβ + K,

with K a constant vector (whose expression will be determined later), causes the
second term to become equal to Kv. As for the first term, the idea is to impose that

[AM + Ω(ξ1) − Ṁ ]θ̃ = bβTθ̃,

in which b is a d× 1 fixed vector. The identity in question holds if M satisfies

Ṁ = (A− bCA)M + (I − bC)Ω(ξ1)

and β is taken as

βT = CAM + CΩ(ξ1) .

In this way, the second equation of (21) takes the simplified form

η̇ = Aη + bβTθ̃ + Kv + φ(η1) + Ω(η1)θ(�),(25)

to which we will return later. To show that the required differential equation for M
can be enforced, pick a column vector b = col(1, b2, . . . , bd). Then, bearing in mind
the definition of M , it is easily realized that the required differential equation holds
if the matrices F and G in the differential equation for X have the form (see [21])

F =

⎛
⎜⎝

−b2 1 · · · 0 0
· · · · · · ·

−bd−1 0 · · · 0 1
−bd 0 · · · 0 0

⎞
⎟⎠, G =

⎛
⎜⎝

−b2 1 · · · 0 0 0
· · · · · · · ·

−bd−1 0 · · · 0 1 0
−bd 0 · · · 0 0 1

⎞
⎟⎠.(26)
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In summary, the quantities H(X, ξ1), β(X, ξ1), F,G which appear in the controller
(21) are determined as follows: F and G are the matrices in (26), β(X, ξ1) is chosen as

β(X, ξ1) =

[
CA

(
0
X

)
+ CΩ(ξ1)

]T

,(27)

and H(X, ξ1) is chosen as

H(X, ξ1) =

(
0
X

)[
CA

(
0
X

)
+ CΩ(ξ1)

]T

+ K .(28)

The vector b, whose entries determine the choice of F and G and the parameter K,
which appears in the expression of H(X, ξ1), will be chosen later.

The controller thus defined determines a closed-loop system which, in the coor-
dinates indicated above, can be written as (recall that e1 = e)

�̇ = 0,

ẇ = s(�,w),

ż = f0(�,w, z) + f1(�,w, z, e)e,

ė = q(�,w, z, e) + η1 + v,

η̇ = Aη + bβTθ̃ + Kv + φ(η1) + Ω(η1)θ(�),

˙̃
θ = βv − dzv� (θ̃ + θ(�)),

Ẋ = FX + GΩ(η1),

(29)

where β is a function of X and η1. This system, viewed as a system with input v and
output e, has relative degree 1, and its zero dynamics is that of

�̇ = 0,

ẇ = s(�,w),

ż = f0(�,w, z),

η̇ = Aη −K[q(�,w, z, 0) + η1] + bβTθ̃ + φ(η1) + Ω(η1)θ(�),

˙̃
θ = −β[q(�,w, z, 0) + η1] − dzv� (θ̃ + θ(�)),

Ẋ = FX + GΩ(η1).

(30)

Intuition suggests that if the latter have convenient asymptotic properties, and in
particular possess a locally exponentially stable compact attractor, an additional con-
trol of the form v = −ke (with large k > 0) should be able to solve the problem of
output regulation. This intuition relies upon the extension of a consolidated design
paradigm for semiglobal stabilization of equilibrium points of minimum-phase non-
linear systems, namely the fact that a high-gain feedback v = −ke is sufficient to
guarantee asymptotic stability (with an arbitrarily large domain of attraction) for a
system of the form

ẋ = f(x) + g(x)e, ė = h(x) + v

if x = 0 is exponentially stable for ẋ = f(x) and h(0) = 0 (see, e.g., [14]). This
intuition will be rendered rigorous in section 5 (see also the appendix). For the time
being we are interested in studying the asymptotic properties of (30). This, indeed,
is the main objective of the next three subsections.
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4.2. Trajectories of (30) are bounded. In studying the asymptotic properties
of this system, it is convenient to take advantage of the “immersion” assumption,
Assumption (iii), introduced above. Specifically, suppose that the initial conditions
for �,w, z are taken in the set Z, a subset of a set Z which by hypothesis is positively
invariant for the subsystem formed by the first three equations of (30). Thus, for any
such initial conditions and for any t ≥ 0, the function τ(�,w(t), z(t)) is well defined,
and it is legitimate to consider the change of variables

χ = η − τ(�,w, z) .

This transforms system (30) into a system of the form (use here (9) and (10), which
hold on A0 ⊂ Z)

�̇ = 0,

ẇ = s(�,w),

ż = f0(�,w, z),

χ̇ = (A−KC)χ + bβTθ̃ + Δ(χ1, τ1, θ) + ς1(�,w, z),

˙̃
θ = −βχ1 − dzv� (θ̃ + θ(�)) + βς2(�,w, z),

Ẋ = FX + GΩ(χ1 + τ1) ,

(31)

with χ1 = Cχ and τ1 = Cτ , in which

Δ(χ1, τ1, θ) = φ(χ1 + τ1) − φ(τ1) + [Ω(χ1 + τ1) − Ω(τ1)]θ(�)

is a term which vanishes at χ1 = 0 and

ς1(�,w, z) = −K(q(�,w, z, 0) + τ1(�,w, z)) + Aτ(�,w, z) + φ(τ1(�,w, z))

+ Ω(τ1(�,w, z))θ(�) −
∂τ

∂z
f0(�,w, z) −

∂τ

∂w
s(�,w),

ς2(�,w, z) = τ1(�,w, z) + q(�,w, z, 0)

(32)

are terms vanishing on A0. In particular note that, since φ(y) and Ω(y) can be taken
to be globally Lipschitz and θ ranges over a compact set, there exists a number L
such that

|Δ(χ1, τ1, θ)| ≤ Lφ |χ1| + LΩ|χ1| |θ| ≤ L|χ1|

for all χ1 ∈ R, all z ∈ Z, and all θ ∈ P .
The idea is now to choose the bi’s and K so that system (31) has certain desirable

asymptotic properties. To this end, let bi be such that the polynomial

p(λ) = λd−1 + b2λ
d−2 + · · · + bd−1λ + bd(33)

has d − 1 roots with negative real part. As a consequence the matrix F in the last
equation of (31) is Hurwitz. This, in view of the assumptions on the first three
equations, suggests that the asymptotic properties of (31) are entirely determined by
those of the fourth and fifth equations.

As indicated in [21, Theorem 2.1], the appropriate choice for K in (25) is

K = Ab + λb,(34)
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in which λ > 0. To see why this is the case, note first of all that, using a little algebra,
it is not difficult to prove the following.

Lemma 3. Choose K as in (34) and set

T =

(
1 0
b̂ I

)
, b̂ = −

⎛
⎜⎝

b2
·

bd−1

bd

⎞
⎟⎠ .

Then

T (A−KC)T−1 =

(
−λ ĉ
0 F

)
, T b =

(
1
0

)
, CT−1 = C ,

in which ĉ = ( 1 0 · · · 0 ) and F is the matrix defined in (26).
From this fact, standard arguments can be invoked to claim boundedness of the

trajectories of (31). In fact, the following result holds.
Lemma 4. Suppose Assumptions (i), (ii), (iv) hold. There is a number λ∗ such

that, if λ ≥ λ∗, all trajectories of (31) are bounded.
Proof. First of all, recall that, by Assumption (ii), (�,w(t), z(t)) ∈ Z for all t ≥ 0,

where Z is a compact set. Thus, looking at expression ς1(�,w, z) of (32), it is seen
that there exists a number ς̄1 (depending on the design parameter λ because the latter
appears in K) such that

|ς1(�,w(t), z(t))| ≤ ς̄1 for all t ≥ 0 .(35)

Observe also that, so long as trajectories of (31) exist on some interval [0, T ], |X(t)| is
bounded by a number which depends only on |X(0)| (because |Ω(·)|, having compact
support, is bounded by some fixed number). As a consequence, |β| also is bounded,
again by a number which depends only on |X(0)|. Thus, system (31) cannot have
finite escape times. Moreover, looking at the expression of ς2(�,w, z) in (32), it is
possible to conclude the existence of a number ς̄2 such that

|βς2(�,w(t), z(t))| ≤ ς̄2 for all t ≥ 0 .(36)

With this in mind, to prove the lemma it remains to show that also χ and θ̃ are
bounded. To this end, let χ be partitioned as χ = col(χ1, χ2), in which χ2 is a
(d− 1) × 1 vector, and change χ2 into

ζ = b̂χ1 + χ2 .

In this way, the fourth and fifth equations of system (31) are changed into

χ̇1 = −λχ1 + ĉζ + βTθ̃ + CΔ(χ1, τ1, θ) + Cς1(�,w, z),

ζ̇ = Fζ + ( b̂ I ) Δ(χ1, τ1, θ) + ( b̂ I )Cς1(�,w, z),

˙̃
θ = −βχ1 − dzv�(θ̃ + θ(�)) + βς2(�,w, z, ) .

(37)

With this in mind, choose for (37) the Lyapunov function

V (χ1, ζ, θ̃) = χ2
1 + ζTPζ + θ̃Tθ̃ ,(38)
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in which P is the positive definite solution of PF + FTP = −I. This yields

V̇ = −2λχ2
1 + 2χ1ĉζ + 2χ1β

Tθ̃ + 2χ1CΔ(χ1, τ1, θ) + 2χ1Cς1(�,w, z)

− |ζ|2 + 2ζTP ( b̂ I ) Δ(χ1, τ1, θ) + 2ζTP ( b̂ I )Cς1(�,w, z)

− 2θ̃Tβχ1 − 2θ̃Tdzv�(θ̃ + θ(�))+2θ̃Tβς2(�,w, z)

≤ − 2λχ2
1 − |ζ|2 − 2θ̃Tdzv�(θ̃ + θ(�)) + L1|χ1|2 + L2|χ1| |ζ|

+L3|χ1||ς1(�,w, z)| + L4|ζ||ς1(�,w, z)|+2|θ̃||βς2(�,w, z)|,

(39)

in which Li, i = 1, . . . , 4, are suitable positive constants. By completing the squares
and using (35)–(36), we obtain

V̇ ≤ −
(

2λ− L1 +
1

2
L2

2

)
χ2

1 −
1

2
|ζ|2 − 2θ̃Tdzv�(θ̃ + θ(�)) + L3|χ1|ς̄1 + L4|ζ|ς̄1+2|θ̃|ς̄2.

(40)

Bearing in mind the definition (22) and the choice of �, observe that

θ̃Tdzv�(θ̃ + θ(�)) ≥ 0 for all θ̃ ∈ R
q and � ∈ P .(41)

It is also easy to check that for any δ >
√
q(2�+ 1) there is a positive number c1 such

that

(42)

|θ̃| ≥ δ ⇒ 2θ̃Tdzv�(θ̃ + θ(�)) ≥ c1|θ̃|2 for all θ̃ ∈ R
q and � ∈ P .

Now pick a value of λ large enough so that λ̄ := 2λ − L1 − L2
2/2 > 0 and note that

inequality (40), by adding and subtracting the term c1|θ̃|2 in the right-hand side of
(40) and using property (42), yields

V̇ ≤ −c2|(χ1, ζ, θ̃)|2 + c3|(χ1, ζ, θ̃)| + c1δ
2,

in which c2 = min{λ̄, 1
2 , c1} and c3 = 3 max{L3ς̄1, L4ς̄1, 2ς̄2}. From this, boundedness

of χ(t) and θ̃(t) follows by standard arguments.
We can therefore draw the following conclusion about system (30). Let the ini-

tial conditions η(0), θ̃(0), X(0) be taken in fixed compact sets H, Θ, X.2 Then, the
positive orbit of the set

B = Z × H × Θ × X

under the flow of (30) is bounded. As a consequence ω(B), the ω-limit set of B under
the flow of (30), is a nonempty, compact, and invariant set, which uniformly attracts
all trajectories of (30) with initial conditions in B.

4.3. The limit set of (30). We proceed now to investigate the structure of the
set ω(B). To this end, we look at the equivalent system (31); we note that the first
three equations are independent of the last three and we rewrite them in compact
form as in (8) (and consistently we rewrite the terms ςi(�,w, z), i = 1, 2, as ςi(z) and

2Recall that θ̃(t) = θ̂(t)−θ(�) and η(t) = ξ(t)−β(X(t), ξ1(t))θ̃(t). Thus, to establish boundedness

of trajectories when ξ(0), θ̂(0), and X(0) are taken in fixed compact sets, it suffices to consider the
case in which θ̃(0), η(0), and X(0) are taken in fixed compact sets.
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τ(z, w, �) as τ(z)). In particular, because of the special triangular structure of (31),
we note that if (z, χ, θ̃,X) is a point of ω(B), necessarily z is a point in the ω-limit
set of Z under the flow of (8); that is, z is a point of A0. This implies that on ω(B)
we have ς1(z) = ς2(z) = 0, and thus system (31) simplifies to

ż = f0(z),

χ̇ = (A−KC)χ + bβTθ̃ + Δ(χ1, τ1, θ),

˙̃
θ = −βχ1 − dzv�(θ̃ + θ(�)),

Ẋ = FX + GΩ(χ1 + τ1(z)).

(43)

In the following we will be able to prove that on points of ω(B), necessarily χ = 0,
θ̃ = 0, and the value of X is entirely determined by the properties of the system

ż = f0(z),

Ẋ = FX + GΩ(τ1(z)),
(44)

in which τ1(z) is the obvious abbreviated notation for τ1(z, w, �). To this end, we
describe first an interesting feature of the latter system.

Lemma 5. The graph of the C1 map

σ : A0 → R
(d−1)×q,

z �→
∫ 0

−∞
e−FsGΩ(τ1(z(s, z)))ds

is invariant for (44). Moreover, if Assumption (v) holds, then for any z0 ∈ A0, the
identity

θTβ(σ(z(t, z0)), τ1(z(t, z0))) = 0 for all t ∈ R(45)

implies θ = 0.
Proof. Let z(t, z0) denote the solution of (8) passing through z0 at time t = 0

and note that, if z0 ∈ A0, then z(t, z0) ∈ A0 for all t (thus, in particular, since A0 is
compact, |z(t, z0)| is bounded by a number which depends only on A0). Then, since
F is a Hurwitz matrix, the map σ(·) is well defined. A simple calculation shows that

σ(z(t, z0)) = eFtσ(z0) +

∫ t

0

eF (t−s)GΩ(τ1(z(s, z0)))ds .

This shows that

graph(σ) = {(z, X) : z ∈ A0, X = σ(z)}

is invariant for (44).
To prove the second property in the lemma, let C̄ be a (d − 1)-dimensional row

vector in which all entries are 0, except the first one, which is equal to 1. Bearing in
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mind the definitions of β(·, ·) and σ(·), it is seen that

βT(σ(z(t, z0)), τ1(z(t, z0))) = C̄

∫ 0

−∞
e−FsGΩ(τ1(z(s, z(t, z0))))ds + CΩ(τ1(z(t, z0)))

= C̄

∫ 0

−∞
e−FsGΩ(τ1(z(s + t, z0)))ds + CΩ(τ1(z(t, z0)))

= C̄

∫ t

−∞
eF (t−s′)GΩ(τ1(z(s′, z0)))ds

′ + CΩ(τ1(z(t, z0))).

If (45) holds for some θ ∈ R
q, then

C̄

∫ t

−∞
eF (t−s)GΩ(τ1(z(s, z0)))θds + CΩ(τ1(z(t, z0)))θ = 0 for all t ∈ R.(46)

Now let

x(t) :=

∫ t

−∞
eF (t−s)GΩ(τ1(z(s, z0)))θds

and note that this satisfies

ẋ(t) = Fx(t) + GΩ(τ1(z(t, z0)))θ .(47)

Bearing in mind the definitions of F and G, letting xi denote the i-component of x
and Ωi(·) the ith row of Ω(·), this yields

ẋi(t) = bi+1(x1(t) + Ω1(τ1(z(t, z0)))θ) + xi+1(t) + Ωi+1(τ1(z(t, z0)))θ,(48)

i = 1, . . . , d− 1,

(with the understanding that xd = 0). Now note that, by definition of C̄ and C,
condition (46) implies

x1(t) + Ω1(τ1(z(t, z0)))θ = 0 for all t ∈ R

from which, using (48) recursively, it is easy to conclude that

d∑
i=1

Ω
(d−i)
i (τ1(z(t, z0)))θ = 0 for all t ∈ R.

Observing that Ωi(·) = CAi−1Ω(·), and bearing in mind the definition of map ϕz0(·),
this proves the claim.

Remark. Consider the restriction of (44) to A0 × R
(d−1)×q. Since the graph of

σ(·) is invariant for (44), changing X into X̃ = X − σ(z) yields

ż = f0(z),

˙̃X = FX̃.

We see from this that the solution X(t) of (44) passing through X0 at time t = 0 can
be expressed as

X(t) = eFt[X0 − σ(z0)] + σ(z(t, z0)).(49)
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Using this result, it is easy to show that ω(B) assumes a very simple structure.
As a matter of fact, the following result holds.

Lemma 6. Suppose that, in addition to Assumptions (i), (ii), (iv), also Assump-
tion (v) holds. Then the values of χ and θ̃ on any point of ω(B) are necessarily
zero.

Proof. By contradiction, suppose a point p = (z, χ0, θ̃0, X) with either χ0 
= 0 or
θ̃0 
= 0 is in ω(B). Since ω(B) is compact and invariant, in particular in backward
time, the backward trajectory of (43) starting at this point is bounded. Along this
trajectory, the function

V (t) := V (χ1(t), ζ(t), θ̃(t))

in (38) satisfies V (t) ≤ C for all t ≤ 0 for some C > 0. Moreover, since e(z) = 0 on
ω(B), the same computations indicated in the proof of Lemma 4 show that

V̇ (t) ≤ −
(

2λ− L1 −
1

2
L2

2

)
|χ1(t)|2 −

1

2
|ζ(t)|2 − 2θ̃(t)dzv�(θ̃(t) + θ(�)),

in which L1 and L2 are the same constants introduced in the proof of Lemma 4.
From this, using property (41), it turns out that if λ ≥ λ� (where λ� is the same as
in Lemma 4) then V (t) is nonincreasing along trajectories. As a consequence, since
V (t) is bounded, there must exist a finite number Vα such that

lim
t→−∞

V (t) = Vα .

The trajectory in question is attracted, in backward time, by its own α-limit set
α(p), which, as it is well known, is nonempty, compact, and invariant. Moreover, by
definition, the function V (χ1, ζ, θ̃) has the same value Vα at any point of α(p).

Now, as in the classical proof of LaSalle’s invariance principle, pick an initial
condition p̂ in the set α(p) and consider the corresponding trajectory of (43), which
remains in α(p) for all times. Along such a trajectory, V (t) is constantly equal to Vα,
and hence

χ1(t) = 0, ζ(t) = 0, dzv�(θ̃(t) + θ(�)) = 0 for all t ∈ R.

Entering these constraints in (43), and observing that the vector b is nonzero, it is
seen that necessarily

θ̃Tβ(X, τ1(z)) = 0,

˙̃
θ = 0,

Ẋ = FX + GΩ(τ1(z)).

The second condition shows that θ̃(t) is a constant, say θ̃∗, along such a trajectory.
The third condition says that X(t) is a solution of

Ẋ = FX + GΩ(τ1(z)).

Now, since F is Hurwitz, it is seen from (49) that X(t) is bounded for t ≤ 0 only
if X(0) = σ(z(0)), where σ(·) is the map introduced in Lemma 5, in which case
X(t) = σ(z(t)). Since X(t) has to be bounded because α(p) is compact, it follows
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that X(t) is necessarily equal to σ(z(t)). This being the case, bearing in mind the
expression of β and the definition of the map ϕ(·), the first condition shows that
necessarily

(θ̃∗)Tβ(σ(z(t, z0)), τ1(z(t, z0))) = 0 for all t ∈ R.

From this, in view of Assumption (v) and the result in Lemma 5, it follows that
θ̃∗ = 0. It is seen in this way that (χ1, ζ, θ̃) = (0, 0, 0) at any point of α(p), and this
proves that Vα = 0. But this is a contradiction because V (t) is nonincreasing along
trajectories and V (0) is strictly positive if either χ0 
= 0 or θ̃0 
= 0.

To complete the analysis, it remains to determine the values of X on points of
ω(B). Knowing that χ1 = 0 on any such points, it follows from the previous analysis,
and in particular from Lemma 5, that X = σ(z). Altogether, bearing in mind how
systems (30) and (43) are related, the following conclusion holds.

Proposition 1. Under Assumptions (i), (ii), (iv), and (v) the set ω(B) is the
graph of a continuous map defined on A0. Any point of ω(B) is a point (z, η, θ̃, X)
in which z ∈ A0 and

η = τ(z), θ̃ = 0, X = σ(z) .

4.4. Exponential attractivity of the limit set of (30). Finally, we prove
that the set ω(B) is locally exponentially attractive for the trajectories of the zero
dynamics (30) of system (29) if the set A0 is locally exponentially attractive for the
trajectories of (8). This fact is formalized in the next proposition.

Proposition 2. Suppose that, in addition to Assumptions (i), (ii), (iv), and (v),
also Assumption (iii) holds. Then ω(B) is locally exponentially attractive for (30).

Proof. Consider again the equivalent system (31); let the compact notation ż =
f0(z) be used for the first three equations and let the variables (χ1, ζ), introduced
in the proof of Lemma 4, replace χ. Let σ̄ : Z → R

(d−1)×q be any continuously
differentiable map which on A0 agrees with the map σ introduced in Lemma 5, and
change X into X̃ = X − σ(z). In this way, the last equation of (31) is transformed
into an equation of the form

˙̃X = FX̃ + R(χ1, z) + Q(z)(50)

in which

Q(z) = Fσ̄(z) + GΩ(τ1(z)) − ∂σ̄

∂z
f0(z)

is a (matrix-valued) function vanishing on A0, while

R(χ1, z) = G[Ω(χ1 + τ1(z)) − Ω(τ1(z))]

is vanishing for χ1 = 0 for all z ∈ Z. Setting x = col(χ1, ζ, θ̃) and denoting by X̃1

the first row of X̃, system (31) can be conveniently rewritten as the interconnection
of system (50) with the system

ż = f0(z),

ẋ = A(z)x + h(z,x) + G(z,x, X̃)ν(z) + h(x, X̃),
(51)
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in which

A(z) =

⎛
⎝−λ + r1(z) ĉ BT(z, 0, 0)

r2(z) F 0
−B(z, 0, 0) 0 0

⎞
⎠,

G(z,x, X̃) =

⎛
⎝C 0 0

0 ( b̂ I ) 0

0 0 B(z,x, X̃)

⎞
⎠,

ν(z) =

⎛
⎝ ς1(z)

ς1(z)
ς2(z)

⎞
⎠, h(x, X̃) =

⎛
⎝ X̃1θ̃

0

−X̃T
1 χ1

⎞
⎠,

with

B(z,x, X̃) = β(X̃ + σ(z), χ1 + τ1(z)),

r1(z) = C [∂Δ/∂χ1]χ1=0 ,

r2(z) =
(
b̂ I

)
[∂Δ/∂χ1]χ1=0 ,

and where the vector h(z,x) is such that

lim
|x|→0

|h(z,x)|
|x| = 0

uniformly in z (as the latter ranges over a compact set). Note that ν(z) is a vector
of functions vanishing for z ∈ A0 and that h(x, X̃) is a vector collecting higher order
terms.

With this in mind, consider now the auxiliary system

ż = f0(z),
ẏ = A(z)y

(52)

with initial conditions (z(0),y(0)) in the compact set Z×Y, where Y = {y : |y| ≤ c},
with c > 1. Arguments identical to those used in the proof of Lemmas 4 and 6 make
it possible to claim the existence of a λ� > 0 such that for all λ > λ� the trajectories
(z(t),y(t)) are bounded in positive time and that

ω(Z × Y) = A0 × {0} .

We show now that A0 × {0} is locally exponentially attractive for (52). To this
end, let z(t, z0) and y(t,y0) denote the solution pair of (52) passing through z0 and,
respectively, y0 at time t = 0. Recall (see section 2) that A0 × {0} attracts the set
Z × Y uniformly. Therefore, since |y| ≤ dist((z,y),A0 × {0}), for any ε > 0 there
exists Tε > 0 such that

|y(t,y0)| ≤ ε for all t ≥ Tε and all (z0,y0) ∈ Z × Y.(53)

With this in mind, let δ be such that dist(z0,A0) ≤ δ implies z(t, z0) ∈ Z for
all t ≥ 0, which is always possible, since A0 is stable in the sense of Lyapunov for
the upper equation of (52). Pick any z0 within a δ-distance from A0 and regard the
bottom equation of (52) as a time-varying linear system

ẏ = A(z(t, z0))y .(54)
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Pick a pair t ≥ t0 ≥ 0 and let Φ(t, t0, z0) denote the associated state transition matrix
(which, of course, depends on the choice of z0). By construction, the ith column
φi(t, t0, z0) of Φ(t, t0, z0) is the solution of (54) which satisfies φi(t0, t0, z0) = vi,
where vi is a vector in which all entries are zero, except the ith one, which is equal
to 1. Consider now again (52) with initial conditions z(0) = z(t0, z0) and y(0) = vi

(note that (z(t0, z0),vi) ∈ Z × Y). Since (52) is time invariant, we observe that
y(t,vi) = φi(t+ t0, t0, z0) for all t ≥ 0. Thus, by appealing to (53), it is deduced that,
for any ε, there exists Tε such that

|φi(t + t0, t0, z0)| ≤ ε for all t ≥ Tε

and all z0, so long as dist(z0,A0) ≤ δ. This, in turn, by standard results (see, e.g.,
[23, page 92]) implies the existence of positive numbers M and a (independent of z0)
such that

|Φ(t, t0, z0)| ≤ Me−a(t−t0) for all t ≥ t0 ≥ 0(55)

and all z0, so long as dist(z0,A0) ≤ δ.
By a classical converse Lyapunov theorem (see Theorem 3.12 in [19]), we deduce

from (55) the existence of a continuously differentiable and symmetric function P̄ (t),
a continuous and symmetric function Q(t), and constants c1, c2, and c3 such that

dP̄ (t)

dt
+ P̄ (t)A(z(t, z0)) + AT(z(t, z0))P̄ (t) = −Q(t)(56)

with

0 < c1I ≤ P̄ (t) ≤ c2I and Q(t) ≥ c3I > 0(57)

for all t ≥ 0.
Bearing in mind this result, we return now to the overall system (50), (51) which

can be more conveniently seen as a time-varying nonlinear system

˙̃X = FX̃ + R(x, z(t, z0)) + Q(z(t, z0)),

ẋ = A(z(t, z0))x + h(z(t, z0),x) + G(z(t, z0),x, X̃)ν(z(t, z0)) + h(x, X̃)
(58)

in which, with a mild abuse of notation, we denote R(x, z(t, z0)) = R(χ1, z(t, z0)).
In particular note that, as far as the higher order terms h(z(t, z0),x) and h(x, X̃)

are concerned, for any ε > 0 there is δε > 0 such that

|(x, X̃)| ≤ δε ⇒ |h(z(t, z0),x)| ≤ ε|x| , |h(x, X̃)| ≤ ε|(x, X̃)|

for all t ≥ 0 and all z0 ∈ Z. Moreover, note that by Assumption (iii) and from the
definitions of ν(·) and Q(·) (and in particular from the fact that these functions are
differentiable and vanishing on A0) it follows that there are positive constants Mz,
az, and d such that

|ν(z(t, z0))| ≤ Mze
−azt dist(z0,A0) , |Q(z(t, z0))| ≤ Mze

−azt dist(z0,A0)

for all t ≥ 0 and all z0 satisfying dist(z0,A0) ≤ d. Observe also that, since it
is known that trajectories of (31) are bounded, there is a number Ḡ such that
|G(z(t, z0),x(t), X̃(t))| ≤ Ḡ for all t ≥ 0.
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Using these facts, simple Lyapunov arguments can be adopted to show that system
(58) is locally exponentially stable if it is the cascade system

˙̃X = FX̃ + R(x, z(t, z0)),

ẋ = A(z(t, z0))x .

But local exponential stability of the previous system immediately follows by stan-
dard cascade arguments using the fact that F is Hurwitz, by the existence of P̄
satisfying (56)–(57), and by definition of R(x, z). This concludes the proof of the
proposition.

5. Adaptive output regulation. We return now to the closed-loop system
obtained from the interconnection of (20), (4), and (21). As mentioned before, this
system, viewed as a system with input v and output e = e1, has relative degree 1. To
put it in “normal form” we use, instead of (23), the change of variables

θ̃ = θ̂ − θ(ρ) −
∫ e

0

β(X, ξ1 − CKe + CKs)ds,

η = ξ −M(X)[θ̂ − θ(ρ)] −Ke,

(59)

which is meant to cancel the residual input v from the η and θ̃ dynamics (see [13,
Proposition 9.1.1]). This, after some simple algebra and some obvious rearrangement
of terms, yields a system of the form

�̇ = 0,(60)

ẇ = s(�,w),

ż = f0(�,w, z) + f1(�,w, z, e)e,

η̇ = Aη + bβTθ̃ −K[q(�,w, z, 0) + η1] + φ(η1) + Ω(η1)θ + δ1(�,w, z, e,X, η1)e,

˙̃
θ = −β[q(�,w, z, 0) + η1] + δ2(�,w, z, e,X, η1) e− dzv�(θ̃ + θ(�)),

Ẋ = FX + GΩ(η1) + δ3(η1, e)e,

ė = [q(�,w, z, 0) + η1] + ϑ(�,w, z, e)e + v,

in which δ1(·), δ2(·), δ3(·), and ϑ(·) are continuously differentiable functions of their
arguments.

A more succinct form can be obtained by setting w as in section 3 and setting

x = col(η, θ̃,X1, . . . Xq),

(where Xi denotes the ith column of X) in which case the system in question can be
rewritten in the form3

ẇ = s(w),

ż = f0(w, z) + f1(w, z, e)e,

ẋ = g0(w, z,x) + g1(w, z,x, e)e,

ė = h(w, z,x) + k(w, z,x, e)e + v.

(61)

3By a minor abuse of notation we have replaced f0(�,w, z) and f1(�,w, z, e) with f0(w, z) and,
respectively, f1(w, z, e).
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In this notation, the set of equations

ẇ = s(w),

ż = f0(w, z),

ẋ = g0(w, z,x)

(62)

is a succinct version for the set of equations (30), whose asymptotic properties have
been analyzed in the previous section. More precisely, under the hypotheses intro-
duced earlier, the positive orbit of Z × Ξ × Θ × X under the flow (62) is bounded
and all trajectories uniformly converge to the compact invariant set ω(B) described
in Proposition 1. Moreover, the function h(w, z,x), which is a succinct version of the
quantity −[q(�,w, z, 0) + η1] in (60), vanishes on the set ω(B). With this in mind we
are now in position to formulate our final result, which states that the controller (21)
completed with

v = −ke(63)

solves the problem of output regulation if k is chosen sufficiently large.
Proposition 3. Consider system (20) with exosystem (4). Let W, Z,E be fixed

compact sets of initial conditions, for which Assumptions (i)–(iv) indicated in sec-
tion 3 are supposed to hold. Suppose, in addition, that Assumption (v) introduced in
section 4.3 holds. Consider the controller (21) completed with (63) and initial con-
ditions in a fixed compact set K. Then, there exists a number k∗ > 0 such that if
k ≥ k∗, the positive orbit of W×Z ×E×K in the closed loop system is bounded and
e(t) → 0 as t → ∞.

Proof. The result directly follows from Proposition 4 of the appendix. In partic-
ular it is easy to check that system (61)–(63) can be viewed as a system of the form
(64), with the role of x in (64) being played here by the one-dimensional variable
e. The properties established for (62) and the fact that h(w,z,x) vanishes on ω(B)
show that all the assumptions of Proposition 4 are satisfied. Thus, the desired result
follows by taking a large value of k.

Remark. The previous proposition indicates that the proposed controller (21)
completed with (63) solves the problem of output regulation for the relative degree 1
system (20). Bearing in mind the discussion at the end of section 3, though, it follows
that a controller of the form (21), completed with

v = −k(er + gr−1a0e1 + gr−2a1e2 + · · · + gar−2er−1),

is able to solve the problem of output regulation for the original plant (2) if g is large
enough. In this respect, it is worth stressing that the assumptions under which the
proposed controller solves the problem need only be checked on the original system
(2) and not necessarily on the transformed, relative degree 1, system (12).

Appendix. A small-gain property. Consider a system of the form

�̇ = 0,
ẇ = s(�,w),
ż = f0(�,w, z) + �(�,w, z, x),
ẋ = q0(�,w, z) + r(�,w, z, x) + gAx,

(64)

in which (�,w, z, x) ∈ R
p ×R

s ×R
n ×R

m. Let the functions f0(·), q0(·), g(·), �(·), s(·)
be continuously differentiable and, moreover, let �(�,w, z, 0) = 0 and r(�,w, z, 0) = 0
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for all (�,w, z) ∈ R
p × R

s × R
n. A is a given Hurwitz matrix and g is a positive

number. As in section 3, let P ⊂ R
p, W ⊂ R

s, Z ⊂ R
n denote compact sets of initial

conditions for �, w, z, set z = col(�,w, z), and Z = P × W × Z. Suppose that the
autonomous system

�̇ = 0,
ẇ = s(�,w),
ż = f0(�,w, z),

(65)

with initial conditions in the compact set Z, satisfies Assumptions (i), (ii), (iii) of
section 3 and, consistent with the abbreviated notation used throughout the paper,
set A0 = ω(Z). The following lemma describes some relevant properties of (64),
proven in [4] (see also [26, 27, 28]), which are instrumental in proving the desired
results.

Lemma 7. Consider system (64) under the assumptions specified above, with
initial conditions in Z ×X, with X ⊂ R

m a compact set. Then the following hold:
(a) There exist positive numbers d, M , a, and γ such that if

dist(z(0),A0) ≤ d and |x(t)| ≤ d for all t ≥ 0,

then

dist(z(t),A0) ≤ Me−atdist(z(0),A0) + γ max
τ∈[0,t]

|x(τ)| for all t ≥ 0.

(b) For all ε > 0 there exist g� > 0 and T > 0 such that for all g ≥ g� the positive
orbit of Z ×X under the flow of (64) is bounded and

dist(z(t),A0) ≤ ε, |x(t)| ≤ ε for all t ≥ T.

The previous lemma provides the tools needed to study the asymptotic behavior
of system (64) under the additional hypothesis that the function q0(�,w, z) vanishes
on A0 (or, equivalently, that A0 × {0} is invariant for (64)). This is specified in the
next proposition.

Proposition 4. Consider system (64) under the assumptions specified above and
assume, in addition, that q0(�,w, z) = 0 for all (�,w, z) ∈ A0. Then for any compact
set X there exists g�1 > 0 such that, for all g ≥ g�1 , the positive orbit of Z ×X under
the flow of (64) is bounded and limt→∞ x(t) = 0.

Proof. The proof is an easy consequence of the results of Lemma 7 and of the
small-gain theorem. As a matter of fact, we can pick ε ≤ d and set

Sε = {(z, x) ∈ R
p+s+n × R

m : dist(z,A0) ≤ ε, |x| ≤ ε}.

From property (b), it is seen that if g ≥ g�, any initial condition in Z×X produces a
trajectory of (64) which is bounded in forward time and satisfies (z(t), x(t)) ∈ Sε for
all t ≥ T . From property (a), it is seen that

dist(z(t− T ),A0) ≤ Me−a(t−T )dist(z(T ),A0) + γ max
τ∈[T,t−T ]

|x(τ)|

for all t ≥ T . Note that the differentiable function r(�,w, z, x), which vanishes for
x = 0, can be estimated as

|r(�,w, z, x)| ≤ α|x|
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for all (z, x) ∈ Sε, while the differentiable function q0(�,w, z), which vanishes on A0,
can be estimated as

|q0(�,w, z)| ≤ β dist(z,A0)

for all z ∈ Sε. Now, let P > 0 denote the solution of PA+ATP = −I, and let λ and
λ̄, respectively, denote the smallest and largest eigenvalue of P . Standard arguments
can be used to show that, for all t ≥ T ,

|x(t)| ≤

√
λ̄

λ
e−

λg
4λ̄

(t−T )|x(T )| + 4β

λg
|P | max

τ∈[T,t−T ]
dist(z,A0),

where λg = g − 2|P |α. Hence the result follows by classical small-gain arguments if
g�1 ≥ g� is picked so that the small-gain condition

λg�
1
> 4β|P |γ

is fulfilled. This completes the proof of Proposition 4.

Acknowledgments. The authors wish to thank Christopher I. Byrnes and Lau-
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paper.
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AND STABILITY RADII∗
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Abstract. In this paper we study the variation of the spectrum of block-diagonal systems under
perturbations of compatible block structure with fixed zero blocks at arbitrarily prescribed locations
(“Gershgorin-type perturbations”). We derive explicit and computable formulae for the associated
μ-values. The results are then applied to characterize spectral value sets and stability radii for such
perturbed systems. By specializing our results to the scalar diagonal case, the classical eigenvalue
inclusion theorems of Gershgorin, Brauer, and Brualdi are obtained as corollaries. Moreover it follows
that the inclusion regions of Brauer and Brualdi are optimal for the corresponding perturbation
structures.
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1. Introduction. More than 20 years ago, various researchers recognized the
importance of block-diagonal perturbations for describing structured uncertainties
of interconnected systems where the overall model uncertainty is a consequence of
those in its components; see [7] and [23]. Structured singular values (μ-values) were
introduced in [7] as a means of analyzing the effect of block-diagonal perturbations. In
recent years this concept has proved to be an effective tool in the robustness analysis of
systems with structured uncertainties and in the synthesis of robust control systems;
see, e.g., [1], [8], [19], [24].

Generalizing the definition in [7], the μ-value of a matrix M ∈ C
q×l with respect

to a given perturbation set Δ ⊂ C
l×q and a given norm ‖ · ‖ on C

l×q is the inverse
of the smallest ‖Δ‖, Δ ∈ Δ, such that 1 is an element of the spectrum of the matrix
product ΔM ; see [15]. The μ-value is denoted by μΔ(M). Explicit characterizations
of μΔ(M), M ∈ C

q×l, have been obtained in the full block case where Δ = C
l×q or

Δ = R
l×q. For most other perturbation structures, e.g., block-diagonal, computable

formulae are not available and so robust analysis/synthesis is usually based on upper
bounds for the μ-value; see [18], [19]. In this paper we study the converse of the
usual case in that we consider μ-problems where the nominal matrix M is block-
diagonal and the perturbations Δ ∈ Δ are constrained only by the condition that
they have zero blocks at certain fixed locations, e.g., on the diagonal (“Gershgorin
type perturbations”). In contrast to the usual case we will be able to derive a number
of computable exact formulae for the corresponding μ-values.

These formulae will then be applied to obtain computable characterizations of
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spectral value sets and stability radii of block-diagonal systems under Gershgorin-type
perturbations. Our objective is not only to prove new results but also to illustrate,
on the methodological side, that the techniques of μ-analysis in combination with
the concepts of spectral values sets and stability radii provide powerful tools for the
spectral analysis of interconnected systems with uncertain couplings.

Pseudospectra (spectral value sets for unstructured complex perturbations) have
been applied in various areas of the mathematical sciences, for instance, in numerical
analysis [27] and the stability analysis of fluid flows [22], [27]. However, they have
not found many applications in systems and control theory. For some papers in this
field, see [12], [14], [15]. The spectral value set of a matrix A under perturbations
A � AΔ, Δ ∈ Δ, consists of all eigenvalues of the perturbed matrices AΔ with
Δ ∈ Δ constrained by ‖Δ‖ < δ. Here δ reflects the level of uncertainty of the
nominal matrix measured in terms of some norm ‖ · ‖. By visualizing spectral value
sets as the perturbation level changes, one obtains insight into the mobility of the
eigenvalues under the perturbations in question. This is particularly useful for the
stability analysis of uncertain linear systems.

A linear system is said to be stable with respect to a given stability region Cg in
the complex plane if all the eigenvalues of the system matrix lie in Cg. The nominal
matrix A is regarded as an approximation to a system matrix whose exact value is
unknown. If σ(A) ⊂ Cg and a bound for the level of uncertainty is known, then the
exact system matrix will also be stable provided that the associated spectral value set
is contained in Cg.

An alternative but related approach is through the concept of a stability radius
[13], [15]. This is defined to be the smallest perturbation level for which at least one
of the perturbed matrices AΔ with Δ ∈ Δ, ‖Δ‖ ≤ δ becomes unstable. It is therefore
a robustness measure of the Cg-stability of the nominal matrix A. We will see that
spectral value sets and stability radii can be expressed in terms of μ-values (section 2).

In this paper we consider perturbations of the form A � AΔ = A + BΔC,
where A,B,C are given block-diagonal matrices and Δ ∈ Δ. The perturbed matrices
AΔ can be viewed as the system matrices of composite systems obtained by the
interconnection of subsystems via couplings determined by the Δ’s; see section 3.
The overall transfer matrix of the block-diagonal system is the direct sum of the
transfer matrices of its subsystems and thus the formulae we obtain for μ-values of
block-diagonal matrices can be applied to this transfer matrix to yield computable
formulae for the corresponding spectral value sets and stability radii.

In the decentralized control of large scale systems it is common to adopt a de-
composition principle where the overall system is regarded as the interconnection of
decoupled subsystems. For such systems a notion of connective stability has been
introduced where the decoupled subsystems are assumed to be stable and the system
is said to be connectively stable if the overall system is stable for all interconnections
in a set E which reflects the size and structure of the interconnections; see [25]. We
will see that the results we develop for the stability radii of systems of the form AΔ

can be used to obtain precise statements for the connective stability of large scale
systems.

The organization of the paper is as follows. In section 2 we give definitions of
spectral value sets and stability radii and establish their connection to μ-values. In
section 3 we introduce the perturbation structures to be considered and interpret
them in the context of interconnected systems. Sections 4 and 5 contain the main
results of this paper. Here we provide formulae for the computation of μ-values
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with respect to Gershgorin-type perturbations and apply them to obtain computable
characterizations of spectral value sets and stability radii. Two different types of
norms will be considered on the perturbation spaces. In section 6 we specialize our
results to the full class of all off-diagonal perturbations. Finally in section 7 we relate
our results to the classical eigenvalue inclusion theorems of Gershgorin, Brauer and
Brualdi; see [16].

2. The framework. In this section we introduce some basic concepts and fix the
notation. The symbols N,R,R+,C denote the sets of positive integers, real numbers,
nonnegative real numbers, and complex numbers, respectively. For a ∈ C the closed
disk of radius r > 0 in C is D(a, r) = {s ∈ C; |s−a| ≤ r}. By K

n×m we denote the set
of n×m matrices with entries in K, K = R or C. Furthermore, K

n = K
n×1 is the set

of column vectors of length n. The transpose of A∈K
n×m is denoted by A�. If A is

square, then σ(A), ρ(A) = C \ σ(A), and �(A) denote its spectrum, its resolvent set,
and its spectral radius, respectively, �(A) = max{|s|; s∈σ(A)}. We let Ln,l,q be the
set of triples of matrices (A,B,C) with A ∈ C

n×n, B ∈ C
n×l, C ∈ C

q×n, n, l, q∈N.
By ∂S we denote the boundary of the set S ⊆ C. We use the conventions

0−1 = ∞, ∞−1 = 0, inf ∅ = ∞,(1)

where ∅ stands for the empty set. Throughout the paper we will consider the following
perturbation structures; see [15].

Definition 2.1. Let l, q∈N. By Pl,q we denote the set of pairs (Δ, ‖ · ‖), where
• Δ 	= {0} is a nonempty closed subset of C

l×q which is star-shaped with respect
to 0; i.e., Δ∈Δ implies tΔ∈Δ for every t∈ [0, 1];

• ‖ · ‖ is a norm on the real vector space span
R
Δ ⊆ C

l×q.
By PC

l,q we denote the set of pairs (Δ, ‖ · ‖), where

• Δ 	= {0} is a nonempty closed subset of C
l×q which satisfies CΔ = Δ; i.e.,

Δ∈Δ implies that sΔ∈Δ for every s∈C;
• ‖ · ‖ is a norm on the complex vector space span

C
Δ ⊆ C

l×q.
The pairs (Δ, ‖ · ‖)∈Pl,q are called perturbation structures, and the pairs (Δ, ‖ · ‖)∈
PC

l,q are called complex perturbation structures.

By definition we have PC

l,q ⊂ Pl,q. Given any triple (A,B,C) ∈ Ln,l,q and a

perturbation structure (Δ, ‖ · ‖), we consider perturbations of A of the form

A � AΔ = A + BΔC, Δ ∈ Δ.(2)

Definition 2.2. Let (Δ, ‖ · ‖) ∈ Pl,q be a perturbation structure. The spectral
value set of the triple (A,B,C)∈Ln,l,q with respect to (Δ, ‖·‖)∈Pl,q and perturbation
level δ > 0 is the following subset of the complex plane:

σΔ(A,B,C; δ) :=
⋃

Δ∈Δ, ‖Δ‖<δ

σ(A + BΔC)

= {s∈C; ∃Δ ∈ Δ : ‖Δ‖ < δ, and det(sIn − (A + BΔC)) = 0}.

(3)

Thus the spectral value set σΔ(A,B,C; δ) is the union of all the spectra of the per-
turbed matrices AΔ where Δ∈Δ, ‖Δ‖ < δ. The assumption that the perturbation
class Δ is star-shaped with respect to 0 guarantees that each connected component
of σΔ(A,B,C; δ) contains an eigenvalue of A.
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A concept closely related to the notion of spectral value set is that of stability
radius. It presupposes that a stability region Cg ⊂ C is given and measures the
robustness of Cg-stability of a matrix A with respect to perturbations of the form (2).

Definition 2.3. Let Cg be a nonempty open subset of C. A matrix A∈C
n×n is

said to be Cg-stable if σ(A) ⊂ Cg. The Cg-stability radius of (A,B,C)∈Ln,l,q with
respect to (Δ, ‖ · ‖)∈Pl,q is defined as follows:

rΔ(A,B,C; Cg) := inf{‖Δ‖ ; Δ∈Δ, A + BΔC is not Cg-stable}

= inf{‖Δ‖ ; Δ∈Δ, σ(A + BΔC) 	⊂ Cg}.(4)

If A is not Cg-stable, then rΔ(A,B,C; Cg) = 0. It is easily seen that a minimum
in (4) always exists if rΔ(A,B,C; Cg) is finite. Obviously,

rΔ(A,B,C; Cg) = inf{δ > 0 ; σΔ(A,B,C; δ) 	⊆ Cg}.

Next, we give the definition of μ-values.

Definition 2.4. For (Δ, ‖ · ‖)∈Pl,q the corresponding μ-value of M ∈C
q×l is

given by

μΔ(M) := [ inf{‖Δ‖ ; Δ ∈ Δ, 1 ∈ σ(ΔM) } ]
−1

.(5)

Note that the set ΔM = {Δ ∈ Δ; 1 ∈ σ(ΔM)} is closed and does not contain
the zero matrix. Thus a minimum in (5) is attained and is nonzero unless ΔM = ∅.
Hence, with the conventions (1), μΔ(M) is always well defined and μΔ(M) = 0 if and
only if ΔM = ∅.

The following theorem specifies the relationship between spectral value sets, sta-
bility radii, and μ-values.

Theorem 2.5. Let (Δ, ‖·‖)∈Pl,q, (A,B,C)∈Ln,l,q, and G(s) = C(sIn−A)−1B.
Then

μΔ(G(s)) = [inf{‖Δ‖ | Δ∈Δ, s∈σ(A + BΔC) }]−1
, s∈ρ(A);(6)

σΔ(A,B,C; δ) = σ(A) ∪ {s ∈ ρ(A); μΔ(G(s)) > δ−1}, δ > 0;(7)

rΔ(A,B,C; Cg) =

(
sup

s∈∂Cg

μΔ(G(s))

)−1

if A is Cg-stable.(8)

Proof. (6) follows from the definition of μΔ(·) and the equivalence

s∈σ(A + BΔC) ⇔ 1∈σ(ΔG(s)),(9)

which holds for all s ∈ ρ(A) and all Δ ∈ C
l×q; see [13, Proposition 2.3]. Then the

characterizations (7), (8) are immediate consequences of (6).

Theorem 2.5 is the basis for our further development. It shows that spectral value
sets and stability radii can be calculated by evaluating the function s 
→ μΔ(G(s)).
For completeness we mention some facts related to the characterization (7). The
proofs can be found in [15], [17].
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Remark 2.6. Let (Δ, ‖ · ‖)∈PC

l,q. Then, for any δ > 0,

(i) the sets σΔ(A,B,C; δ) \ σ(A) = { s∈ρ(A) ; μΔ(G(s)) > δ−1 } are open;
(ii) the closure of σΔ(A,B,C; δ) is given by

cl (σΔ(A,B,C; δ))=
⋃

Δ∈Δ
‖Δ‖≤δ

σ(A + BΔC) = σ(A) ∪ {s ∈ ρ(A) ;μΔ(G(s))≥ δ−1};
(10)

(iii) the boundary of σΔ(A,B,C; δ) satisfies

∂σΔ(A,B,C; δ) \ σ(A) = { s∈ρ(A) ; μΔ(G(s)) = δ−1}.

Note that these statements do not hold for all perturbation structures (Δ, ‖·‖) ∈ Pl,q.
Next, we give a useful characterization of μΔ(·) via the spectral radius. It gener-

alizes a result of [19].
Lemma 2.7. Let M ∈C

q×l and (Δ, ‖ · ‖)∈PC

l,q. Then

μΔ(M) = max{ �(ΔM) ; Δ ∈ Δ, ‖Δ‖ = 1 }.(11)

Suppose that the maximum in (11) is nonzero and is attained at Δ ∈ Δ, ‖Δ‖ = 1.
Let Δ1 = s−1Δ, where s∈σ(ΔM) and |s| = �(ΔM) 	= 0. Then Δ1∈Δ, 1∈σ(Δ1M),
and ‖Δ1‖ = μΔ(M)−1.

Proof. Let �0 denote the maximum on the right-hand side of (11). For any nonzero
Δ∈Δ we have �(ΔM) = ‖Δ‖ �( Δ

‖Δ‖M) ≤ ‖Δ‖ �0. Hence, the condition 1∈σ(ΔM)

implies that 1 ≤ ‖Δ‖ �0. This yields μΔ(M) ≤ �0. Equality holds if �0 = 0. Suppose
�0 	= 0. Then the matrix Δ1 satisfies ‖Δ1‖ = �−1

0 and ‖Δ1‖ ≥ μΔ(M)−1. Thus
�0 = μΔ(M).

We now determine μΔ(M) for the case that Δ = C
l×q and the underlying norm

is an operator norm. Let ‖ · ‖α, ‖ · ‖β be norms on C
q and C

l, respectively. Then the
induced operator norms on C

l×q (resp., C
q×l) are defined by

‖Δ‖α,β = max
y∈Cq\{0}

‖Δy‖β
‖y‖α

, Δ∈C
l×q, and ‖M‖β,α = max

u∈Cl\{0}

‖Mu‖α
‖u‖β

, M ∈C
q×l.

Recall that, for every Δ ∈ C
l×q, there exist y ∈ C

q, u ∈ C
l, with ‖y‖α = ‖u‖Dβ = 1

and

‖Δ‖α,β = u�Δy.

Here ‖ · ‖Dβ denotes the dual of the norm ‖ · ‖β ,

‖u‖Dβ = max
z∈Cl\{0}

|u�z|
‖z‖β

, u ∈ C
l.

Proposition 2.8. Let ‖ · ‖α, ‖ · ‖β be norms on C
q and C

l, respectively. Let
‖ · ‖ = ‖ · ‖α,β be the induced operator norm and Δ := C

l×q. Then the following hold:
(a) For any M ∈C

q×l, μΔ(M) = ‖M‖β,α.
(b) Suppose M 	= 0. Let u ∈ C

l, y ∈ C
q be such that ‖u‖β = ‖y‖Dα = 1 and

y�Mu = ‖M‖β,α. Then the matrix Δ0 := ‖M‖−1
β,αuy

� satisfies 1∈σ(Δ0M)

and ‖Δ0‖ = μΔ(M)−1.
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Proof. If 1 ∈ σ(ΔM), then there is u 	= 0 with u = ΔMu. Hence,

0 	= ‖u‖β = ‖ΔMu‖β ≤ ‖Δ‖α,β ‖M‖β,α ‖u‖β .

Thus 1 ≤ ‖Δ‖α,β ‖M‖β,α. This implies μΔ(M) ≤ ‖M‖β,α. Equality holds if M =
0. Let M 	= 0. Then the matrix Δ0 satisfies ‖Δ0‖α,β = ‖M‖−1

β,α. Furthermore,

Δ0Mu = u. Thus 1 ∈ σ(Δ0M). It follows that μΔ(M) ≥ ‖Δ0‖−1
α,β = ‖M‖β,α. So

μΔ(M) = ‖M‖β,α = ‖Δ0‖−1
α,β .

Remark 2.9. Throughout the rest of this paper we consider only complex pertur-
bation structures. There are some results available for real perturbation structures.
For example, if M ∈C

q×l and Δ = R
l×q, there are formulae for μΔ(M) (and hence for

spectral value sets and stability radii) if R
l and R

q are normed with Euclidean norms;
see [15], [17], and [21]. In [15] formulae are proved for stability radii of a real diag-
onal matrix with respect to real off-diagonal perturbations; see Corollary 6.6 for the
complex case. Also in [20] a formula is given for the stability radius of real symmetric
systems with respect to real symmetric (or diagonal) dynamic perturbations.

Remark 2.10. σΔ(A,B,C; δ), rΔ(A,B,C; Cg), and μΔ(G(s)) depend strongly
upon the perturbation norm ‖ · ‖ on Δ. Also the problem of evaluating numerically
the formulae in Theorem 2.5 depends strongly on this norm. In a given application
one should therefore carefully choose the norm on the perturbation space in such a
way that it reflects the parametric uncertainty of the application and is also suitable
from a computational viewpoint. In order to provide greater flexibility we have stated
the results in the following sections for different classes of norms from which one can
choose the most appropriate norm in a given case. In general, the (approximate)
computation of σΔ(A,B,C; δ), rΔ(A,B,C; Cg), μΔ(G(s)) is a difficult problem, but
under specific conditions efficient algorithms and estimation procedures are available;
see, e.g., [5], [1], [18], [9], [26], [11].

3. Composite systems. Let us introduce some additional notation. In the
following, q, l are finite sequences q = (q1, . . . , qm), l = (l1, . . . , lm). We write m :=
{1, 2, . . . ,m} and denote by C

q×l := {[Mjk] ; Mjk ∈ C
qj×lk for (j, k) ∈ m × m} the

set of m×m block matrices

[Mjk] = [Mjk]j∈m,k∈m =

⎡
⎢⎣
M11 · · · M1m

...
...

Mm1 · · · Mmm

⎤
⎥⎦ .(12)

The block-diagonal matrix with blocks Mj ∈C
qj×lj , j∈m is denoted by

M = ⊕m
j=1Mj := diag(M1, . . . ,Mm)=

⎡
⎢⎢⎢⎢⎣
M1 0

M2

. . .

0 Mm

⎤
⎥⎥⎥⎥⎦ ∈ C

q×l.

For any index set I ⊆ m×m we denote by ΔI,q,l the set of block matrices Δ of the
form

Δ = [Δjk] :=

⎡
⎢⎣

Δ11 . . . Δ1m

...
...

Δm1 . . . Δmm

⎤
⎥⎦ , Δjk∈C

lj×qk and Δjk = 0 if (j, k) 	∈ I.(13)
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Given (Aj , Bj , Cj)∈Lnj ,lj ,qj , j ∈ m, the object of this paper is to study the variation
of the spectrum of the block-diagonal matrix A = ⊕m

j=1Aj under perturbations of the
form

A � AΔ := A + BΔC, Δ∈ΔI,q,l,(14)

where B, C are the block-diagonal matrices B = ⊕m
j=1Bj , C = ⊕m

j=1Cj .
The matrices AΔ have the following system theoretic interpretation. Consider

the system

Σ : ẋ(t) = Ax(t) + Bu(t), y(t) = Cx(t)(15)

which is the direct sum of the m subsystems

Σj : ẋj(t) = Ajxj(t) + Bjuj(t), yj(t) = Cjxj(t), j∈m.(16)

The transfer matrix of Σ is the direct sum of the transfer matrices of these subsystems:

G(s) = C(sI −A)−1B = ⊕m
j=1Gj(s), Gj(s) := Cj(sInj

−Aj)
−1Bj , j ∈ m.

(17)

Introducing the couplings

uj(t) =
∑

k∈m, (j,k)∈I
Δjk yk(t), j ∈ m,(18)

one obtains the composite system

ΣΔ :

⎡
⎢⎣
ẋ1

...
ẋm

⎤
⎥⎦ = (A + BΔC)

⎡
⎢⎣
x1

...
xm

⎤
⎥⎦ = AΔ

⎡
⎢⎣
x1

...
xm

⎤
⎥⎦ .(19)

Thus the perturbed system ΣΔ with system matrix AΔ can be viewed as the composite
system obtained by interconnecting the subsystems Σj via the couplings (18) defined
by the perturbation blocks Δjk. The unperturbed (“nominal”) system Σ0 : ẋ = Ax
obtained by setting Δ = 0 is simply the direct sum of the subsystems ẋj = Ajxj .

The pairs (j, k) ∈ I can be regarded as the oriented edges of a directed graph
Γ(m, I) whose vertices are the numbers 1, . . . ,m. This is illustrated in Example 3.1
for the case where m = 3. Observe that in the directed graph the endpoint of the
edge (j, k) is the first component, j.1 This orientation reflects the interconnection
structure (18).

Example 3.1. Consider the index set I = { (1, 2), (1, 3), (2, 1), (3, 2), (3, 3)}.
Then the matrices Δ ∈ ΔI,q,l take the form

Δ =

⎡
⎣ 0 Δ12 Δ13

Δ21 0 0
0 Δ32 Δ33

⎤
⎦ .

The directed graph Γ(3, I) and the block diagram of the closed loop system (19) are
shown in Figure 1.

1Note that this is the reverse of standard notation in graph theory. We have used our notation
to be in harmony with the system theoretic interpretation.
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Fig. 1. Composite system.

Applying Theorem 2.5, the spectral value sets and stability radii of the system
(A,B,C) under perturbations of the form (14) are given by

σΔI,q,l
(A,B,C; δ) = σ(A) ∪ {s∈ρ(A) ; μΔI,q,l

(G(s)) > δ−1}(20)

and

rΔI,q,l
(A,B,C; Cg) =

(
sup

s∈∂Cg

μΔI,q,l
(G(s))

)−1

.(21)

In order to determine the spectral value sets and stability radii via (20), (21) we
need to study the μ-values of block-diagonal matrices M = ⊕m

j=1Mj with respect to
perturbations Δ ∈ ΔI,q,l. Note that this is just the inverse situation of traditional
μ-analysis where block-diagonal perturbations of arbitrary matrices are considered;
see [7]. Applying Proposition 2.7, we obtain

μΔI,q,l
(M) = max

Δ∈ΔI,q,l
‖Δ‖=1

�(ΔM), M ∈C
q×l.(22)

The size of the perturbations Δ ∈ ΔI,q,l will be measured by two types of norms: a
weighted maximum of the nonzero block norms ‖Δjk‖, (j, k) ∈ I, and mixed operator
norms of the overall matrix Δ. In the next two sections we derive formulae for
μΔI,q,l

(M) with respect to these types of norms.
Remark 3.2. A composite system Σ of the form (15) which is the direct sum of

subsystems Σi of the form (16) is said to be connectively stable with respect to a given
set of interconnections E (possibly time-varying and/or nonlinear) if σ(Aj) ⊂ C−,
j ∈ m, and the origin of the interconnected system obtained from the block-diagonal
system Σ by the feedback u(t) = e(t, y(t)) is globally asymptotically stable for all
e ∈ E; see [25]. In the literature many different methods have been put forward
for obtaining sufficient criteria of connective stability based on knowledge of the sub-
systems Σi and their interconnection structure. Input-output and passivity methods
have been used, but the most popular seem to be Liapunov methods; see [25]. The
advantage of these methods is that time-varying and nonlinear interconnections can
be considered. However, the robustness results obtained in this way are in general
quite conservative. This is in contrast with the full block case (where ΔI,q,l = C

l×q;
i.e., I = m × m). In this case a quadratic Liapunov function of optimal robustness
can be constructed which secures asymptotic stability for all time-varying nonlinear-
ities with gain strictly smaller than rCl×q (A,B,C; C−); see [13] and [15, section 5.6].
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It remains an open problem to determine those perturbation structures ΔI,q,l for which
it is possible to construct a joint quadratic Liapunov function for all perturbed systems
ΣΔ, Δ ∈ ΔI,q,l, ‖Δ‖ < rΔI,q,l

(A,B,C; C−). Such a Liapunov function would secure
the connective stability for all time-varying nonlinearities with gain strictly smaller
than rΔI,q,l

(A,B,C; C−).

4. Weighted maximum norms. We consider the same basic framework as that
in section 3. Let ‖ · ‖αj

be a norm on C
qj and ‖ · ‖βk

be a norm on C
lk . We assume

that we are given a nonnegative weight matrix R = [rjk]∈R
m×m
+ and introduce the

index set

I = IR := {(j, k)∈m×m ; rjk > 0}.(23)

With these data we associate a normed perturbation space (ΔI,q,l, ‖ · ‖), where (see
(13))

ΔI,q,l = {[Δjk] ; Δjk ∈ C
lj×qk for j, k ∈ m and Δjk = 0 if (j, k) /∈ I}(24)

and ‖ · ‖ is the weighted maximum norm

‖Δ‖ := max
(j,k)∈I

r−1
jk ‖Δjk‖αk,βj , Δ ∈ ΔI,q,l.(25)

Note that the following equivalence holds for Δ∈C
l×q:

(Δ∈ΔI,q,l and ‖Δ‖ ≤ 1) ⇔ ‖Δjk‖αk,βj
≤ rjk for all (j, k)∈m×m.(26)

In this section we determine the μ-value of block-diagonal matrices with respect to
the perturbation structure (ΔI,q,l, ‖ · ‖) and apply it to obtain formulae for spectral
value sets and stability radii. We will make use of the following well-known results
from the theory of nonnegative matrices; see [2], [10], [16].

(�1) If A∈R
n×n is nonnegative, the spectral radius �(A) is an eigenvalue of A and

there exists a nonnegative eigenvector corresponding to �(A).
(�2) Let A1, A2∈R

n×n. If 0 ≤ A1 ≤ A2, then �(A1) ≤ �(A2).
(�3) If αv ≤ Av and v ≥ 0, v 	= 0, then α ≤ �(A). If Av ≤ βv and vi > 0 for

i ∈ n, then �(A) ≤ β.
The next lemma is a consequence of (�3).

Lemma 4.1. Let Yjk∈C
lj×lk , j, k∈m, and ‖ · ‖βj be a norm on C

lj . Then

�

⎛
⎜⎝
⎡
⎢⎣
Y11 . . . Y1m

...
...

Ym1 . . . Ymm

⎤
⎥⎦
⎞
⎟⎠ ≤ �

⎛
⎜⎝
⎡
⎢⎣
‖Y11‖β1,β1 . . . ‖Y1m‖βm,β1

...
...

‖Ym1‖β1,βm . . . ‖Ymm‖βm,βm

⎤
⎥⎦
⎞
⎟⎠ .(27)

Proof. Let λ∈C be an eigenvalue of the block matrix [Yjk], i.e.,⎡
⎢⎣
Y11 . . . Y1m

...
...

Ym1 . . . Ymm

⎤
⎥⎦
⎡
⎢⎣
x1

...
xm

⎤
⎥⎦ = λ

⎡
⎢⎣
x1

...
xm

⎤
⎥⎦ , xj ∈C

lj , j∈m,

and xj 	= 0 for at least one j. Then λxj =
∑m

k=1 Yjkxk for all j∈m. This implies

|λ| ‖xj‖βj ≤
m∑

k=1

‖Yjk‖βk,βj ‖xk‖βk
, j ∈ m.
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Setting A = (‖Yjk‖βk,βj
)j,k∈m and v = (vj)j∈m, where vj = ‖xj‖βj

, we have

|λ| vj ≤ (Av)j , j∈m.

Hence |λ| ≤ �(A) by (�3), and this implies (27).
We associate with any given block matrix M = [Mjk] ∈ C

q×l of the form (12) the
following nonnegative m×m matrix of block norms:

M̃ =

⎡
⎢⎣
‖M11‖β1,α1

. . . ‖M1m‖βm,α1

...
...

‖Mm1‖β1,αm
. . . ‖Mmm‖βm,αm

⎤
⎥⎦ .(28)

We now prove the main result of this section.
Theorem 4.2. Suppose R = [rjk]∈R

m×m is a nonnegative matrix and I = IR
is given by (23). If M = [Mjk] ∈ C

q×l and M̃ = (‖Mjk‖βk,αj )j,k∈m is the associated
matrix of block norms, then, with respect to the norm (25),

μΔI,q,l
(M) ≤ �(RM̃).(29)

Equality holds in (29) if M = ⊕m
j=1Mj, Mj ∈C

qj×lj , j∈m, is block-diagonal, viz.

μΔI,q,l
(M) = �(R diag(‖M1‖β1,α1 , . . . , ‖Mm‖βm,αm)).(30)

Proof. We have already seen that by Lemma 2.7,

μΔI,q,l
(M) = max

Δ∈ΔI,q,l
‖Δ‖=1

�(ΔM) .(31)

Moreover, if (ΔM)jk is the (j, k)-entry of the m×m block matrix ΔM ∈ C
l×l, then

‖(ΔM)jk‖βk,βj
=

∥∥∥∥∥
m∑
i=1

ΔjiMik

∥∥∥∥∥
βk,βj

≤
m∑
i=1

‖Δji‖αi,βj
‖Mik‖βk,αi

= (Δ̃M̃)jk, j, k ∈ m,

(32)

where Δ̃ := [‖Δjk‖αk,βj
]j,k∈m. Now let Δ = [Δjk] ∈ ΔI,q,l with ‖Δ‖ ≤ 1. Then

Δ̃ ≤ R by (26) and

�(ΔM) ≤ �([ ‖ (ΔM)jk ‖βk,βj ]) (by Lemma 4.1)

≤ �(Δ̃M̃) (by (32) and property (�2))

≤ �(RM̃) (by (26) and property (�2)).

Thus,

μΔI,q,l
(M) = max

Δ∈ΔI,q,l
‖Δ‖=1

�(ΔM) ≤ �(RM̃).

It remains to show that the latter inequality is actually an equality if M =
⊕m

j=1Mj is block-diagonal. For k∈m let yk∈C
qk and uk∈C

lk be such that ‖uk‖βk
=

‖yk‖Dαk
= 1 and y�k Mkuk = ‖Mk‖βk,αk

. Let Δ0 = [Δ0
jk], where Δ0

jk = rjkujy
�
k .

Then Δ0∈ΔI,q,l and ‖Δ0‖ = 1. Since RM̃ = R diag(‖M1‖β1,α1
, . . . , ‖Mm‖βm,αm

) ∈
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R
m×m is nonnegative, there is a nonnegative vector ξ = [ξ1, . . . , ξm]�∈R

m such that
RM̃ξ = �(RM̃)ξ. Define w = [ξ1u

�
1 , . . . , ξmu�

m]�. Then a straightforward compu-
tation yields Δ0 (⊕m

k=1Mk)w = �(RM̃)w. Thus μΔI,q,l
(M) ≥ �(Δ0 (⊕m

k=1Mk)) ≥
�(RM̃), and the proof is complete.

For the case where all the αj and βk are 2-norms, a characterization of μΔI,q,l
(M)

is given in Part I of [6] which shows that the μ-value can be obtained as the solution
of a smooth constrained optimization problem. Associated computational aspects are
discussed in Part II of [6].

We will now apply the above theorem to determine the spectral value sets and
stability radii of block-diagonal matrices A with respect to perturbations of the form
(14). Let BR(δ) denote the open ball with radius δ > 0 about the origin in the
perturbation space ΔI,q,l provided with the norm (25),

BR(δ) = {Δ ∈ ΔI,q,l; ‖Δ‖ < δ}.(33)

It follows from (26) that BR(δ) is the set of block matrices Δ = [Δjk] satisfying

‖Δjk‖αk,βj
< δ rjk, (j, k)∈I = IR, ‖Δjk‖αk,βj

= 0 otherwise.

Corollary 4.3. Suppose R = [rjk]∈R
m×m is a nonnegative matrix and I = IR

is given by (23). Let (Aj , Bj , Cj)∈Lnj ,lj ,qj , j ∈m, and consider perturbations (14)
of the block-diagonal matrix A. If ΔI,q,l is provided with the norm (25) and Gj(s) is
defined by (17), then the following hold:

(a) The spectral value set σΔI,q,l
(A,B,C; δ) is given by⋃

Δ∈BR(δ)

σ(AΔ) = σ(A) ∪
{
s∈ρ(A) ; �(R diag(‖G1(s)‖β1,α1

, . . . , ‖Gm(s)‖βm,αm
)) > δ−1

}
.

(b) Let Cg be an open subset of C and suppose A1, . . . , Am are Cg-stable (i.e., σ(A) ⊂
Cg). Then the stability radius is given by

rΔI,q,l
(A,B,C; Cg) =

(
sup

s∈∂Cg

�(R diag(‖G1(s)‖β1,α1
, . . . , ‖Gm(s)‖βm,αm

))

)−1

.

(34)

Proof. Applying Theorem 4.2, (a) follows directly from (20) and (b) follows from
(21).

We conclude this section by specializing the previous results to the scalar diagonal
case where A = diag(a1, . . . , an) is perturbed to AΔ = A + Δ with

Δ ∈ ΔI := {Δ ∈ C
n×n ; Δjk = 0 if rjk = 0}.(35)

Here R = (rjk)j,k∈n is a given nonnegative n× n matrix, and the perturbation space
ΔI is provided with the norm

‖Δ‖ = max
(j,k)∈I

r−1
jk |Δjk|, Δ ∈ ΔI , where I := IR = {(j, k)∈n× n ; rjk > 0}.(36)

This can be subsumed into the above framework by setting m = n, lj = qj = 1 for
j ∈ m; (Aj , Bj , Cj) = (aj , 1, 1), j ∈ m; and ‖Δjk‖αk,βj = |Δjk|, j, k ∈ m. Note that
for this special case Gj(s) = (s− aj)

−1, j ∈ m.
Corollary 4.4. Suppose R = [rjk]∈R

n×n is a nonnegative matrix with asso-
ciated index set I = IR defined by (36) and normed perturbation space (ΔI , ‖ · ‖)
defined by (35) and (36). Let a1, . . . , an ∈ C, σ0 = {a1, . . . , an}, and set AΔ =
diag(a1, . . . , an) + Δ for arbitrary Δ∈C

n×n. Then the following hold:
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Fig. 2. The sets Sj defined in (40).

(a)
⋃

Δ∈Cn×n, |Δ|≤R

σ(AΔ) = σ0 ∪ {s∈C \ σ0 ;

�(R diag(|s− a1|−1, . . . , |s− an|−1)) ≥ 1 }.
(b) If Cg is an open subset of C, σ0 ⊂ Cg, then

rΔIR
(diag(a1, . . . , an), In, In; Cg) =

(
sup

s∈∂Cg

�
(
R diag(|s− a1|−1, . . . , |s− an|−1)

))−1

.

(37)

(c) In particular, if Cg = C− := {s∈C ; �s < 0} and a1, . . . , an < 0, then

rΔIR
(diag(a1, . . . , an), In, In; C−) =

(
�(R diag(|a1|−1, . . . , |an|−1))

)−1
.

(38)

Proof. (a) follows directly from Corollary 4.3(a) since ‖Δ‖ ≤ 1 if and only if
Δ ∈ BR(δ) for all δ > 1. Equation (37) is a special case of (34) since Gj(s) =
(s−aj)

−1. To verify (38) note that by assumption, a1, . . . , an ∈ R and so the functions
ω 
→ |i ω−ak|−1 attain their maxima on R at ω = 0. Hence, the monotonicity property
(�2) of the spectral radius yields

sup
s∈iR

�
(
R diag(|s− a1|−1, . . . , |s− an|−1)

)
= �
(
R diag(|a1|−1, . . . , |an|−1)

)
.

Thus, (38) is a consequence of (37).
Example 4.5. Suppose A = diag(1, i,−2,−2i) and

R1 =
1

4

⎡
⎢⎢⎣

0 6 2 2
2 0 2 2
2 2 0 8
1 1 2 0

⎤
⎥⎥⎦ , R2 =

1

4

⎡
⎢⎢⎣

0 6 0 0
0 0 2 2
2 2 0 8
1 1 2 0

⎤
⎥⎥⎦ , R3 =

1

4

⎡
⎢⎢⎣

0 6 0 0
0 0 2 2
0 0 0 8
1 1 0 0

⎤
⎥⎥⎦ .(39)

Figure 2 shows the sets

Sj :=
⋃

Δ∈C4×4, |Δ|≤Rj

σ(A + Δ), j = 1, 2, 3.(40)

Note that R1 (resp., R2) is obtained from R3 by replacing all (resp., some) off-diagonal
zeros of R3 with 1/2. Since R1 ≥ R2 ≥ R3, the sets Sj decrease as j varies from 1 to
3. The pictures have been obtained via Corollary 4.4(a).
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5. Mixed operator norms. We consider the same basic framework as that in
the previous two sections. Let ‖ · ‖Cm be an absolute norm on C

m which is invariant
with respect to a permutation of the coordinates (for instance, a p-norm, 1 ≤ p ≤ ∞),
and let N (·) be the induced operator norm on C

m×m. For j, k ∈m let ‖ · ‖αj be a
norm on C

qj and let ‖ · ‖βk
be a norm on C

lk . Given any index set I ⊆ m ×m, we
define a norm on the perturbation space ΔI,q,l (24) by the formula

‖Δ‖ := N

⎛
⎜⎝
⎡
⎢⎣
‖Δ11‖α1,β1 . . . ‖Δ1m‖αm,β1

...
...

‖Δm1‖α1,βm
. . . ‖Δmm‖αm,βm

⎤
⎥⎦
⎞
⎟⎠ , Δ = [Δjk] ∈ ΔI,q,l.(41)

In this section we derive a formula for the μ-value of block-diagonal matrices M
with respect to the perturbation space ΔI,q,l provided with the norm (41). As a
preparation we consider the general case of an arbitrary block matrix M ∈ C

q×l

of the form (12) and determine an upper bound for μ
‖·‖

ΔI,q,l
(M) 2 in terms of the

associated nonnegative m×m matrix M̃ ; see (28).
Proposition 5.1. Let Mjk∈C

qj×lk , j, k∈m, M = [Mjk], and I ⊆ m×m. Then
with respect to the norm (41),

μ
‖·‖

ΔI,q,l
(M) ≤ μ

N

ΔI (M̃),(42)

where M̃ is defined by (28) and

ΔI := {[δij ] ∈ C
m×m; δij = 0 for (i, j) 	∈ I}.(43)

Proof. To prove (42) it suffices by Lemma 2.7 to show that for each Δ ∈ ΔI,q,l
with ‖Δ‖ = 1 there exists Δ̃ ∈ ΔI such that N (Δ̃) = 1 and �(ΔM) ≤ �(Δ̃M̃).
Given any Δ ∈ ΔI,q,l with ‖Δ‖ = 1, let Δ̃ ∈ R

m×m be the matrix in the parentheses

on the right-hand side of (41). Then Δ̃ ∈ ΔI and N (Δ̃) = ‖Δ‖ = 1 by (41). Let
u = (uj)j∈m ∈ ⊕m

j=1C
lj , u 	= 0, and λ ∈ C be such that ΔMu = λu and |λ| = �(ΔM).

We set ũ = (‖uj‖βj
)j∈m. If ΔMu = ((ΔMu)j)j∈m ∈ ⊕m

j=1C
lj is partitioned as u,

then, for every j ∈ m,

‖(ΔMu)j‖βj
=

∥∥∥∥∥
m∑

k=1

m∑
i=1

ΔjiMiku
k

∥∥∥∥∥
βj

≤
m∑

k=1

m∑
i=1

‖Δji‖αi,βj
‖Mik‖βk,αi

‖uk‖βk

= (Δ̃M̃ũ)j .

It follows that we have the componentwise inequality

Δ̃M̃ũ ≥
(
‖(ΔMu)j‖βj

)
j∈m

= |λ|ũ

and so �(Δ̃M̃) ≥ |λ| = �(ΔM) by (�3). This concludes the proof.
We will now prove that equality holds in (42) if M = [Mjk] is block-diagonal,

i.e., Mjk = 0 for j, k ∈ m, j 	= k. In the proof we will make use of some elementary
notions from graph theory [16], [2] which are summarized in the following remark.

2Since in this section we will consider μ-values with respect to more than one norm, we use the

notation μ
‖·‖
ΔI,q,l

where there may be a risk of confusion.



INTERCONNECTED SYSTEMS WITH UNCERTAIN COUPLINGS 869

Remark 5.2. A finite sequence γ = (j1, . . . , j�) of integers is said to be a path
from j1 to j� in the directed graph Γ(m, I) if (ji, ji+1)∈I for all i∈
− 1. Two nodes
j, k of Γ(m, I) are said to be strongly connected if there exists a path from j to k and
a path from k to j in Γ(m, I). A subset J ⊂ m is said to be strongly connected if
any two distinct nodes in J are strongly connected in Γ(m, I). The maximal strongly
connected subsets of m are called the strongly connected components of the directed
graph Γ(m, I). They form a partition of m. A finite sequence γ = (j1, . . . , j�) of
mutually distinct integers is said to be a cycle of length |γ| := 
 ≥ 1 of the directed
graph Γ(m, I) if (ji, ji+1)∈ I for all i∈ 
− 1 and (j�, j1)∈ I. We will write j ∈ γ if
j = ji for some i ∈ 
. By Z(I) we denote the set of all cycles in Γ(m, I). A cycle
γ ∈ Z(I) is said to be nontrivial if |γ| ≥ 2. If for a given j0 ∈ m there does not
exist a nontrivial cycle γ ∈Z(I) such that j0 ∈ γ, then {j0} is a strongly connected
component of Γ(m, I).

For any A = [ajk] ∈ C
m×m we set IA := {(j, k) ∈ m × m ; ajk 	= 0}. Let γ =

(j1, . . . , j�)∈Z(m×m). Then the cycle product of A over γ is defined as

∏
γ A :=

�∏
i=1

ajiji+1 , where j�+1 := j1.

Note that if γ = (j) is a cycle of length 1, then
∏

γ A = ajj .

If A = [ajk], B = [bjk]∈C
m×m we denote by A ◦ B the Hadamard product of A

and B, A ◦ B = [ajkbjk]∈C
m×m. For nonnegative matrices the Hadamard product

satisfies the following inequality which is a corollary of Theorem 5.7.21 in [16].
Lemma 5.3. Let A,B∈R

m×m
+ . If Z(IA) = ∅, then �(B ◦ A) = 0. Otherwise we

have

�(B ◦A) ≤ �(B) max
γ∈Z(IA)

(∏
γ A
) 1

|γ|
.

Given (m1, . . . ,m�) ∈ N
�, 
 ≥ 1, and matrices Cj ∈C

mj×mj+1 , j ∈ 
, where m�+1 :=
m1, the associated block cyclic matrix is defined by

Z(C1, . . . , C�) :=

⎡
⎢⎢⎢⎢⎢⎢⎣

0 C1 0 · · · 0

0
. . . C2

. . .
...

...
. . .

. . . 0
0 · · · · · · 0 C�−1

C� 0 · · · · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎦
∈ C

(
∑�

j=1 mj)×(
∑�

j=1 mj).

The next result which follows from the Frobenius theorem (see [10, Chapter XIII,
section 2]) determines the spectral radius of nonnegative cyclic matrices with scalar
blocks.

Lemma 5.4. Let c1, . . . , c� ≥ 0, 
 ∈ N. Then the spectrum of the cyclic matrix
Z(c1, . . . , c�) is given by

σ (Z(c1, . . . , c�)) = {e2πi k−1
� � ; k ∈ 
},(44)

where � = �(Z(c1, . . . , c�)) = (c1c2 · · · c�)1/�.
The following theorem is the main result of this section.
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Theorem 5.5. Suppose Mj ∈C
qj×lj for j ∈m, M = ⊕m

j=1Mj, and I ⊆ m ×m
are given and let I0 := {(j, k) ∈ I ; Mj 	= 0 and Mk 	= 0}. If (ΔI,q,l, ‖ · ‖) is the
perturbation structure defined by (24), (41) and ΔI defined by (43) is provided with
the norm N , then

μ
‖·‖

ΔI,q,l
(M) = μ

N

ΔI (M̃) =

⎧⎨
⎩

max
γ∈Z(I0)

(∏
j∈γ ‖Mj‖βj ,αj

) 1
|γ| if Z(I0) 	= ∅,

0 if Z(I0) = ∅,
(45)

where M̃ = diag(‖M1‖β1,α1
, . . . , ‖Mm‖βm,αm

).
Proof. Let c denote the right-hand-side of (45). We first show that

μ
‖·‖

ΔI,q,l
(M) ≤ μ

N

ΔI (M̃) = max
Δ̃∈ΔI
N(Δ̃)=1

�
(
Δ̃ M̃

)
≤ c.(46)

The first inequality in (46) follows directly from Proposition 5.1. To prove the second
inequality in (46) let E = [ejk] ∈ R

m×m, where ejk = 1 if (j, k) ∈ I and ejk = 0
otherwise. Set

A := EM̃ = E diag(‖M1‖β1,α1
. . . ‖Mm‖βm,αm

) = [ ejk‖Mk‖βk,αk
]∈R

m×m
+ .

Then IA ⊆ I, Z(IA) = Z(I0), and we have
∏

γ A =
∏

j∈γ ‖Mj‖βj ,αj
for every cycle

γ∈Z(I). Thus

c =

⎧⎨
⎩

max
γ∈Z(IA)

(∏
γ A
) 1

|γ| if Z(IA) 	= ∅,

0 otherwise.
(47)

Let Δ̃ = [Δ̃jk]∈ΔI with N (Δ̃) = 1. Then Δ̃M̃ = [Δ̃jk ejk ‖Mk‖βk,αk
] = Δ̃◦(EM̃) =

Δ̃ ◦A, and so by Lemma 5.3 and (47)

�(Δ̃M̃) = �(Δ̃ ◦A) ≤ �(Δ̃) c ≤ N (Δ̃)c = c.

This proves (46). If c = 0, then equality holds in (46) and hence (45). By Lemma 2.7
it remains to construct, for each cycle γ ∈ Z(I0), a matrix Δγ ∈ ΔI,q,l such that
‖Δγ‖ = 1 and

�
(
Δγ
(
⊕m

j=1Mj

) )
≥
(∏

j∈γ ‖Mj‖βj ,αj

) 1
|γ|

.(48)

The construction of Δγ is as follows. Suppose that γ = (j1, . . . , j�). For j ∈m let
uj ∈C

�j and yj ∈C
qj be such that ‖uj‖βj = ‖yj‖Dαj

= 1 and y�j Mjuj = ‖Mj‖βj ,αj .

Let Δγ := [Δγ
jk], where

Δγ
jk :=

⎧⎪⎨
⎪⎩
ujiy

�
ji+1

if (j, k) = (ji, ji+1), i∈
− 1,

uj�y
�
j1

if (j, k) = (j�, j1), j, k ∈ m.

0∈C
lj×qk otherwise.

For instance, if m=4, then

Δ(1,3,4) =

⎡
⎢⎢⎣

0 0 u1y
�
3 0

0 0 0 0

0 0 0 u3y
�
4

u4y
�
1 0 0 0

⎤
⎥⎥⎦, Δ(3,4,2,1) =

⎡
⎢⎢⎣

0 0 u1y
�
3 0

u2y
�
1 0 0 0

0 0 0 u3y
�
4

0 u4y
�
2 0 0

⎤
⎥⎥⎦.
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We claim that Δγ has the required properties. Obviously, Δγ ∈ΔI,q,l. To see that
‖Δγ‖ = 1, note that Δγ contains 
 ≥ 1 nonzero blocks and in each block row and each
block column of Δγ there is at most one nonzero block. All nonzero blocks have norm
1. Since the norm ‖ · ‖Cm is absolute and invariant with respect to a permutation of
the coordinates, it follows that

‖Δγ‖ = N ( [ ‖Δγ
jk‖αj ,βk

] ) = 1.

Let us show (48). Observe that the principal block submatrix of ΔγM corresponding
to the block rows and columns with numbers j1, . . . , j� is permutation similar to the
block cyclic matrix

Z(uj1y
�
j2Mj2 , uj2y

�
j3Mj3 , . . . , uj�y

�
j1Mj1) = Z(uj1y

�
j2 , uj2y

�
j3 , . . . , uj�y

�
j1)
(
⊕�

i=1Mji

)
.

By Lemma 5.4 the product � := (
∏

j∈γ ‖Mj‖βj ,αj )
1

|γ| is the spectral radius of the
matrix

Z = Z(‖Mj1‖βj1
,αj1

, . . . , ‖Mj�‖βj�
,αj�

).

Let ξ = [ξj1 , . . . , ξj� ]
�∈R

�
+ be an eigenvector of Z corresponding to �; see (�1). Then

the following relations hold:

‖Mji‖βji
,αji

ξji+1 =
(∏

j∈γ ‖Mj‖βj ,αj

) 1
|γ|

ξji , i∈
, j�+1 := j1.(49)

Now set w := [w�
1 , . . . , w�

m]�, where

wj =

{
ξji+1uji if j = ji, i∈
, j�+1 := j1,

0∈C
�j otherwise,

j ∈ m,

and let ŵ := [w�
j1
, w�

j2
, . . . , w�

j�
]�. Then using (49), we have

Z(uj1y
�
j2
, uj2y

�
j3
, . . . , uj�y

�
j1

)
(
⊕�

i=1Mji

)
ŵ

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 uj1y
�
j2Mj2 0 . . . 0

0 0 uj2y
�
j3Mj3

...
...

...
. . .

. . .
...

0 0
. . . uj�−1y

�
j�Mj�

uj�y
�
j1Mj1 0 . . . . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

ξj2uj1

ξj3uj2
...

ξj� uj�−1

ξj1uj�

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

‖Mj2‖βj2 ,αj2
ξj3 uj1

‖Mj3‖βj3
,αj3

ξj4 uj2
...
...

‖Mj�‖βj�
,αj�

ξj1 uj�−1

‖Mj1‖βj1 ,αj1
ξj2 uj�

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
(∏

j∈γ ‖Mj‖βj ,αj

) 1
|γ|

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ξj2 uj1

ξj3 uj2
...
...

ξj� uj�−1

ξj1 uj�

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
(∏

j∈γ ‖Mj‖βj ,αj

) 1
|γ|

ŵ.
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This implies that Δγ
(
⊕m

j=1Mj

)
w = (

∏
j∈γ ‖Mj‖βj ,αj

)
1

|γ| w. Thus (48) holds, and the
proof is complete.

As a corollary we obtain the following characterization of spectral value sets and
stability radii for the perturbation space (ΔI,q,l, ‖ · ‖).

Corollary 5.6. Suppose (Aj , Bj , Cj) ∈ Lnj ,lj ,qj for j ∈ m, δ > 0, I ⊂ m ×m
and Δ = ΔI,q,l is provided with the norm (41). Let A = ⊕m

j=1Aj, B = ⊕m
j=1Bj,

C = ⊕m
j=1Cj, and

Gj(s) := Cj(sInj
−Aj)

−1Bj , j ∈ m, I0 := {(j, k) ∈ I ; Bj 	= 0, Ck 	= 0}.

Then the following hold:
(a) If Z(I0) 	= ∅, the spectral value set of A with respect to perturbations of the

form (14) is given by

⋃
Δ∈ΔI,q,l, ‖Δ‖<δ

σ(AΔ) = σ(A) ∪
{
s ∈ ρ(A); max

γ∈Z(I0)

∏
j∈γ ‖Gj(s)‖βj ,αj

> δ−|γ|
}
.

(50)

If Z(I0) = ∅, then all the eigenvalues of A are fixed under perturbations of
the form (14); i.e., ⋃

Δ∈ΔI,q,l

σ(AΔ) = σ(A).

(b) If j0∈m, and there does not exist any cycle γ∈Z(I0) such that j0∈γ, then

σ(Aj0) ⊆ σ(AΔ), Δ ∈ ΔI,q,l.

(c) Let Cg be an open subset of C and suppose A1, . . . , Am are Cg-stable. Then
the stability radius rΔI,q,l

(A,B,C; Cg) is given by

rΔI,q,l
(A,B,C; Cg)

=

⎧⎪⎨
⎪⎩
[
sups∈∂Cg

maxγ∈Z(I0)

(∏
j∈γ ‖Gj(s)‖βj ,αj

) 1
|γ|
]−1

if Z(I0) 	= ∅,

∞ if Z(I0) = ∅.

(51)

Proof. (a) Since G(s) = ⊕m
j=1Gj(s) is the transfer function of (A,B,C), (a) is a

direct consequence of Theorems 2.5 and 5.5.
(b) Suppose Δ ∈ ΔI,q,l. Since AΔ = [Ajk+BjΔjkCk] and BjΔjkCk = 0 if (j, k) 	∈

I, Bj = 0, or Ck = 0, we have IBΔC ⊆ I0 and IAΔ ⊆ IA ∪I0 ⊆ {(k, k) ; k ∈ m}∪I0.
Now assume that there does not exist any cycle γ ∈ Z(I0) such that j0 ∈ γ. Then
(j0, j0) 	∈ I0; hence Bj0Δj0j0Cj0 = 0, and {j0} is a strongly connected component
of the directed graph Γ(m, IAΔ

). This implies that AΔ is permutation similar to a
matrix Ã of block upper triangular form:

AΔ ∼ Ã =

⎡
⎢⎢⎢⎣
Ã11 · · · · Ã1r

Ã22 · · · Ã2r

. . .
...

Ãrr

⎤
⎥⎥⎥⎦ ,
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Fig. 3. The boundaries of the Brualdi sets B(−2,−1, 1,−i, i; δ), δ = 1, 2, 3, 5, 20, 30.

where the diagonal blocks correspond to the connected components of the graph
Γ(m, IAΔ); see [2, section 2.3]. Hence Aj0 = Aj0 +Bj0Δj0j0Cj0 = Ãkk for some k ∈ r
and this shows that σ(Aj0) ⊂ σ(AΔ).

(c) If Z(I0) = ∅, then the last statement of (a) implies rΔI,q,l
(A,B,C; Cg) = ∞.

Now suppose Z(I0) 	= ∅. By the continuity of the spectrum, rΔI,q,l
(A,B,C; Cg) is

the largest value of δ such that σ(AΔ)∩ ∂Cg = ∅ for all Δ ∈ ΔI,q,l of norm ‖Δ‖ < δ.
By (a) this condition is equivalent to

max
γ∈Z(I0)

∏
j∈γ ‖Gj(s)‖βj ,αj

≤ δ−|γ|, s ∈ ∂Cg,

or, equivalently,

sup
s∈∂Cg

max
γ∈Z(I0)

(∏
j∈γ ‖Gj(s)‖βj ,αj

) 1
|γ| ≤ δ−1.

This concludes the proof of (51).

We will now specialize the previous result to the case where the blocks are reduced
to scalars, i.e., li = qi = 1 for i ∈ m. In this case a more concrete version of the formula
(50) is obtained in which the spectral value sets are expressed as a finite union of sets
of the following form:

B (z1, . . . , z�; δ) :=
{
s∈C ;

∏
j∈�|s− zj | ≤ δ

}
, 
 ∈ N, z1, . . . , z�∈C, δ ≥ 0.

(52)

These sets are called Brualdi sets in honor of Brualdi who introduced them in [4]. They
will be further discussed in what follows. Note that B (z1, . . . , z�; 0) = {z1, . . . , z�} and
B(z; δ) = D(z; δ) is the closed disk of radius δ about z. For an illustration, see Figure 3.

Corollary 5.7. Suppose aj , bj , cj ∈ C, j ∈ n, A = diag(a1, . . . , an), B =
diag(b1, . . . , bn), C = diag(c1, . . . , cn), I ⊆ n×n, and ‖ · ‖Cn is an arbitrary norm on
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C
n with induced operator norm N (·) on C

n×n. Let

ΔI := { [Δjk]∈C
n×n ; Δjk ∈ C and Δjk = 0 if (j, k) 	∈ I},

‖Δ‖ := N (|Δ|) = N

⎛
⎜⎝
⎡
⎢⎣
|Δ11| . . . |Δ1n|

...
...

|Δn1| . . . |Δnn|

⎤
⎥⎦
⎞
⎟⎠ , Δ ∈ ΔI ,(53)

AΔ := A + BΔC,

I0 := {(j, k) ∈ I ; bjck 	= 0}.

Then the following statements hold.
(a) For all δ > 0,

⋃
Δ∈ΔI
‖Δ‖≤δ

σ(AΔ) = {a1, . . . , an} ∪
⋃

(j1,...,j�)∈Z(I0)

B
(
aj1 , . . . , aj� ; δ�

∏�
i=1 |bjicji |

)
.

(54)

(b) Let j0 ∈ n and suppose there does not exist any cycle γ ∈ Z(I0) such that
j0∈γ. Then aj0 ∈σ(AΔ) for all Δ∈ΔI .

(c) If Cg is an open subset of C, a1, . . . , an ∈ Cg, then

rΔI (A,B,C; Cg)

=

⎧⎨
⎩

inf
s∈∂Cg

min
γ∈Z(I0)

(∏
j∈γ |s− aj |/|bjcj |

) 1
|γ| if Z(I0) 	= ∅,

∞ if Z(I0) = ∅.

(55)

Proof. (a) If Z(I0) = ∅, then Corollary 5.6 (a) implies⋃
Δ∈ΔI , ‖Δ‖≤δ

σ(AΔ) = {a1, . . . , an} .

Now suppose that Z(I0) 	= ∅ and let δ > 0. Since

G(s) = diag(g1(s), . . . , gn(s)), gj(s) = cj(s− aj)
−1bj , j ∈ n,

is the transfer function of the system (A,B,C), we have by (10) and Theorem 5.5 the
following equivalences for s∈C \ {a1, . . . , an}:

s ∈
⋃

Δ∈ΔI , ‖Δ‖≤δ

σ(AΔ)

⇔ μ
‖·‖

ΔI (diag(c1(s− a1)
−1b1, . . . , cn(s− an)−1bn)) ≥ δ−1

⇔ max
γ∈Z(I0)

(∏
j∈γ |cj(s− aj)

−1bj |
) 1

|γ| ≥ δ−1

⇔ ∃ γ∈Z(I0) :
(∏

j∈γ |cj(s− aj)
−1bj |

) 1
|γ| ≥ δ−1

⇔ ∃ γ∈Z(I0) :
∏

j∈γ |s− aj | ≤ δ|γ|
∏

j∈γ |bjcj |.

Hence (54) holds.
(b) is a special case of Corollary 5.6(b).
(c) Since |gj(s)|−1 = |s − aj |/|bjcj | if bjcj 	= 0, formula (55) is a special case of

(51).
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Remark 5.8. (i) Corollaries 5.6 and 5.7 show that the spectral value sets and
stability radii of block-diagonal and diagonal matrices with respect to the normed
perturbation structure (ΔI,q,l, ‖ · ‖) (see (41)) are independent of the norm N .

(ii) For the special case that Cg = C− and a1, . . . , an < 0 it follows from (55) that

rΔI (A,B,C; C−) = min
γ∈Z(I0)

(∏
j∈γ |aj |/|bjcj |

) 1
|γ|

= min
γ∈Z(I0)

(∏
j∈γ rC(aj , bj , cj ; C−)

) 1
|γ|

.

By Corollary 5.7 Brualdi sets play a fundamental role in determining the spectral
value sets of diagonal matrices with respect to perturbations Δ ∈ ΔI . We conclude
this section with some remarks concerning these sets. Each Brualdi set (52) can be
represented as the intersection of a family of sets which are unions of 
 closed disks
of centers zi, i ∈ 
. More precisely, we have the following proposition.

Proposition 5.9. Let z1, . . . , z�∈C and δ > 0. Then

B (z1, . . . , z�; δ) =
⋂

r1,...,r�>0,∏
j∈� rj=1

⎛
⎝⋃

j∈�

D(zj ; δ
1
� rj)

⎞
⎠ .(56)

Proof. Let D denote the set on the right-hand side of (56). Suppose that s 	∈ D.

Then there are r1, . . . , r� > 0 such that
∏

j∈� rj = 1 and |s − zj | > δ
1
� rj for all

j ∈ 
. Multiplying the latter inequalities we obtain that
∏

j∈� |s − zj | > δ. Thus s 	∈
B (z1, . . . , z�; δ). Hence B (z1, . . . , z�; δ) ⊆ D. Now suppose that s 	∈ B (z1, . . . , z�; δ);

then δ1 :=
∏

j∈� |s − zj | > δ. If we define rj > 0 by |s − zj | = δ
1
�
1 rj , j ∈ 
, then

s 	∈
⋃

j∈� D(zj ; δ
1
� rj) and

∏
j∈� rj = 1. So s 	∈ D.

From the relation (56) one can derive an upper bound for the connected compo-
nents of Brualdi sets.

Proposition 5.10. Let z1, . . . , z�∈C and δ > 0. Then the following hold:
(a) Each connected component of B(z1, . . . , z�; δ) contains at least one of the

points zj, j∈
.
(b) Let ε > 0 and suppose that for a given j ∈ 


min
k∈�,k �=j

|zj − zk| > δ
1
�

(
ε + ε−

1
�−1

)
.(57)

Then the connected component Kj of B(z1, . . . , z�; δ) with zj ∈ Kj is contained

in D(zj ; εδ
1
� ).

Proof. (a) Set f(s) :=
∏

j∈�(s − zj). Let K be a connected component of
B(z1, . . . , z�; δ). Then K is compact. Hence there exists s0 ∈K such that |f(s0)| =
mins∈K |f(s)|. Let U be an open neighborhood of s0 such that U ∩ B(z1, . . . , z�; δ) =
U ∩ K. By the definition of B(z1, . . . , z�; δ) we have |f(s)| > δ for all s ∈ U \ K.
Thus |f(s0)| = mins∈U |f(s)| and this implies f(s0) = 0 since f is holomorphic and
nonconstant. Thus s0 = zj for some j∈
.

(b) For i∈
 set

ri =

{
ε if i = j,

ε−
1

�−1 otherwise.
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Fig. 4. The Brualdi set B(−3, 1, 1 + ı, 1 − ı; δ), δ = 5.

Then
∏

i∈� ri = 1 and Proposition 5.9 yields that B(z1, . . . , z�; δ) ⊆
⋃

i∈� D(zi; δ
1
� ri).

The condition (57) implies that D(zj ; δ
1
� rj) ∩ D(zk; δ

1
� rk) = ∅ for all k 	= j. Thus

Kj ⊆ D(zj ; δ
1
� rj).

Roughly speaking, the above proposition states that if the distance of zj ∈ C

from the numbers zk ∈ C, k 	= j, is large, then the connected component Kj of
B(z1, . . . , z�; δ) is a small set. This is illustrated in Figure 4.

6. Off-diagonal perturbation structures. We consider the same basic frame-
work as that in section 5 but now the index set is off-diagonal:

Ioff := {(j, k)∈m×m ; j 	= k}.(58)

The corresponding perturbation class ΔIoff ,q,l is the set of all m×m block matrices
Δ = [Δjk] such that Δjk ∈ C

lj×qk and Δjj = 0 for all j, k ∈m. In this section we
derive formulae for the corresponding μ-function, spectral value sets, and stability
radii.

Recall the following inequality for the geometric mean.
Lemma 6.1. Let c1 ≥ c2 ≥ · · · ≥ c� ≥ 0. Then, for all k ∈ 
, (

∏�
j=1 cj)

1
� ≤

(
∏k

j=1 cj)
1
k .

For I = Ioff the following proposition is a special case of Theorem 5.5.
Proposition 6.2. Let Mj ∈C

qj×lj , j∈m, M =
⊕m

j=1 Mj. Then with respect to
the norm (41),

μΔIoff ,q,�
(M) = max

1≤j<k≤m

√
‖Mj‖βj ,αj ‖Mk‖βk,αk

.

Proof. Each pair (j, k) ∈m × m, j 	= k, is a cycle in the graph associated with
Ioff . Thus

max
1≤j<k≤m

√
‖Mj‖βj ,αj ‖Mk‖βk,αk

≤ max
γ∈Z(Ioff)

(∏
j∈γ ‖Mj‖βj ,αj

) 1
|γ|

.(59)

Each cycle γ∈Z(Ioff) has length |γ| ≥ 2. Let γ = (j1, . . . , j�), and let ji, jr∈γ be such
that i 	= r and ‖Mji‖βji

,αji
≥ ‖Mjr‖βjr ,αjr

≥ ‖Mjν‖βjν ,αjν
for all ν ∈ 
 \ {i, r}. By

Lemma 6.1 we have that (
∏

j∈γ ‖Mj‖βj ,αj )
1

|γ| ≤
√
‖Mji‖βji

,αji
‖Mjr‖βjr ,αjr

. Thus,
equality holds in (59). Now, the proposition follows from Theorem 5.5.
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An analogous result holds if the underlying norm on ΔIoff ,q,l is the operator norm
induced by p-norms on C

l1+···+lm and C
q1+···+qm . The corresponding μ-function will

be denoted by μ
(p)
ΔIoff ,q,l

(·). To prove the result we need the following lemma.

Lemma 6.3. Let mj , nj ∈N, j = 1, 2, and suppose ‖ · ‖α and ‖ · ‖β are absolute
norms on C

m1+m2 and C
n1+n2 , respectively. If X ∈ C

m1×n2 , Y ∈ C
m2×n1 , and Z ∈

C
m2×n2 , then ∥∥∥∥

[
0 tX
tY Z

] ∥∥∥∥
β,α

≤ t

∥∥∥∥
[

0 X
Y Z

] ∥∥∥∥
β,α

, t ≥ 1.

Proof. The function

ζ 
→ f(ζ) :=

∥∥∥∥
[

0 X
Y ζ Z

] ∥∥∥∥
β,α

is convex on R, and since ‖ · ‖α and ‖ · ‖β are absolute, we have that

f(−ζ) =

∥∥∥∥
[
Im1 0
0 −Im2

] [
0 X
Y ζ Z

] [
−In1 0

0 In2

] ∥∥∥∥
β,α

= f(ζ)

for all ζ ∈R. From this it follows that f is a nondecreasing function on [0,∞). Thus
for all t ≥ 1,∥∥∥∥

[
0 tX
tY Z

] ∥∥∥∥
β,α

= tf

(
1

t

)
≤ tf(1) = t

∥∥∥∥
[

0 X
Y Z

] ∥∥∥∥
β,α

.

In the following theorem ‖ · ‖p denotes the operator norm induced by p-norms on
the corresponding vector spaces.

Theorem 6.4. Suppose p ∈ [1,∞], Mj ∈ C
qj×lj for j ∈m and M =

⊕m
j=1 Mj.

Then

μ
(p)
ΔIoff ,q,l

(⊕m
j=1 Mj

)
= max

1≤j<k≤m

√
‖Mj‖p ‖Mk‖p .

Proof. Without loss of generality we may assume that ‖M1‖p ≥ ‖M2‖p ≥ ‖Mj‖p
for j ≥ 3. Let Δ∈ΔIoff ,q,l. Then Δ =

[
0 X
Y Z

]
for some X ∈C

l1×Q′
, Y ∈C

L′×q1 ,

Z ∈C
L′×Q′

, where Q′ =
∑m

j=2 qj , L
′ =

∑m
j=2 lj . Suppose first that M2 = 0. Then

all eigenvalues of ΔM =
[

0 0
YM1 0

]
are zero for all Δ ∈ ΔIoff ,q,l. Consequently,

μ
(p)
ΔIoff ,q,l

(M) = 0 =
√
‖M1‖p‖M2‖p. Suppose now that M2 	= 0 and let

Ft := diag(tIq1 , IQ′), Gt := diag(tIl1 , IL′), t :=

√
‖M1‖p
‖M2‖p

≥ 1.

Then ‖t−2M1‖p = ‖M2‖p and therefore

‖F−1
t MG−1

t ‖p = ‖diag
(
t−2M1,M2,M3, . . . ,Mm

)
‖p = ‖M2‖p.

By Lemma 6.3 ‖GtΔFt‖p ≤ t ‖Δ‖p for all Δ ∈ ΔIoff ,q,l. Suppose that ‖Δ‖p = 1.
Then we have

�(ΔM) ≤ ‖GtΔMG−1
t ‖p = ‖(GtΔFt)(F

−1
t MG−1

t )‖p
≤ ‖GtΔFt‖p ‖F−1

t MG−1
t ‖p = ‖GtΔFt‖p ‖M2‖p

≤ ‖Δ‖p t ‖M2‖p =
√
‖M1‖p‖M2‖p .
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Therefore μ
(p)
ΔIoff ,q,l

(M) ≤
√
‖M1‖p‖M2‖p . To see that equality holds, let uj ∈ C

lj ,

yj ∈C
qj , j = 1, 2, be such that ‖uj‖p = ‖yj‖Dp = 1 and y�j Mjuj = ‖Mj‖p, j = 1, 2.

Define

Δ0 := diag

([
0 u1y

�
2

u2y
�
1 0

]
, 0
)

∈ ΔIoff ,q,l , u :=

⎡
⎢⎣
√
‖M2‖p u1√
‖M1‖p u2

0

⎤
⎥⎦ ∈ C

l1+···+lm .

Then ‖Δ0‖p = 1, and an easy calculation yields Δ0Mu =
√
‖M1‖p ‖M2‖p u. Thus

μ
(p)
ΔIoff ,q,l

(M) ≥ �(Δ0M) ≥
√
‖M1‖p ‖M2‖p , and this concludes the proof.

We have not been able to extend Theorem 6.4 to arbitrary index sets I ⊆ m×m
and so we formulate a conjecture in this respect as an open question.

Open question: Does the identity

μ
(p)

ΔI,q,l

(⊕m
j=1 Mj

)
= max

γ∈Z(I)

(∏
j∈γ ‖Mj‖p

) 1
|γ|

hold for arbitrary index sets I ⊆ m×m?
As corollaries of Proposition 6.2 and Theorem 6.4 we obtain the following formulae

for spectral value sets and stability radii. The first corollary deals with the general
block-diagonal case, and the second deals with the (scalar) diagonal case.

Corollary 6.5. Suppose (Aj , Bj , Cj) ∈ Lnj ,lj ,qj , j ∈ m, A = ⊕m
j=1Aj, B =

⊕m
j=1Bj, C = ⊕m

j=1Cj, δ > 0, and ΔIoff ,q,l is provided with the norm (41) or with the
operator norm induced by some p-norm, 1 ≤ p ≤ ∞.

Let Gj(s) = Cj(sInj
− Aj)

−1Bj, j ∈ m, and define ‖Gi(s)‖ = ‖Gi(s)‖βi,αi
or

‖Gi(s)‖ = ‖Gi(s)‖p, i ∈ m, respectively. Then the following hold:
(a) The spectral value set of A with respect to perturbations of the form

A � AΔ = A + BΔC, Δ∈ΔIoff ,q,l, ‖Δ‖ < δ,(60)

is given by ⋃
Δ∈ΔIoff ,q,l

‖Δ‖<δ

σ(AΔ)

= σ(A) ∪
{
s ∈ ρ(A); max

1≤j<k≤m

√
‖Gj(s)‖‖Gk(s)‖ > δ−1

}
.

(61)

(b) Let Cg be an open subset of C and suppose A1, . . . , Am are Cg-stable. Then
the stability radius is given by

rΔIoff ,q,l
(A,B,C; Cg) =

[
sup

s∈∂Cg

max
1≤j<k≤m

√
‖Gj(s)‖‖Gk(s)‖

]−1

≥ min
1≤j<k≤m

√
rC(Aj , Bj , Cj ; Cg) rC(Ak, Bk, Ck; Cg).

(62)

Proof. Making use of Theorem 2.5 and Proposition 6.2 (resp., Theorem 6.4), the
corollary can be proved in a way similar to that of Corollary 5.6(a),(c).
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Corollary 6.6. Suppose aj , bj , cj ∈ C, j ∈ n, A = diag(a1, . . . , an), B =
diag(b1, . . . , bn), C = diag(c1, . . . , cn), and N (·) is an arbitrary operator norm on
C

n×n. Let

ΔIoff
:=
{
[Δjk]∈C

n×n ; Δ11 = · · · = Δnn = 0
}

be provided with the norm ‖ · ‖ = ‖ · ‖p, 1 ≤ p ≤ ∞, or

‖Δ‖ := N (|Δ|) = N

⎛
⎜⎝
⎡
⎢⎣
|Δ11| . . . |Δ1n|

...
...

|Δn1| . . . |Δnn|

⎤
⎥⎦
⎞
⎟⎠ , Δ ∈ ΔIoff

,(63)

AΔ := A + BΔC.

If A = diag(a1, . . . , an), B = diag(b1, . . . , bn), C = diag(c1, . . . , cn), then the following
statements hold:

(a) For all δ > 0,

⋃
Δ∈ΔIoff

, ‖Δ‖≤δ

σ(AΔ) =
{
s ∈ C; min

1≤j<k≤n
|s− aj ||s− ak|

≤ δ2|bjcjbkck|
}
.

(64)

(b) If Cg is an open subset of C and a1, . . . , an ∈ Cg, then

rΔIoff
(A,B,C; Cg) = inf

s∈∂Cg

min
1≤j<k≤n

(
|s− aj |
|bjcj |

|s− ak|
|bkck|

)1/2

.(65)

Proof. Making use of Theorem 2.5 and Proposition 6.2 (resp., Theorem 6.4) the
corollary can be proved in a way similar to that of Corollary 5.7.

If Cg = C− and a1, . . . , an < 0, then |ıω − aj | ≥ |aj | for all ω ∈ R, j ∈ n, so that
(65) implies

rΔIoff
(A,B,C; C−) = min

1≤j<k≤n

(
|ajak|

|bjcjbkck|

)1/2

.

7. Application: Inclusion theorems. An arbitrary matrix A = [ajk]∈C
n×n

can be represented as a perturbation of the diagonal matrix DA = diag(a11, . . . , ann)
by an off-diagonal perturbation matrix ΔA:

A = DA + ΔA, where ΔA = A−DA ∈ ΔIoff

:=
{
[Δjk]∈C

n×n ; Δ11 = · · · = Δnn = 0
}
.

Hence, setting

I := IA ∩ Ioff = {(j, k) ∈ n× n ; j 	= k and ajk 	= 0},(66)

we have by Remark 2.6(ii) that

σ(A) ⊆
⋃

Δ∈ΔI , ‖Δ‖≤‖ΔA‖
σ(DA + Δ) = σΔI (DA, In, In; ‖ΔA‖).(67)
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Fig. 5. The ovals of Cassini C(1,−1; ρ), ρ = 0.25, 0.8, 1, 1.4, 2, 4.

Applying the previous results about spectral value sets of diagonal matrices, one
obtains different estimates for the location of the spectrum of A (depending on whether
one chooses the perturbation norm to be (36) or (63)). In this section we recall the
classical eigenvalue inclusion theorems of Gershgorin, Brauer, and Brualdi and show
how they can be obtained as corollaries of the results in the previous sections.

Gershgorin’s theorem states that for all A = [ajk]∈C
n×n

σ(A) ⊂ GA :=
⋃
j∈n

D(ajj ;Rj(A)), where Rj(A) :=
∑

k∈n,k �=j

|ajk|.(68)

Gershgorin’s theorem was improved by Brauer [3]. He used inclusion regions for the
eigenvalues of the following type:

C(z1, z2; ρ) := {s∈C ; |s− z1| |s− z2| ≤ ρ }, z1, z2∈C, ρ ≥ 0.

The sets C(z1, z2; ρ) and their boundaries are called the ovals of Cassini. For an il-
lustration, see Figure 5. Brauer’s theorem states that

σ(A) ⊆ CA :=
⋃

1≤j<k≤n

C(ajj , akk;Rj(A)Rk(A)), A = [ajk]∈C
n×n.(69)

A further refinement has been obtained by Brualdi [4] who gave more precise infor-
mation about the location of the eigenvalues by taking into account the zero structure
of A. For this he introduced sets of the form (52) which now carry his name. With
every matrix A = [ajk]∈C

n×n we associate the following union of Brualdi sets:

BA :=
⋃

(j1,...,j�)∈Z(I)

B
(
aj1j1 , . . . , aj�j� ;

∏�
i=1 Rji(A)

)
,(70)

where Rj are as in (68) and I := IA ∩ Ioff ; see (66). Brualdi’s theorem states that

σ(A) ⊆ BA(71)

provided that each index j∈n is contained in some cycle γ∈Z(I). From Corollary 5.7
we obtain the following slight extension of this result.
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Corollary 7.1. Let A∈C
n×n and set

σ0(A) := {ajj ; j∈n and ∀γ∈Z(I) : j 	∈ γ}
= {ajj ; j∈n and (j∈γ∈Z(IA) ⇒ γ = (j))}.

Then σ0(A) ⊆ σ(A) and σ(A) \σ0(A) ⊆ BA. In particular, if σ0(A) = ∅, then
σ(A) ⊆ BA.

Proof. If A∈C
n×n is a diagonal matrix, then there is nothing to prove. Assume

that A is nondiagonal and has off-diagonal row sums Rj(A), j ∈ n. Set Δ̃ = [Δ̃jk]∈
C

n×n, where

Δ̃jk :=

{
Rj(A)−1ajk if j 	= k and Rj(A) 	= 0,

0 otherwise.

Then A = AΔ̃ := diag(a11, . . . , ann)+diag(R1(A), . . . , Rn(A)) Δ̃, and ‖Δ̃‖1 = 1. Note

that ‖Δ‖1 = ‖ |Δ| ‖1 is a norm of the form (63). Furthermore, we have that Δ̃∈ΔI ,
where I = IA ∩ Ioff . Thus

σ(A) ⊆
⋃

Δ∈ΔI , ‖Δ‖1≤1

σ(AΔ),

where AΔ := diag(a11, . . . , ann) + diag(R1(A), . . . , Rn(A)) Δ.

Hence, applying Corollary 5.7 with the norm N (·) = ‖·‖1, δ = 1, bi = Ri(A), and
ci = 1, i ∈ n, we obtain the result: σ0(A) ⊆ σ(A) follows from (b) and σ(A)\σ0(A) ⊆
BA follows from (a).

An equivalent extension of Brualdi’s result can be found in [29, Theorem 2.5]
(note that the definition of BA in [29] is different from ours).

We conclude this paper with a brief discussion of the relationship between the
above results of Gershgorin, Brauer, and Brualdi. First note that B(z1; ρ) = D(z1; ρ)
and B(z1, z2; ρ) = C(z1, z2; ρ). The following proposition yields a useful tool for estab-
lishing inclusion relations between these sets.

Proposition 7.2. Let z1, . . . , z�∈C and ρ1, . . . , ρ� ≥ 0. Then

B
(
z1, . . . , z�;

∏
j∈� ρj

)
⊆
⋃
k∈�

B
(
z1, . . . , ẑk, . . . , z�;

∏
j∈�, j �=k ρj

)
,

where B
(
z1, . . . , ẑk, . . . , z�;

∏
j∈�, j �=k ρj

)
=
{
s∈C ;

∏
j∈�, j �=k |s− zj | ≤

∏
j∈�,j �=k ρj

}
.

Proof. Suppose that s 	∈
⋃

k∈� B (z1, . . . , ẑk, . . . , z�;
∏

j∈�, j �=k ρj). Then we have,

for all k ∈ 
,
∏

j∈�, j �=k |s − zj | >
∏

j∈�, j �=k ρj . By multiplying these 
 inequalities we

obtain (
∏

j∈�|s− zj | )�−1 > (
∏

j∈� ρj )�−1. Thus s 	∈ B(z1, . . . , z�;
∏

j∈� ρj).

By induction we obtain from Proposition 7.2 the following corollary.
Corollary 7.3. Let z1, . . . , z�∈C and ρ1, . . . , ρ� ≥ 0. Then

B
(
z1, . . . , z�;

∏
j∈� ρj

)
⊆

⋃
1≤j<k≤�

C(zj , zk; ρjρk) ⊆
⋃
j∈�

D(zj ; ρj).
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Fig. 6. Comparison of the regions GA, CA, and BA.

Corollary 7.3 implies that for all A∈C
n×n, n ≥ 2,

BA ⊆ CA ⊆ GA.(72)

Thus the theorems of Brauer and Gershgorin are consequences of Corollary 7.1. The
first inclusion in (72) has been shown by Varga [28], the second by Brauer [3].
Note that each of the three sets, BA, CA,GA, is closed (as a finite union of closed
sets).

Example 7.4. Consider the following matrix and the corresponding incidence
graph:

A =

⎡
⎢⎢⎣

1 1.5 0 0
0 ı 0.5 −0.5ı
0 0 −2 2

0.25 0.25ı 0 −2ı

⎤
⎥⎥⎦

The matrix A can be represented as a sum of the diagonal matrix A0 = diag(1, ı,
−2,−2ı) and the off-diagonal perturbation R3 ∈ Ioff defined in Example 4.5. Fig-
ure 6 illustrates the eigenvalue inclusion regions for A due to Gershgorin, Brauer, and
Brualdi.

The crosses mark the diagonal elements of A. Comparing the right-hand figures
in Figures 2 and 6, we see that the inclusion provided by Corollary 4.4(a) is somewhat
tighter than the estimate provided by Brualdi’s theorem; see (71).

The above example should not convey the impression that Brualdi sets are always
considerably smaller then the corresponding Brauer sets. In fact, one can easily see
that they are equal if all off-diagonal entries of A are nonzero, i.e., IA ⊃ Ioff . For
more details on this, see [29, section 2.3].

Although the theorems of Gershgorin, Brauer, and Brualdi follow directly from
our main results, we emphasize that the problems underlying the inclusion theorems
and those underlying our results are quite different. The inclusion theorems consider
the matrix A = DA+ΔA as given and establish upper bounds for σ(A) viewing A as the
result of a (known) off-diagonal perturbation of DA. On the contrary, Corollaries 5.7
and 4.4 provide precise formulae for the union of the spectra of all the matrices
AΔ = DA + Δ where Δ is an arbitrary complex matrix of norm ≤ δ with the zero
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structure determined by I (resp., an arbitrary complex matrix satisfying |Δ| ≤ R).
In these corollaries the diagonal matrix DA, the index set I, and the uncertainty level
δ > 0 (resp., the diagonal matrix DA and the nonnegative matrix R) are the only data.
It follows from Corollary 6.6 that

σ(A)⊆
⋃

Δ∈ΔIoff
‖Δ‖1≤1

σ(DA + BΔ)=

{
s ∈ C; min

1≤j<k≤m
|s− ajj ||s− akk| ≤ Rj(A)Rk(A)

}
= CA,

(73)

where B = diag(R1(A), . . . , Rn(A)); see (69). Under the assumptions of Brualdi’s
theorem we have

σ(A) ⊆
⋃

Δ∈ΔI
‖Δ‖1≤1

σ(DA + BΔ) =
⋃

(j1,...,j�)∈Z(I)

B
(
aj1 , . . . , aj� ;

∏�
i=1 Ri(A)

)
= BA,

(74)

where I := IA ∩ Ioff ; see the proof of Corollary 7.1, (54), and (70). Hence the
upper bounds in the inclusion theorems of Brauer and Brualdi, respectively, are tight
estimates which cannot be improved if we presuppose as the only a priori knowledge
the diagonal of A and the off-diagonal row sums Rj(A) (resp., the diagonal of A, the
zero pattern of A, and the off-diagonal row sums Rj(A)). To make this more precise
we note that

{DA + BΔ; Δ ∈ ΔIoff
and ‖Δ‖1 ≤ 1}

is the set of all matrices Ã∈C
n×n with the same diagonal as A and with off-diagonal

row sums Rj(Ã) ≤ Rj(A). By (73) the Brauer set CA is exactly the union of the
spectra of all these matrices. Similarly,

{DA + BΔ; Δ ∈ ΔI and ‖Δ‖1 ≤ 1}

is the set of all matrices Ã ∈ C
n×n with the same diagonal as A, with row sums

Rj(Ã) ≤ Rj(A), and with IÃ ⊂ IA. Under the assumptions of Brualdi’s theorem it
follows from (74) that the Brualdi set BA is exactly the union of the spectra of all
these matrices. A more detailed discussion on the sharpness of the Brualdi inclusion
theorem can be found in [29, section 2.4].

Remark 7.5. In the same way as in the proof of Corollary 5.7 one could derive
from Corollaries 5.6 and 6.5 inclusion theorems for the eigenvalues of a block matrix.
Such results are obtained in [29] by a different approach from ours.
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PRACTICAL OUTPUT-FEEDBACK RISK-SENSITIVE CONTROL
FOR STOCHASTIC NONLINEAR SYSTEMS WITH STABLE

ZERO-DYNAMICS∗
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Abstract. This paper addresses the design problem of practical (or satisfaction) output-feedback
controls for stochastic strict-feedback nonlinear systems in observer canonical form with stable zero-
dynamics under long-term average tracking risk-sensitive cost criteria. The cost function adopted
here is of the quadratic-integral type usually encountered in practice, rather than the quartic-integral
one used to avoid difficulty in control design and performance analysis of the closed-loop system. A
sequence of coordinate diffeomorphisms is introduced to separate the zero-dynamics from the entire
system, so that the transformed system has an appropriate form suitable for integrator backstepping
design. For any given risk-sensitivity parameter and desired cost value, by using the integrator
backstepping methodology, an output-feedback control is constructively designed such that (a) the
closed-loop system is bounded in probability and (b) the long-term average risk-sensitive cost is upper
bounded by the desired value. In addition, this paper does not require the uniform boundedness of
the gain functions of the system noise. Furthermore, an example is given to show the effectiveness
of the theory.

Key words. nonlinear system, stochastic system, integrator backstepping methodology, risk-
sensitive control, output-feedback control, zero dynamics
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1. Introduction. Research on global stabilization control design for nonlinear
systems has been accelerated over the last two decades. After the celebrated charac-
terization of the feedback linearizable systems (see [13]), a breakthrough was achieved
with the introduction of the integrator backstepping design methodology (see [20]),
which provides a general constructive tool for designing global stabilization controls
for nonlinear systems in or feedback equivalent to strict-feedback form. Since the early
1990s, a series of research results on strict-feedback systems have been obtained by
using this methodology together with other design tools, such as nonlinear damping,
tuning functions, and MT filters (see, e.g., [8], [15], [18], [19], [22], [23], [32], [34],
and [38]).

The research on risk-sensitive control can be traced back to the early 1970s, when
Jacobson introduced the linear exponential quadratic Gaussian (LEQG) problem (see
[14]). Then, Whittle put a risk-sensitivity parameter into the cost, and solved the
linear discrete-time problem (see [39]). Bensoussan and van Schuppen considered
the continuous-time case in their paper [4]. But the significance of the risk-sensitive
control was not fully realized until the 1990s. It has been known that risk-sensitive
control is more general than H∞ control and H2 control, and closely related to differ-
ential game problems (see, e.g., [9], [10], [17], [31], [37], and [40]). For example, when
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the noise vanishes, the large deviation limit of the risk-sensitive control is nothing
but a deterministic differential game problem. These connections have initialized and
accelerated the research on stochastic risk-sensitive controls over the last decade.

The design of controls for strict-feedback stochastic nonlinear systems has received
intense investigation recently (see, e.g., [1], [5], [6], [7], [11], [26], [27], [28], [29], [33],
and [35]), where [7], [11], and [33] considered full state-feedback control design, and
[1], [5], [6], [26], [27], [28], [29], and [35] considered output-feedback control design.
Under the assumption (A), “the disturbance vector field vanishes at the origin,” [5],
[7], and [11] studied the problem of designing a control to asymptotically stabilize the
closed-loop systems in the large. Meanwhile, [1], [6], [26], [27], [28], [29], [33], and [35]
considered the control design to achieve the boundedness in probability of the closed-
loop system without using assumption (A). Specifically, [7] considered the disturbance
attenuation problem; [35] considered the stabilization problem of systems with stable
zero-dynamics; [33], [26], [1], and [29] considered the design of satisfaction control
under a quadratic, a quartic regulation, and a quadratic tracking risk-sensitive cost
criterion, respectively. [1] used the assumption (B), “the gain functions of stochastic
noise are uniformly bounded,” while [26], [29], and [33] did not; [27] and [28] consid-
ered the reduced-order observer-based stabilization control design of the single-input
multioutput stochastic nonlinear systems.

This paper studies the problem of output-feedback control design for a class of
stochastic nonlinear systems in observer canonical form with stable zero-dynamics un-
der a quadratic tracking risk-sensitive cost criterion. In general, the design of output-
feedback control is more difficult and challenging than that of full state-feedback
control. Since the early 1990s, a general framework for studying output-feedback
control problems has been developed. The key thought is to first introduce the so-
called information state, which is a generalization of observer or filter, and then, by a
measure transformation, to change the output-feedback control design problem into a
full state-feedback problem of an augmented system (see, e.g., [2], [3], [12], [16], and
[17]). However, generally speaking, the equality (or inequality) of the information
state satisfied is infinite-dimensional, to which an explicit finite-dimensional solution
exists only for linear or special nonlinear systems (see [2]). The method of this paper
is different from the information state one and can be used to deal with more general
inherently nonlinear systems. The objective of this paper is very practical: to search
for a satisfaction control rather than an optimal one. This makes it possible to avoid
the measure transformation. In order to get the explicit formula of the control, strict-
feedback nonlinear systems are considered. The main results of this paper indicate
that for any given risk-sensitivity parameter and desired tracking risk-sensitive cost
value, a dynamic output-feedback control can always be constructively designed so
that the closed-loop system is bounded in probability and the long-time average risk-
sensitive cost is upper bounded by the desired value. While [1] considered assumption
(B) to be essential, the current paper does not use this assumption. In addition, the
value range of the characteristic parameter of the value function used for backstepping
design is enlarged from 2

3 (see [26]) to set ( 1
2 , 1). This provides control designers with

a freedom in choosing the value function.
The remainder of the paper is organized as follows. Section 2 provides some no-

tation. Section 3 describes the system model and formulates the control objective
to be studied. Section 4 describes the constructive design procedure of the control
by employing an integrator backstepping approach, and presents several important
lemmas for the closed-loop performance analysis. Section 5 addresses the main results
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of this paper. Section 6 gives a simulation example to illustrate our theoretical find-
ings. Section 7 gives some concluding remarks. The paper ends with two appendices.
Appendix A introduces the definitions of stability notions asymptotically stable in the
large and bounded in probability, and gives a key theorem of sufficient conditions for
the solvability of the control problem. Appendix B provides some technical lemmas
that play an important role in the control design and performance analysis.

2. Notation. Throughout this paper, N denotes the set of all natural numbers;
R denotes the set of all real numbers, and R

n denotes the real n-dimensional space,
n ∈ N; Ci denotes the set of all functions with continuous partial derivative up to
ith order, i ∈ N, and C∞ denotes the set of all smooth functions; for a given vector
or matrix W , we use W� to denote its transpose; Tr(W ) denotes its trace when
W is square, i.e., the sum of all elements on the main diagonal line; we use |W | to
denote the absolute value for scalar numbers, and ‖W‖ to denote the Euclidean norm
for vectors and the corresponding induced norm for matrices; we also introduce the
Frobenius norm of W defined by ‖W‖F =

√
Tr(W�W ) with properties: ‖W‖ ≤

‖W‖F and ‖WV ‖F ≤ ‖W‖‖V ‖F for any matrix V with appropriate dimension; for
any x ∈ R

n, xi denotes its ith element, x[i] denotes the column vector consisting of

the first i elements of x in the original order, i.e., x[i] = [x1, . . . , xi]
�; for any given

ith continuously differentiable function yd(t), y
(i)
d (t) denotes the ith derivative with

respect to the time variable t, the first and second derivatives are denoted by ẏd and

ÿd, respectively, and y
[i]
d denotes the (i + 1)-dimensional column vector consisting

of yd, ẏd, . . . , y
(i)
d , i.e., y

[i]
d = [yd, ẏd, ÿd, . . . , y

(i)
d ]�. Obviously, x[1] = x1, x[n] = x,

y
[0]
d = yd. 0i×j denotes the (i× j)-dimensional matrix with all zero elements and will

be written as 0 for brevity when there is no confusion caused. We use Ii to denote
the i × i identity matrix. For a set A, IA denotes the characteristic function of the
set. For any given symmetric matrix P , λmax(P ) and λmin(P ) denote its maximum
and minimum eigenvalue, respectively.

In addition, when a function shows up for the first time, we will clearly write out
its arguments, and then, for simplicity of expression in later use, we sometimes drop
the arguments when no confusion is caused.

For a given stochastic system

dx = f(t, x) dt + h(t, x) dw, x(t0) = x0,

define a differential operator L :

LV (t, x) =
∂V (t, x)

∂t
+

∂V (t, x)

∂x
f(t, x) +

1

2
Tr

(
∂2V (t, x)

∂x2
h(t, x) (h(t, x))�

)
,

where x is an n-dimensional state vector, n ∈ N; f : [0, ∞) × R
n → R

n and
h : [0, ∞) × R

n → R
n×s, s ∈ N, are assumed to be continuous in t and locally

Lipschitz in x; w is an s-dimensional vector-valued Brownian motion defined on a
probability space (Ω, F , P); and V : [0, ∞) × R

n → R is C1 in t and C2 in x.

3. Problem formulation.

3.1. System model. We consider the stochastic nonlinear systems in observer
canonical form with zero-dynamics of the form (see [35]):
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dx1 = x2 dt + f1(y) dt + h1(y) dw,

...

dxρ−1 = xρ dt + fρ−1(y) dt + hρ−1(y) dw,

dxρ = xρ+1 dt + fρ(y) dt + bmg(y)u dt + hρ(y) dw,(3.1)

...

dxn−1 = xn dt + fn−1(y) dt + b1g(y)u dt + hn−1(y) dw,

dxn = fn(y) dt + b0g(y)u dt + hn(y) dw,

y = x1,

where x = [x1, . . . , xn]� is the n-dimensional state vector, n ∈ N, and its initial
value x(t0) = x0 is fixed but unknown; u is the scalar control input; y is the scalar
measurable output; fi : R → R, i = 1, . . . , n, are the system nonlinearities depending
only on output y; hi : R → R

1×s, i = 1, . . . , n, are the gain functions of the system
noise depending only on y, s ∈ N; g : R → R is the nonlinear gain function of the
control input u depending only on y; w ∈ R

s is a vector-valued standard Brownian
motion defined on probability space (Ω,F ,P), with Ω being a sample space, F being
a filtration, and P being the probability measure, s ∈ N; m ∈ N satisfies 0 ≤ m < n;
and ρ = n−m ∈ N is the relative degree of the system.

The main results of this paper are based on the following assumptions:
A1. The nonlinear functions fi and hi (i = 1, . . . , n) are smooth. That is, fi ∈ C∞

and hi ∈ C∞; the nonlinear function g is continuous; and, for any y ∈ R,
g(y) �= 0.

A2. All the roots of the polynomial bmsm + · · ·+ b1s + b0, bm �= 0, have negative
real parts.

A3. Desired system output yd is deterministic, and it and its derivatives ẏd, . . . , y
(ρ)
d

are known and bounded; i.e., there exist known positive constants C
y
(i)

d

,

i = 0, . . . , ρ, that bound the reference trajectory yd and its derivatives.
Assumption A1 is standard for this class of control problems, to ensure that fi

and hi (i = 1, . . . , n) are local Lipschitz functions and, together with assumption A3,
to ensure the global boundedness of hi(yd) (i = 1, . . . , n). Assumption A2 ensures
that the zero-dynamics are stable.

Unlike the problem of feedback stabilization, there is no need to require that the
origin x = 0n×1 be the equilibrium point of the open-loop system. This is because
the purpose of the tracking control is to make the system output conform to the
time-varying desired system output yd(t), rather than to steer the system state to the
origin x = 0n×1.

3.2. Control objective. The goal of control design is to make the solution
process of the system (3.1) be bounded in probability and the following quadratic
tracking risk-sensitive cost criterion achieve a predefined long-term cost value:

Jθ(y) = lim sup
T→∞

1

T

2

θ
ln

(
E

(
exp

(
θ

2

∫ T

0

(y − yd)
2 dt

)))
.(3.2)

That is, for any given positive cost value Rl (arbitrarily close to zero), the risk-sensitive
cost Jθ(y) is not greater than Rl, where θ is called the risk-sensitivity parameter and
y − yd is called the output tracking error. When θ > 0, the cost function weights
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heavily the large deviation of y− yd through the exponential operator, which leads to
a risk-averse control design problem. The greater the value of θ, the more conservative
is the controller. Actually, by the value of θ, the risk-sensitive problem can be classified
(see [10] and [31]) as follows: (i) when θ > 0, it is a risk-averse problem; (ii) when
θ < 0, it is a risk-seeking problem; (iii) when θ → 0, the cost function converges to a
standard integral cost, and so it is known as a risk-neutral problem.

In this paper, we will study only the case where θ is positive.
For convenience of expression, we give the following definition.
Definition 3.1. For a given positive risk-sensitivity parameter θ, a controller u

is said to achieve a guaranteed risk-sensitive cost Rl (Rl > 0) if the following inequality
holds for the output of the closed-loop system:

Jθ(y) ≤ Rl.

In addition to the purposes of cost upper bound, we are also interested in achieving
boundedness in probability for the closed-loop system. This notion, together with the
asymptotical stability in the large, was introduced in the classical book [21] and has
now been widely used. For the sake of the self-containedness of this paper, we will
restate these two notions in Appendix A.

The system (3.1) can be rewritten into the following compact form:

dx = f(x) dt + Bg(x)u dt + h(x) dw,(3.3)

where

f(x) =

⎡
⎢⎢⎢⎣

x2 + f1(x1)
...

xn + fn−1(x1)
fn(x1)

⎤
⎥⎥⎥⎦, g(x) = g(x1),

B =

⎡
⎢⎢⎢⎣

0(n−m−1)×1

bm
...
b0

⎤
⎥⎥⎥⎦, h(x) =

⎡
⎢⎢⎢⎣

h1(x1)
h2(x1)

...
hn(x1)

⎤
⎥⎥⎥⎦.

If ρ = 1, then m = n − ρ = n − 1. For this special case, vector B defined above is
simply [bn−1, . . . , b1, b0]

�.
For tracking purposes, the controller to be designed is time-varying in general, and

so is the resulting closed-loop system, even though the original system is not. Thus,
as in [26] and [33], with the long-term average risk-sensitive cost criterion Jθ(y), for
a given desired cost value Rl > 0, a practical risk-sensitive output-feedback tracking
control is designed as {

ξ̇ = α (t, ξ, y) , α ∈ C1,
u = μ (t, ξ, y) , μ ∈ C1,

(3.4)

so that there exists a nonnegative value function V (t, x, ξ), which is C1 in t and C2

in (x, ξ) and radially unbounded with respect to x and ξ, satisfying the following
Hamilton–Jacobi–Bellman (HJB) inequality:

∂V

∂t
+

[
∂V

∂x

∂V

∂ξ

] [
f + Bgμ

α

]
+

θ

4

∂V

∂x
hh�

(
∂V

∂x

)�
(3.5)

+
1

2
Tr

(
∂2V

∂x2
hh�

)
+ (y − yd)

2 ≤ Rl.
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From (3.5), it is easy to see that the essential difference between the stochastic

HJB and deterministic HJB equations is that the former has the Itô term 1
2Tr(∂

2V
∂x2 hh

�).
How to deal with this term is the key to the control design and performance analysis.

4. Output-feedback risk-sensitive control design. We shall design the
output-feedback tracking controller in three steps. First, we introduce an observer
to rebuild the system states. With the observer dynamics in the loop, we introduce
a sequence of coordinate diffeomorphisms transforming the system into a lower tri-
angular structure which is amenable to the application of integrator backstepping
methodology. Then, we describe the control design procedure and present several
lemmas, which will be used for the performance analysis of the closed-loop systems
in the next section.

4.1. Observer design. Since the states of (3.1), except for the state x1 which
can be obtained directly since y = x1, are unknown and need an observer to rebuild,

˙̂x1 = x̂2 + k1(y − x̂1) + f1(y),

...
˙̂xρ−1 = x̂ρ + kρ−1(y − x̂1) + fρ−1(y),

˙̂xρ = x̂ρ+1 + kρ(y − x̂1) + fρ(y) + bmg(y)u,(4.1)

...
˙̂xn−1 = x̂n + kn−1(y − x̂1) + fn−1(y) + b1g(y)u,

˙̂xn = kn(y − x̂1) + fn(y) + b0g(y)u,

where k1, k2, . . . , kn are design constants such that all the roots of polynomial sn +
k1s

n−1 + · · · + kn have negative real parts. The initial condition for observer (4.1) is
set by certain value x̂(t0) = x̂0.

Let x̂ = [x̂1, x̂2, . . . , x̂n]�. Both system output y and observer state vector x̂ are
available for control design. Denote the state estimation error as x̃ = x− x̂. Then we
have

dx̃ =

⎡
⎢⎣

−k1

...
In−1

−kn 0 · · · 0

⎤
⎥⎦ x̃dt + h(y) dw

�
= Ax̃dt + h(y) dw.(4.2)

Thus, with observer dynamics (4.1) in the loop, we have the following entire system:

dx̃ = Ax̃dt + h(y) dw,

dy = (x̂2 + x̃2) dt + f1(y) dt + h1(y) dw,

˙̂x2 = x̂3 + k2(y − x̂1) + f2(y),

...
˙̂xρ−1 = x̂ρ + kρ−1(y − x̂1) + fρ−1(y),(4.3)

˙̂xρ = x̂ρ+1 + kρ(y − x̂1) + fρ(y) + bmg(y)u,

...
˙̂xn−1 = x̂n + kn−1(y − x̂1) + fn−1(y) + b1g(y)u,

˙̂xn = kn(y − x̂1) + fn(y) + b0g(y)u.
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System (4.3) has three parts, which are associated with the estimation error x̃, system
output y, and observer states x̂2, . . . , x̂ρ, respectively. In particular, when ρ = 1, then
m = n − ρ = n − 1. For this case, the second subequation of (4.3) shall be replaced
by the following equation:

dy = (x̂2 + x̃2) dt + f1(y) dt + bn−1g(y)udt + h1(y) dw.

In the next subsections, with this entire system as starting point, we shall search
for the desired controller.

4.2. Coordinate diffeomorphisms. To prepare for the backstepping design in
the next subsection, we introduce a series of ρ coordinate diffeomorphisms (see [36])
so as to convert the entire system (4.3) into zero-dynamics canonical form, which is
amenable to the application of integrator backstepping methodology.

The idea of such coordinate diffeomorphisms was first introduced in [30] and
significantly modified in Chapter 8 of [24]. Our presentation, including the two cases
of ρ = 1 and ρ > 1, is much more direct and easier to implement.

4.2.1. Case of ρ = 1. When ρ = 1, m = n−ρ = n−1. This means that control
input appears in every subequation of (3.1) and (4.1). In this case, one coordinate
transformation is sufficient to obtain the desired structure.

Let ς0 = [y, x̂2, . . . , x̂n]�. Then, by (4.3), we have the following dynamics for ς0:

dς0 = D0ς0 dt + G0(y, x̃1) dt + [1, 01×(n−1)]
�x̃2 dt + g(y)B0u dt + H0(y) dw,(4.4)

where

D0 =

⎡
⎢⎣

0
...

In−1

0 0 · · · 0

⎤
⎥⎦,

G0 = [f1(y), f2(y) + k2x̃1, . . . , fn(y) + knx̃1]
�,

B0 = [bn−1, . . . , b1, b0]
�,

H0 = [(h1(y))
�, 0s×(n−1)]

�.

By coordinate transformation we would like to transform the vector B0 into one
with all elements being zero except the first element, bn−1. Let ς1 = T1ς0, where
T1 is the same as In, except with the first column replaced by [1,−bn−2/bn−1, . . . ,
−b0/bn−1]

�. Then, T−1
1 is also the same as In, except with the first column replaced

by
[
1, bn−2

bn−1
, . . . , b0

bn−1

]�
.

Then we have

dς1 = D1ς1 dt + G1(y, x̃1) dt + [1, L�
2 ]�x̃2 dt + g(y)B1u dt + H1(y) dw,

where D1 = T1D0T
−1
1 is the same as D0, except with the first and second columns

replaced by [d11, . . . , d1,n]� and [1,−bn−2/bn−1, . . . ,−b0/bn−1]
�, respectively:

G1 = T1G0(y, x̃1)
�
=
[
g11(y) + d11x̃1, . . . , g1n(y) + d1nx̃1

]�
,

L2 = [−bn−2/bn−1, . . . ,−b1/bn−1, −b0/bn−1]
�,

B1 = T1B0 = [bn−1, 01×m]
�
,

H1 = T1H0(y)
�
=
[
(ĥ1(y))

�, . . . , (ĥn(y))�
]�

.
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Denote η = ς1 = [η1, . . . , ηn]� and ζ = [η2, η3, . . . , ηn]�. Then, the dynamics of
x̃, ζ, and η1 can be expressed as follows:

dx̃ = Ax̃dt + h(y) dw,

dζ =

⎡
⎢⎢⎢⎢⎣

− bn−2

bn−1

...

− b1
bn−1

In−2

− b0
bn−1

0 · · · 0

⎤
⎥⎥⎥⎥⎦ ζ dt +

⎡
⎢⎢⎢⎣

d12

d13

...
dρn

⎤
⎥⎥⎥⎦ y dt

+

⎡
⎢⎢⎢⎣

g12(y) + d12x̃1

g13(y) + d13x̃1

...

g1n(y) + d1nx̃1

⎤
⎥⎥⎥⎦ dt− 1

bn−1

⎡
⎢⎢⎢⎣

bn−2

...
b1
b0

⎤
⎥⎥⎥⎦ x̃2dt +

⎡
⎢⎢⎢⎢⎣

ĥ2(y)

ĥ3(y)
...

ĥn(y)

⎤
⎥⎥⎥⎥⎦ dw(4.5)

�
= Eζ dt + L1x̃1 dt + L2x̃2 dt + G(y) dt + Ψ(y) dw,

dη1 =
[
1, 01×(n−2)

]
ζ dt + (g11(y) + d11y) dt

+ d11x̃1 dt + x̃2 dt + bn−1g(y)u dt + ĥ1(y) dw,

where

y = η1,

L1 = [d12, d13, . . . , d1n]�,

G = [g12(y) + d12y, g13(y) + d13y, . . . , g1n(y) + d1ny]
�.

This system is equivalent to the entire system (4.3) under the transformation
[η1, ζ

�]� = T1[y, x̂2, . . . , x̂n]�. The structure of (4.5) makes the design of an out-
put feedback controller much easier (see the latter design procedure for details).

4.2.2. Case of ρ > 1. Let us now give the coordinate transformations for the
case of ρ > 1. From the ρ transformations below one can see that there exist some
essential differences between this case and the case of ρ = 1.

Let g01(y) = f1(y), d0i = ki, and g0i(y) = fi(y) (i = 2, . . . , n). Then we have the
following dynamics for ς0 = [y, x̂2, . . . , x̂n]�:

dς0 = D0ς0 dt + G0(y, x̃1) dt + [1, 01×(n−1)]
�x̃2 dt + g(y)B0u dt + H0(y) dw,

where matrix D0 and function H0 are the same as those of (4.4), and

G0 = [f1(y), f2(y) + k2x̃1, . . . , fn(y) + knx̃1]
�

�
= [g01(y) + d01x̃1, g02(y) + d02x̃1, . . . , g0n(y) + d0nx̃1]

�

�
= [g01(y, x̃1), g02(y, x̃1), . . . , g0n(y, x̃1)]

�
,

B0 = [01×(ρ−1), bm, bm−1, . . . , b0]
�.

By the first transformation, we would like to transform the matrix B0 into one
with all elements being zero except the ρth element, bm. Let ς1 = T1ς0, where T1 is the

same as In, except with the ρth column replaced by
[
01×(ρ−1), 1,− bm−1

bm
, . . . ,− b0

bm

]�
.
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Then T−1
1 is also the same as In, except with the ρth column replaced by

[
01×(ρ−1), 1,

− bm−1

bm
, . . . , − b0

bm

]�
.

Then we have

dς1 = D1ς1 dt + G1(y, x̃1) dt +
[
1,01×(n−1)

]�
x̃2 dt + g(y)B1u dt + H1(y) dw,

where D1 = T1D0T
−1
1 is the same as D0 except with the ρth and (ρ + 1)st columns

replaced by [01×(ρ−2), 1, d11, . . . , d1,m+1]
� and [01×(ρ−1), 1,−bm−1/bm, . . . ,−b0/bm]�,

respectively,

G1 = T1G0(y, x̃1)

�
= [g11(y) + d11x̃1, . . . , g1n(y) + d1nx̃1]

�

�
= [g11(y, x̃1), . . . , g1n(y, x̃1)]

�
,

B1 = T1B0 = [01×(ρ−1), bm, 01×m]�,

H1 = T1H0(y) = H0(y).

By the ith (i = 2, . . . , ρ − 1) transformation, we would like to transform the
(ρ − i + 2)nd column of the matrix Di−1 into the (ρ − i + 1)st unit vector. Let
ςi = Tiςi−1, where Ti is the same as In except with the (ρ− i + 1)st column replaced
by [01×(ρ−i), 1,−di−1,1, . . . ,−di−1,m+i−1]

�. Then, T−1
i is also the same as In except

with the (ρ− i + 1)st column replaced by [01×(ρ−i), 1, di−1,1, . . . , di−1,m+i−1]
�.

This leads to

dςi = Diςi dt + Gi(y, x̃1) dt + [1,01×(n−1)]
�x̃2 dt + g(y)Biu dt + Hi(y) dw,

where Di = TiDi−1T
−1
i is the same as D0 except with the (ρ− i+ 1)st and (ρ+ 1)st

columns replaced by [01×(ρ−i−1), 1, di1, . . . , di,i+m]� and [01×(ρ−1), 1,−bm−1/bm, . . . ,

−b0/bm]�, respectively,

Gi = TiGi−1(y, x̃1)

�
= [gi1(y) + di1x̃1, . . . , gin(y) + dinx̃1]

�

�
= [gi1(y, x̃1), . . . , gin(y, x̃1)]

�
,

Bi = TiBi−1 = B1 = [01×(ρ−1), bm, 01×m]�,

Hi = TiHi−1(y) = H0(y).

Finally, by the last transformation, we would like to transform the second column
of the matrix Dρ−1 into the first unit vector. Let ςρ = Tρςρ−1, where Tρ is the same as
In except with the first column replaced by [1,−dρ−1,1, . . . ,−dρ−1,n−1]

�. Then, T−1
ρ is

also the same as In except with the first column replaced by [1, dρ−1,1, . . . , dρ−1,n−1]
�.

This leads to

dςρ = Dρςρ dt + Gρ(y, x̃1) dt + [1,−dρ−1,1, . . . ,−dρ−1,n−1]
�
x̃2 dt

+ g(y)Bρu dt + Hρ(y) dw,
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where Dρ = TρDρ−1T
−1
ρ is the same as D0 except with the first and (ρ+1)st column

replaced by [dρ1, . . . , dρn]� and [01×(ρ−1), 1,−bm−1/bm, . . . ,−b0/bm]�, respectively,

Gρ = TρGρ−1(y, x̃1)

�
=
[
gρ1(y) + dρ1x̃1, . . . , gρn(y) + dρnx̃1

]�
�
= [gρ1(y, x̃1), . . . , gρn(y, x̃1)]

�
,

Bρ = TρBρ−1 = B1,

Hρ = TρHρ−1 = TρH0
�
=
[
(ĥ1(y))

�, . . . , (ĥn(y))�
]�

.

Denote η = ςρ = [η1, . . . , ηn]� and ζ = [ηρ+1, . . . , ηn]�. Then η1 = y, and the
dynamics of estimation error, the zero-dynamics of ζ, and the lower triangular form
for the dynamics of η1, . . . , ηρ can be expressed as follows:

dx̃ = Ax̃dt + h(y) dw,

dζ =

⎡
⎢⎢⎢⎢⎢⎣

− bm−1

bm
...

− b1
bm

Im−1

− b0
bm

0 · · · 0

⎤
⎥⎥⎥⎥⎥⎦ ζ dt +

⎡
⎢⎣

dρ,ρ+1

...
dρn

⎤
⎥⎦ y dt

+

⎡
⎢⎣

−dρ−1,ρ

...
−dρ−1,n−1

⎤
⎥⎦ x̃2 dt +

⎡
⎢⎣

gρ,ρ+1(y, x̃1)
...

gρn(y, x̃1)

⎤
⎥⎦ dt +

⎡
⎢⎣

ĥρ+1(y)
...

ĥn(y)

⎤
⎥⎦ dw(4.6)

�
= Eζ dt + L1x̃1 dt + L2x̃2 dt + G(y) dt + Ψ(y) dw,

dη1 = dρ1y dt + (η2 + x̃2) dt + gρ1(y, x̃1) dt + ĥ1(y) dw,

dη2 = [dρ2y + η3 + gρ2(y, x̃1) − dρ−1,1x̃2] dt + ĥ2(y) dw,

...

dηρ−1 = [dρ,ρ−1y + ηρ + gρ,ρ−1(y, x̃1) − dρ−1,ρ−2x̃2] dt + ĥρ−1(y) dw,

dηρ =
[
1, 01×(m−1)

]
ζ dt + dρρy dt + gρρ(y, x̃1) dt

+ bmg(y)u dt− dρ−1,ρ−1x̃2 dt + ĥρ(y) dw,

where

y = η1,

L1 = [dρ,ρ+1, . . . , dρn]�,

G = [gρ,ρ+1(y) + dρ,ρ+1y, . . . , gρ,n(y) + dρny]
�.

This system is equivalent to the entire system (4.3) under the transformation [η1, . . . ,
ηρ, ζ

�]� = Tρ · · ·T1[y, x̂2, . . . , x̂n]�. The structure of (4.6) allows the design of an
output feedback controller by using integrator backstepping methodology.

4.3. Control design procedure. We now start to design the desired controller
with the estimation error x̃ and the zero-dynamics ζ (given by (4.5) for the case of
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ρ = 1 and (4.6) for the case of ρ > 1). To do so, let χ = [ζ�, x̃�]� ∈ R
n+m. Then

for both ρ = 1 and ρ > 1 we have

dχ =

[
E L

0n×m A

]
χdt +

[
G(y)
0n×1

]
dt +

[
Ψ(y)
h(y)

]
dw(4.7)

�
= Wχdt + F (y) dt + Φ(y) dw,

where L = [L1, L2, 0m×(n−2)], and F and Φ are C∞.
For the objective of a tight controller, the dynamics χ would be partitioned as

χ = [χ�
a , χ�

b ]�, where χa = [ζ�, x̃1]
� ∈ R

m+1 is available for feedback design, while
χb = [x̃2, . . . , x̃n]� ∈ R

n−1 is not. Furthermore, χa and χb satisfy the following
stochastic differential equations, respectively:

dχa =

[
E L1

01×m −k1

]
χa dt +

[
L2 0m×(n−2)

1 01×(n−2)

]
χb dt(4.8a)

+

[
G(y)

0

]
dt +

[
Ψ(y)

h1(y)

]
dw

�
= Waχa dt + Laχb dt + Fa(y) dt + Φa(y) dw,

dχb =

⎡
⎢⎣

0
...

In−2

0 0 · · · 0

⎤
⎥⎦χb dt +

⎡
⎢⎣

0 · · · 0 −k2

...
. . .

...
...

0 · · · 0 −kn

⎤
⎥⎦χa dt(4.8b)

+

⎡
⎢⎣

h2(y)
...

hn(y)

⎤
⎥⎦ dw

�
= Wbχb dt + Lbχa dt + Φb(y) dw,

where Fa, Φa, and Φb are C∞.
Remark 4.1. From subsection 4.2 we know that E, G, L, and Ψ in (4.7)–(4.8)

are differently defined with respect to ρ = 1 and ρ > 1, respectively, and so are W ,
Wa, Wb, F , Fa, Fb, La, Lb, and Φa. Thus, for the sake of the unambiguousness, these
two cases will be separately handled below.

We are now in a position to develop a recursive construction procedure for the
desired risk-sensitive controller.

4.3.1. Initial assignment. First, we present the initial assignment for the entire
design procedure.

By assumption A2, we know that matrix E is Hurwitz. This, together with the
Hurwitz property of matrix A, implies that W is also Hurwitz. Therefore, there exists
a symmetric and positive definite matrix P such that

W�P + PW = −In+m.(4.9)

We introduce a value function (or Lyapunov function) for the χ system:

V0(χ) = φ(ξ(χ)) = δ(c + ξ(χ))γ − δcγ , ξ = χ�Pχ,(4.10)
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where 0 < δ ≤ 1, c > 0, 1
2 < γ < 1. Design constants c and δ will be specified

later. Constant γ is pregiven and called the characteristic parameter of value function
V0. Clearly, V0(χ) is positive definite and radially unbounded, and it vanishes at the
origin χ = 0(n+m)×1.

Remark 4.2. Risk-sensitive control is much different from stochastic stabilization,
and thus the methods developed by [5], [6], and [35] are not suitable for our control
objective. Therefore, here we introduce a subquadratic function V0 characterized by
γ (see (4.10)), by which a method suitable for output-feedback risk-sensitive control
design is developed.

Let z1 = y − yd be the tracking error. Then, by assumptions A1 and A3, there
exist a vector-valued smooth function F (yd, z1) and a matrix-valued smooth function
Φ(yd, z1) such that

F (y) = F (z1 + yd) = F (yd) + z1F (yd, z1),(4.11a)

Φ(y) = Φ(z1 + yd) = Φ(yd) + z1Φ(yd, z1).(4.11b)

Lemma 4.1. There exist a smooth vector-valued function σ0(χ, y), a smooth
function N0(yd, χa, z1), and smooth r0(yd), C0(yd) such that

dV0 ≤ σ0 dw − θ

4
σ0σ

�
0 dt− r0 ‖χ‖2

(c + χ�Pχ)1−γ
dt + N0z1 dt + C0 dt.(4.12)

Proof. By (4.7) and the Itô formula we have

dV0 = −∂φ

∂ξ
‖χ‖2 dt + σ0(y, χ) dw − θ

4
σ0σ

�
0 dt +

θ

4
σ0σ

�
0 dt(4.13)

+ 2
∂φ

∂ξ
χ�PF (y) dt +

1

2
Tr

(
∂2V0

∂χ2
Φ(y)(Φ(y))�

)
dt,

where σ0 = ∂V0

∂χ Φ is a row vector-valued function. In the above equality, we have used

the technique of subtracting from and adding term θ
4σ0σ

�
0 dt to its right-hand side.

Notice that ∂V0

∂χ = ∂φ
∂ξ · ∂ξ

∂χ and ∂φ
∂ξ = δγ

(c+ξ)1−γ . Then we have

σ0 =
∂φ

∂ξ
· ∂ξ
∂χ

Φ =
2δγ

(c + ξ)1−γ
χ�PΦ(y).(4.14)

Let ξa = χ�
a (P1 − P2P

−1
3 P�

2 )χa, where P =
[

P1 P2

P�
2 P3

]
, P1 ∈ R

(m+1)×(m+1),

P2 ∈ R
(m+1)×(n−1), P3 ∈ R

(n−1)×(n−1). Clearly, since P is positive definite, so is
P1 −P2P

−1
3 P�

2 . Then ξa is available for feedback design and satisfies 0 ≤ ξa ≤ ξ. For
the first term of the second line on the right-hand side of (4.13), by using (4.11a), we
have

2
∂φ

∂ξ
χ�PF (y) = 2

∂φ

∂ξ
χ�P (F (yd) + F (yd, z1)z1)(4.15)

=
2δγχ�PF (yd)

(c + ξ)1−γ
+

2δγχ�PF (yd, z1)

(c + ξ)1−γ
z1

≤ δγε2
01‖χ‖2

(c + ξ)1−γ
+

δγ‖PF (yd)‖2

ε2
01(c + ξ)1−γ

+
δγ‖PF (yd, z1)‖2

ε2
02(c + ξ)1−γ

z2
1 +

δγε2
02‖χ‖2

(c + ξ)1−γ

≤ δγ(ε2
01 + ε2

02)‖χ‖2

(c + χ�Pχ)1−γ
+

δγ‖PF (yd)‖2

ε2
01c

1−γ
+

δγ‖PF (yd, z1)‖2

ε2
02(c + ξa)1−γ

z2
1 .
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Here and hereafter, ε01, ε02, ε03, and ε04 are positive design constants to be deter-
mined later.

For the term θ
4σ0σ

�
0 dt on the right-hand side of (4.13), by (4.11b) we have

θ

4
σ0σ

�
0 =

θδ2γ2χ�PΦ(y)(Φ(y))�Pχ

(c + χ�Pχ)2−2γ

=
θδ2γ2χ�P

(
Φ(yd) + z1Φ(yd, z1)

)
·
(
Φ(yd) + z1Φ(yd, z1)

)�
Pχ

(c + χ�Pχ)2−2γ

=
θδ2γ2χ�PΦ(yd)(Φ(yd))

�Pχ

(c + χ�Pχ)2−2γ

+
θδ2γ2

[
χ�
a , χ

�
b

]
P
(
2Φ(yd) + z1Φ(yd, z1)

)
(Φ(yd, z1))

�P [χ�
a , χ

�
b ]�

(c + χ�Pχ)2−2γ
z1(4.16)

=
θδ2γ2χ�PΦ(yd)(Φ(yd))

�Pχ

(c + χ�Pχ)2−2γ

+
θδ2γ2

[
χ�
a , 01×(n−1)

]
PΦ(yd, z1)(Φ(yd, z1))

�P
[
χ�
a , 01×(n−1)

]�
(c + χ�Pχ)2−2γ

z2
1

+
θδ2γ2χ�P

(
2Φ(yd) + z1Φ(yd, z1)

)
(Φ(yd, z1))

�P
[
01×(m+1), χ

�
b

]�
(c + χ�Pχ)2−2γ

z1

+
2θδ2γ2χ�PΦ(yd)(Φ(yd, z1))

�P
[
χ�
a , 01×(n−1)

]�
(c + χ�Pχ)2−2γ

z1

+
θδ2γ2

[
χ�
a , 01×(n−1)

]
PΦ(yd, z1)(Φ(yd, z1))

�P [01×(m+1), χ
�
b ]�

(c + χ�Pχ)2−2γ
z2
1

≤ θδ2γ2‖PΦ(yd)‖2
F

c1−γ

‖χ‖2

(c + χ�Pχ)1−γ

+
θδ2γ2

[
χ�
a , 01×(n−1)

]
PΦ(yd, z1)(Φ(yd, z1))

�P
[
χ�
a , 01×(n−1)

]�
(c + ξa)2−2γ

z2
1

+
θδ2γ2‖P‖2

∥∥(2Φ(yd) + z1Φ(yd, z1)
)
(Φ(yd, z1))

�∥∥p
F

pεp03(c + ξa)p−γ(p+1)
zp1

+
(p− 1)θδ2γ2‖P‖2ε

p
p−1

03

pλ
1

p−1

min (P )

‖χ‖2

(c + χ�Pχ)1−γ

+
θδ2γ2‖P‖4

ε2
04(c + ξa)3−3γ

‖χa‖2

(
‖Φ(yd)‖2

F +
z2
1

2
‖Φ(yd, z1)‖2

F

)
‖Φ(yd, z1)‖2

F z
2
1

+
3θδ2γ2ε2

04‖χ‖2

2(c + χ�Pχ)1−γ
,

where p is a positive even integer (that is, it takes values in set {2, 4, 6, 8, . . .}) and
satisfies the inequality p ≥ γ

1−γ (or γ ≤ p
p+1 ). Let q = p

p−1 . Then, p and q satisfy
1
p + 1

q = 1. In the inequality (4.16), we have used the Young’s inequality

x�y ≤ εpW p(x, y)

p
‖x‖p +

1

qεqW q(x, y)
‖y‖q ∀x, y ∈ R

n, ε > 0, W (x, y) > 0,
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to get

θδ2γ2χ�P
(
2Φ(yd) + z1Φ(yd, z1)

)
(Φ(yd, z1))

�P [01×(m+1), χ
�
b ]�

(c + χ�Pχ)2−2γ
z1

≤
θδ2γ2‖P‖2W p(χ)

∥∥(2Φ(yd) + z1Φ(yd, z1)
)
(Φ(yd, z1))

�∥∥p
pεp03(c + ξ)2p(1−γ)

zp1

+
θδ2γ2‖P‖2εq03‖χ‖2q

qW q(χ)

≤
θδ2γ2‖P‖2

∥∥(2Φ(yd) + z1Φ(yd, z1)
)
(Φ(yd, z1))

�∥∥p
F

pεp03(c + ξa)p−γ(p+1)
zp1

+
(p− 1)θδ2γ2‖P‖2ε

p
p−1

03

pλ
1

p−1

min (P )

‖χ‖2

(c + χ�Pχ)1−γ
,

with W (χ) = (c + ξ)1+
γ
p−γ , and

2θδ2γ2χ�PΦ(yd)(Φ(yd, z1))
�P
[
χ�
a , 01×(n−1)

]�
(c + χ�Pχ)2−2γ

z1

≤
θδ2γ2

(
1

ε204(W (χ))2

∥∥PΦ(yd)(Φ(yd, z1))
�P [χ�

a ,01×(n−1)]
�∥∥2

z2
1 + ε2

04(W (χ))2‖χ‖2

)
(c + χ�Pχ)2−2γ

≤ θδ2γ2‖P‖4

ε2
04(c + ξa)3−3γ

‖χa‖2
∥∥Φ(yd)

∥∥2

F

∥∥Φ(yd, z1)
∥∥2

F
z2
1 +

θδ2γ2ε2
04‖χ‖2

(c + χ�Pχ)1−γ
,

θδ2γ2[χ�
a , 01×(n−1)]PΦ(yd, z1)(Φ(yd, z1))

�P [01×(m+1), χ
�
b ]�

(c + χ�Pχ)2−2γ
z2
1

≤
θδ2γ2

(
1

ε204W
2(χ)

∥∥[χ�
a ,01×(n−1)]PΦ(yd, z1)(Φ(yd, z1))

�P
∥∥2

z4
1 + ε2

04W
2(χ)‖χb‖2

)
2(c + χ�Pχ)2−2γ

≤ θδ2γ2‖P‖4

2ε2
04(c + ξa)3−3γ

‖χa‖2
∥∥Φ(yd, z1)

∥∥4

F
z4
1 +

θδ2γ2ε2
04‖χ‖2

2(c + χ�Pχ)1−γ
,

with W (χ) = (c + ξ)
1
2−

1
2γ .

For the last term on the right-hand side of (4.13), by (4.11b), we have

1

2
Tr

(
∂2V0

∂χ2
ΦΦ�

)
(4.17)

= Tr

((
δγP

(c + χ�Pχ)1−γ
− 2δγ(1 − γ)Pχχ�P

(c + χ�Pχ)2−γ

)
ΦΦ�

)

≤ 2δγ

c1−γ
Tr
(
(Φ(yd))

�PΦ(yd)
)

+
2δγTr

(
(Φ(yd, z1))

�PΦ(yd, z1)
)

(c + ξa)1−γ
z2
1 .
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Substituting (4.15), (4.16), and (4.17) into (4.13), we get (4.12) with

r0 = δγ(1 − ε2
01 − ε2

02) − θδ2γ2

⎛
⎝3

2
ε2
04 +

‖PΦ(yd)‖2
F

c1−γ
+

(p− 1)ε
p

p−1

03 ‖P‖2

pλ
1

p−1

min (P )

⎞
⎠ ,(4.18)

N0 =
δγ
∥∥PF (yd, z1)

∥∥2

ε2
02(c + ξa)1−γ

z1

+
θδ2γ2

[
χ�
a , 01×(n−1)

]
PΦ(yd, z1)(Φ(yd, z1))

�P
[
χ�
a , 01×(n−1)

]�
(c + ξa)2−2γ

z1

+
θδ2γ2‖P‖2

∥∥(2Φ(yd) + z1Φ(yd, z1)
)
(Φ(yd, z1))

�∥∥p
F

pεp03(c + ξa)p−γ(p+1)
zp−1
1

+
θδ2γ2‖P‖4

ε2
04(c + ξa)3−3γ

‖χa‖2

(
‖Φ(yd)‖2

F +
z2
1

2
‖Φ(yd, z1)‖2

F

)
‖Φ(yd, z1)‖2

F z1

+
2δγTr

(
(Φ(yd, z1))

�PΦ(yd, z1)
)

(c + ξa)1−γ
z1,

C0 =
δγ

c1−γ

(
‖PF (yd)‖2

ε2
01

+ 2Tr
(
PΦ(yd)(Φ(yd))

�)).(4.19)

The control design procedure will be presented for the two cases of ρ = 1 and
ρ > 1 separately in subsections 4.3.2 and 4.3.3 below.

4.3.2. Control design for the case of ρ = 1. Let us now present the control
design for the system (3.1) with ρ = 1. From (4.5) and (4.7) we obtain the following
overall systems:

dχ = Wχdt + F (y) dt + Φ(y) dw,(4.20a)

dη1 = bn−1g(y)u dt + d1χb dt + g1(y, χa) dt + ĥ1(y) dw,(4.20b)

where

y = η1,

d1 = [1, 01×(n−2)],

g1 = g11(y) + d11[01×(n−1), 1]χa + d11y +
[
1, 01×(n−1)

]
χa.

It is easy to check that g1 and ĥ1 are C∞.

Let α1 = bn−1g(y)u, S1 = d1, F (y
[1]
d , χ1, η1) = g1(y, χa)−ẏd, and Ψ1(y) = ĥ1(y).

Then, by (4.20), we have the dynamics of tracking error z1 = η1 − yd:

dz1 = (α1 + S1χb + F1) dt + Ψ1 dw.(4.21)

Let V1 = V0 + Ξ1(yd)z
2
1 , where V0 is defined by (4.10) and Ξ1 is to be specified later.
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Then, by (4.12) and (4.21), we have

(4.22)

dV1 = dV0 + 2z1Ξ1(α1 + F1 + S1χb) dt +
∂Ξ1

∂t
z2
1 dt + Ξ1Ψ1Ψ

�
1 dt + 2Ξ1Ψ1z1 dw

≤ σ1(yd, χ, z1) dw − θ

4
σ1σ

�
1 dt− β1Ξ1z

2
1 dt + β1Ξ1z

2
1 dt− r0(yd)

‖χ‖2

(c + ξ)1−γ
dt

+ 2z1Ξ1(yd)(α1 + F1) dt +
∂Ξ1

∂t
z2
1 dt + N0(yd, χa, z1)z1 dt

+
θ

4
σ1σ

�
1 dt− θ

4
σ0σ

�
0 dt + M1χbz1 dt + Ξ1Ψ1Ψ

�
1 dt + C0(yd) dt,

where M1 = 2Ξ1S1, σ1 = σ0 + 2Ξ1Ψ1z1. In the above inequality, we have used the
technique of subtracting from and adding to its right-hand side the terms θ

4σ1σ
�
1 dt

and β1Ξ1z
2
1 dt. Here and hereafter, β1, β1, . . . , βρ are positive design constants to be

determined.

Since σ0 = ∂V0

∂χ Φ(y) is unavailable for feedback design, so is the term θ
4σ1σ

�
1 dt−

θ
4σ0σ

�
0 dt on the right-hand side of (4.22). Therefore, we give the following estimate:

(4.23)

θ

4
(σ1σ

�
1 − σ0σ

�
0 ) = θΞ1σ0Ψ

�
1 z1 + θΞ2

1Ψ1Ψ
�
1 z

2
1

= θΞ2
1Ψ1Ψ

�
1 z

2
1 + θε2

11

∥∥∥∥∥
(
∂V0

∂χ

)�
∥∥∥∥∥

2

+
θ

4ε2
11

Ξ2
1Ψ1Φ

�ΦΨ�
1 z

2
1 − θε2

11

∥∥∥∥∥
(
∂V0

∂χ

)�
− Ξ1

2ε2
11

ΦΨ�
1 z1

∥∥∥∥∥
2

≤ −θε2
11

∥∥∥∥∥
(
∂V0

∂χ

)�
− Ξ1

2ε2
11

ΦΨ�
1 z1

∥∥∥∥∥
2

+
4θδ2γ2ε2

11‖P‖2

c1−γ

· ‖χ‖2

(c + χ�Pχ)1−γ
+ θΞ2

1

(
Ψ1Ψ

�
1 +

1

4ε2
11

Ψ1Φ
�ΦΨ�

1

)
z2
1 ,

where (and whereafter) ε11 and ε1 are positive design constants to be specified.

Define

Δ11(yd, χ, z1) = θε2
11

∥∥∥∥∥
(
∂V0

∂χ

)�
− Ξ1

2ε2
11

ΦΨ�
1 z1

∥∥∥∥∥
2

,(4.24a)

Δ12(yd, χ, z1) =
ε

p1
p1−1

1 (p1 − 1)

p1
‖χb‖

p1
p1−1 +

‖M�
1 ‖p1

p1ε
p1

1

zp1

1 −M1χbz1.(4.24b)

Clearly, Δ11 ≥ 0. Thus also, by Young’s inequality, it is easy to see that Δ12 ≥ 0.

If p1 takes values in set {4, 6, 8, 10, . . .} and satisfies p1 ≥ 2γ
2γ−1 , then we can give

an upper bound for “M1χbz1”:
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M1χbz1 = −Δ12 +
ε

p1
p1−1

1 (p1 − 1)

p1
‖χb‖

p1
p1−1 +

‖M�
1 ‖p1

p1ε
p1

1

zp1

1(4.25)

≤ −Δ12 +
ε

p1
p1−1

1 (p1 − 1)

p1
λ1−γ

max(P )

(
Mγ(c) +

‖χ‖2

(c + χ�Pχ)1−γ

)

+
ε

p1
p1−1

1 (p1 − 1)

p1
K
(

p1

p1 − 1
, 2γ

)
+

‖M�
1 ‖p1

p1ε
p1

1

zp1

1 ,

where K(a1, a2) is defined in Lemma B.3.
Since there exist smooth functions Ψ1(yd, z1) and Ψ11(yd, z1) satisfying

Ψ1 = Ψ1(yd, z1) = Ψ1(yd) + z1Ψ11(yd, z1),

for the fourth term of the last line on the right-hand side of (4.22) we have

Ξ1Ψ1Ψ
�
1 = Ξ1‖(Ψ1(yd) + z1Ψ11(yd, z1))

�‖2(4.26)

≤ 2Ξ1‖(Ψ1(yd))
�‖2 + 2Ξ1‖(Ψ11(yd, z1))

�‖2z2
1 .

Choose

Ξ1 =
κ1

1 + ‖(Ψ1(yd))�‖2
,(4.27)

where (and whereafter) κ1, κ2, . . . , κρ are positive design constants to be determined.
Thus, by substituting (4.23), (4.25), (4.26), and (4.27) into (4.22), and via some

straightforward calculations, we get

dV1 ≤ −z2
1 dt + σ1 dw − θ

4
σ1σ

�
1 dt− r1(yd)‖χ‖2

(c + χ�Pχ)1−γ
dt(4.28)

−Ξ1β1z
2
1 dt + 2z1Ξ1 (α1 − α1(y

[1]
d , χa, η1)) dt

−Δ1(yd, χ, z1) dt + 2Ξ1z1z2 dt + C1(y
[1]
d ) dt,

where

r1 = r0(yd) −
4θδ2γ2ε2

11‖P‖2

c1−γ
− ε

p1
p1−1

1 (p1 − 1)

p1
λ1−γ

max(P ),(4.29)

N1 = F1 +
β1z1

2
+

z1

2Ξ1

∂Ξ1

∂yd
ẏd +

‖M�
1 ‖p1

2p1Ξ1ε
p1

1

zp1−1
1(4.30)

+ θΞ1

(
Ψ1Ψ

�
1

2
+

Ψ1Φ
�ΦΨ�

1

8ε2
11

)
z1 + ‖(Ψ11(yd, z1))

�‖2z1,

α1 =

{
−N1 −

z1

2Ξ1
− N0

2Ξ1

}∣∣∣∣
z1=η1−yd

,(4.31)

Δ1 = Δ11 + Δ12, with Δ11 and Δ12 being defined by (4.24),

C1 = C0(yd) +
ε

p1
p1−1

1 (p1 − 1)

p1
λ1−γ

max(P )Mγ(c) + 2Ξ1‖(Ψ1(yd))
�‖2(4.32)

+
ε

p1
p1−1

1 (p1 − 1)

p1
K
(

p1

p1 − 1
, 2γ

)
.
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It is easy to check that C1, r1, and α1 are C∞.

Thus, we can choose the function α1(y
[1]
d , χa, η1) in the following form:

α1 = α1(y
[1]
d , χa, η1).(4.33)

From this and the definition of α1, i.e., α1 = bn−1g(y)u, we immediately obtain the
following risk-sensitive controller:

u =
α1

bn−1g(y)
=

1

bn−1g(y)
α1(y

[1]
d , χa, η1).(4.34)

Then, by (4.28) and (4.33), we have

dV1 ≤ −z2
1 dt + σ1 dw − θ

4
σ1σ

�
1 dt− r1(yd)‖χ‖2

(c + χ�Pχ)1−γ
dt(4.35)

− Ξ1β1z
2
1 dt− Δ1(yd, χ, z1) dt + C1(y

[1]
d ) dt.

4.3.3. Control design for the case of ρ > 1. This subsection investigates
the control design for the system (3.1) with ρ > 1. From the procedure addressed
below, we know that the control design for this case is more complicated than that
for the case of ρ = 1 given in subsection 4.3.2.

First, from (4.6) and (4.7) we obtain the following overall systems amenable for
integrator backstepping design:

dχ = Wχdt + F (y) dt + Φ(y) dw,

dη1 = η2 dt + d1χb dt + g1(y, χa) dt + ĥ1(y) dw,

dη2 = η3 dt + d2χb dt + g2(y, χa) dt + ĥ2(y) dw,(4.36)

...

dηρ−1 = ηρ dt + dρ−1χb dt + gρ−1(y, χa) dt + ĥρ−1(y) dw,

dηρ = bmg(y)u dt + dρχb dt + gρ(y, χa) dt + ĥρ(y) dw,

where

y = η1,

d1 = [1,01×(n−2)], di = [−dρ−1,i−1,01×(n−2)], i = 2, . . . , ρ,

gi = gρi (y, [01×m, 1]χa) + dρiy, i = 1, . . . , ρ− 1,

gρ = gρρ (y, [01×m, 1]χa) + dρρy + [1,01×m]χa.

It is easy to check that gi, ĥi, i = 1, . . . , ρ, are C∞.
Below is the backstepping design procedure, which involves ρ steps in all.

Step 1. Define variable z2 = η2 − α1(y
[1]
d , χa, η1) and value function V1 = V0 +

Ξ1(yd)z
2
1 for this step, where α1 is a smooth function known as a virtual control law

and Ξ1 is a positive and smooth function. Both α1 and Ξ1 will be specified in this
step.

From (4.36) it follows that

dz1 = (z2 + α1 + F1(y
[1]
d , χa, η1)) dt + S1χb dt + Ψ1(η1) dw,(4.37)

where F1 = g1(y, χa) − ẏd, S1 = d1, Ψ1 = ĥ1(y).
Clearly, (4.37) has the same structure as that of (4.21). Then, as in the case of

ρ = 1, the virtual controller α1 can be given by (4.33), which is such that



RISK-SENSITIVE CONTROL OF STOCHASTIC SYSTEMS 903

dV1 ≤ −z2
1 dt + σ1(yd, χ, z1) dw − θ

4
σ1σ

�
1 dt− r1(yd)‖χ‖2

(c + χ�Pχ)1−γ
dt(4.38)

−Ξ1β1z
2
1 dt− Δ1(yd, χ, z1) dt + 2Ξ1z1z2 dt + C1(y

[1]
d ) dt,

where σ1, r1, Ξ1, Δ1, C1 are defined as in the case of ρ = 1.
This completes Step 1.
Step i (i = 2, . . . , ρ− 1). Suppose that from step 1 through to step i− 1 we have

obtained zj = ηj − αj−1(y
[j−1]
d , χa, η[j−1]), j = 1, . . . , i, and value function

Vi−1 = V0 +

i−1∑
j=1

Ξj(y
[j−1]
d , χa, z[j−1])z

2
j

satisfying

dVi−1 ≤ −z2
1 dt + σi−1(y

[i−2]
d , χ, z[i−1]) dw − θ

4
σi−1σ

�
i−1 dt(4.39)

− ri−1(yd)
‖χ‖2

(c + χ�Pχ)1−γ
dt− Δi−1(y

[i−2]
d , χ, z[i−1]) dt

−
i−1∑
j=1

Ξj

(
βj − 2

i−1∑
m=j+1

(m− 1)κm

)
z2
j dt

+ 2Ξi−1zi−1zi dt + Ci−1(y
[i−1]
d , χa, z[i−1]) dt,

where

dz1 = (z2 + α1 + F1(y
[1]
d , χa, η1))dt + S1χbdt + Ψ1(η1)dw,

dzj = (zj+1 + αj + Fj(y
[j]
d , χa, η[j]))dt + Sj(y

[j−1]
d , χa, η[j−1])χbdt

+ Ψj(y
[j−1]
d , χa, η[j−1])dw, j = 2, 3, . . . , i− 1,

σi−1 = σ0 +

i−1∑
j=1

(
2ΞjzjΨj + z2

j

∂Ξj

∂χa
Φa + z2

j

j−1∑
k=1

∂Ξj

∂zk
Ψk

)
,

ri−1 = r1(yd),(4.40)

Ci−1 = C1(y
[1]
d ) +

i−1∑
j=2

2Ξj‖(Ψj(y
[j−1]
d , χa, 0(j−1)×1))

�‖2,(4.41)

and Δi−1 = Δi−1, 1(y
[i−2]
d , χ, z[i−1]) + Δi−1, 2(y

[i−2]
d , χb, z[i−1]). Here Δi−1, 1 and

Δi−1, 2 are given as follows:

Γj(y
[j−1]
d , χa, z[j]) = Ψj +

zj
2Ξj

∂Ξj

∂χa
Φa +

zj
2Ξj

j−1∑
k=1

∂Ξj

∂zk
Ψk, j = 1, . . . , i− 1,

Δi−1, 1 = θε2
11

∥∥∥∥∥∥
(
∂V0

∂χ

)�
− 1

2ε2
11

i−1∑
j=1

ΞjΦΓ�
j zj

∥∥∥∥∥∥
2

,

Mk(y
[k−1]
d , χa, z[k]) = 2ΞkSk + zk

k−1∑
j=1

∂Ξk

∂zj
Sj + zk

∂Ξk

∂χa
La, 1 ≤ k ≤ i− 1,

Δi−1, 2 =
ε

p1
p1−1

1 (p1 − 1)

p1
‖χb‖

p1
p1−1 +

∥∥∥∑i−1
k=1 M

�
k zk

∥∥∥p1

p1ε
p1

1

−
(

i−1∑
k=1

Mkzk

)
χb.(4.42)
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It should be noted that Ξi, Fj , Sj , Γj , Ψj , Mj , j = 1, . . . , i − 1, αj , αj , i =
0, 1, . . . , i− 1, σi−1, ri−1, Ci−1 are C∞. By Young’s inequality, it is easy to see that
Δi−1, 2 ≥ 0.

Let �i−1(y
[i−2]
d , χa, z[i−2], zi−1) = 1

p1ε
p1
1

‖
∑i−2

k=1 M
�
k zk + M�

i−1zi−1‖p1 . Then

Υi−1(y
[i−2]
d , χa, z[i−1])

�
=

1

p1ε
p1

1

(∥∥∥∥∥
i−2∑
k=1

M�
k zk + M�

i−1zi−1

∥∥∥∥∥
p1

−
∥∥∥∥∥
i−2∑
k=1

M�
k zk

∥∥∥∥∥
p1)

= �i−1(y
[i−2]
d , χa, z[i−2], zi−1) − �i−1(y

[i−2]
d , χa, z[i−2], 0).

Thus, by using the identity (see [25])

f(X) − f(0) =

(∫ 1

0

∂f(s)

∂s

∣∣∣∣
s=βX

dβ

)
X,

we have

Υi−1 = zi−1Υi−1(y
[i−2]
d , χa, z[i−1]),(4.43)

where

Υi−1 =

∫ 1

0

∂�i−1(·, s)
∂s

∣∣∣∣
s=αzi−1

dα.

Let zi+1 = ηi+1 − αi(y
[i]
d , χa, η[i]), where αi is a C∞ function to be defined later.

Then we have

dzi = (zi+1 + αi + Fi(y
[i]
d , χa, η[i])) dt(4.44)

+Si(y
[i−1]
d , χa, η[i−1])χb dt + Ψi(y

[i−1]
d , χa, η[i−1]) dw,

where

Fi = gi(y, χa) −
i−1∑
j=1

∂αi−1

∂ηj
(ηj+1 + gj(y, χa)) −

∂αi−1

∂χa
(Waχa + Fa(y))

−
i−1∑
j=0

∂αi−1

∂y
(j)
d

y
(j+1)
d − 1

2
Tr

⎛
⎜⎜⎜⎜⎝

∂2αi−1

∂([χ�
a , η

�
[i−1]]

�)2

⎡
⎢⎢⎢⎣

Φa

ĥ1

...

ĥi−1

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

ĥ1

...

ĥi−1

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠,

Si = di −
i−1∑
j=1

∂αi−1

∂ηj
dj −

∂αi−1

∂χa
La,

Ψi = ĥi(y) −
i−1∑
j=1

∂αi−1

∂ηj
ĥj(y) −

∂αi−1

∂χa
Φa(y)

all are smooth functions.
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Now we introduce the value function for this step as follows:

Vi = Vi−1 + Ξi(y
[i−1]
d , χa, z[i−1])z

2
i ,(4.45)

where Ξi is a positive smooth weighting function to be determined below in this step.
By (4.39) and (4.44), we have

dVi = dVi−1 + 2ziΞi(zi+1 + αi + Fi + Siχb) dt + z2
i

i−1∑
j=0

∂Ξi

∂y
(j)
d

y
(j+1)
d dt

+ z2
i

(
∂Ξi

∂χa
(Waχa + Fa + Laχb) +

i−1∑
j=1

∂Ξi

∂zj
(zj+1 + αj + Fj + Sjχb)

)
dt(4.46)

+
1

2
Tr

⎛
⎜⎜⎜⎜⎝

∂2(Ξiz
2
i )

∂([χ�
a , z

�
[i]]

�)2

⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠ dt

+ 2ΞiziΨi dw + z2
i

(
∂Ξi

∂χa
Φa +

i−1∑
j=1

∂Ξi

∂zj
Ψj

)
dw

≤ −z2
1 dt + σi(y

[i−1]
d , χ, z[i]) dw − θ

4
σiσ

�
i dt +

θ

4
(σiσ

�
i − σi−1σ

�
i−1) dt

−βiΞiz
2
i dt + βiΞiz

2
i dt− ri−1(yd) ‖χ‖2

(c + χ�Pχ)1−γ
dt

−
i−1∑
j=1

Ξj

(
βj − 2

i−1∑
m=j+1

(m− 1)κm

)
z2
j dt− Δi−1 dt

+ 2ziΞi

(
zi+1 + αi + F i(y

[i]
d , χa, z[i])

)
dt + ziMi(y

[i−1]
d , χa, z[i])χb dt

+Ci−1 dt +
1

2
Tr

⎛
⎜⎜⎜⎜⎝

∂2(Ξiz
2
i )

∂([χ�
a , z

�
[i]]

�)2

⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠ dt,

where

σi = σi−1 + 2ΞiziΨi + z2
i

∂Ξi

∂χa
Φa + z2

i

i−1∑
j=1

∂Ξi

∂zj
Ψj ,

F i = Fi +
Ξi−1

Ξi
zi−1 +

zi
2Ξi

(
i−1∑
j=0

∂Ξi

∂y
(j)
d

y
(j+1)
d

+

i−1∑
j=1

∂Ξi

∂zj
(zj+1 + αj + Fj) +

∂Ξi

∂χa
(Waχa + Fa)

)
,

Mi = 2ΞiSi + zi

i−1∑
j=1

∂Ξi

∂zj
Sj + zi

∂Ξi

∂χa
La
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all are smooth functions. Here, we have used the technique of subtracting and adding
terms θ

4σiσ
�
i dt and βiΞiz

2
i dt to the right-hand side of inequality (4.46).

Let σi−1(y
[i−2]
d , χ, z[i−1])= σi−1−∂V0

∂χ Φ =
∑i−1

j=1(2ΞjzjΨj+z2
j
∂Ξj

∂χa
Φa+ z2

j

∑j−1
k=1

∂Ξj

∂zk

Ψk). Then by noticing that σi−1 is independent of χb, we have

(4.47)

−Δi−1, 1 +
θ

4
(σiσ

�
i − σi−1σ

�
i−1)

= −θε2
11

∥∥∥∥∥
(
∂V0

∂χ

)�
− 1

2ε2
11

i−1∑
j=1

ΞjΦΓ�
j zj

∥∥∥∥∥
2

+ θΞiσi−1Γ
�
i zi + θΞ2

iΓiΓ
�
i z

2
i

= −θε2
11

∥∥∥∥∥
(
∂V0

∂χ

)�
− 1

2ε2
11

i−1∑
j=1

ΞjΦΓ�
j zj

∥∥∥∥∥
2

+ θΞi
∂V0

∂χ
ΦΓ�

i zi + θΞi(σi−1 + ΞiΓizi)Γ
�
i zi

= −θε2
11

∥∥∥∥∥
(
∂V0

∂χ

)�
− 1

2ε2
11

i−1∑
j=1

ΞjΦΓ�
j zj

∥∥∥∥∥
2

+

(
θ

(
∂V0

∂χ
− 1

2ε2
11

i−1∑
j=1

ΞjΓjΦ
�zj

)
ΞiΦΓ�

i zi −
θ

4ε2
11

Ξ2
iΓiΦ

�ΦΓ�
i z

2
i

)

+
θ

4ε2
11

Ξ2
iΓiΦ

�ΦΓ�
i z

2
i +

θ

2ε2
11

i−1∑
j=1

ΞjΓjΦ
�zjΞiΦΓ�

i zi

+ θΞi(σi−1 + ΞiΓizi)Γ
�
i zi

= −Δi1 + θΞi

(
1

4ε2
11

ΞiΓiΦ
�Φzi

+
1

2ε2
11

i−1∑
j=1

ΞjΓjΦ
�Φzj + σi−1 + ΞiΓizi

)
Γ�
i zi,

where

Γi(y
[i−1]
d , χa, z[i]) = Ψi +

zi
2Ξi

∂Ξi

∂χa
Φa +

zi
2Ξi

i−1∑
j=1

∂Ξi

∂zj
Ψj ,

Δi1(y
[i−1]
d , χ, z[i]) = θε2

11

∥∥∥∥∥
(
∂V0

∂χ

)�
− 1

2ε2
11

i∑
j=1

ΞjΦΓ�
j zj

∥∥∥∥∥
2

.(4.48)

Similar to (4.25), by using (4.42) we have
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Miχbzi − Δi−1, 2(4.49)

=

(
i∑

k=1

Mkzk

)
χb −

ε
p1

p1−1

1 (p1 − 1)

p1
‖χb‖

p1
p1−1 −

∥∥∑i−1
j=1 M

�
j zj

∥∥p1

p1ε
p1

1

zp1

1

= −
(
ε

p1
p1−1

1 (p1 − 1)

p1
‖χb‖

p1
p1−1 +

∥∥∑i
j=1 M

�
j zj

∥∥p1

p1ε
p1

1

−
i∑

j=1

Mjzjχb

)

+
1

p1ε
p1

1

(∥∥∥∥∥
i−1∑
j=1

M�
j zj + M�

i zi

∥∥∥∥∥
p1

−
∥∥∥∥∥

i−1∑
j=1

M�
j zj

∥∥∥∥∥
p1
)

= −Δi2 + Υi,

where

Δi2(y
[i−1]
d , χb, z[i]) =

(p1 − 1)ε
p1

p1−1

1

p1
‖χb‖

p1
p1−1 +

1

p1ε
p1

1

∥∥∥∥∥
i∑

j=1

M�
j zj

∥∥∥∥∥
p1

(4.50)

−
i∑

j=1

Mjzjχb,

Υi(y
[i−1]
d , χa, z[i]) =

1

p1ε
p1

1

(∥∥∥∥∥
i−1∑
j=1

M�
j zj + M�

i zi

∥∥∥∥∥
p1

−
∥∥∥∥∥

i−1∑
j=1

M�
j zj

∥∥∥∥∥
p1
)
.

By Young’s inequality, it is easy to see that Δi2 ≥ 0. And similar to (4.43), there

exists a smooth function Υi(y
[i−1]
d , χa, z[i]) such that

Υi = ziΥi(y
[i−1]
d , χa, z[i]).

By assumptions A1 and A3, we know that there exist vector-valued smooth func-

tions Ψi(y
[i−1]
d , χa, η[i−1]) and Ψij(y

[i−1]
d , χa, z[j]), j = 1, . . . , i− 1, such that

Ψi(y
[i−1]
d , χa, η[i−1]) = Ψi(y

[i−1]
d , χa, z[i−1])

= Ψi(y
[i−1]
d , χa,0(i−1)×1) +

i−1∑
j=1

Ψij(y
[i−1]
d , χa, z[j])zj .

Then, for the last term on the right-hand side of (4.46), we have

(4.51)

1

2
Tr

⎛
⎜⎜⎜⎜⎝

∂2(Ξiz
2
i )

∂([χ�
a , z

�
[i]]

�)2

⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠

=
1

2
Tr

⎛
⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎣

∂2Ξi

∂([χ�
a , z

�
[i−1]]

�)2
z2
i 2

(
∂Ξi

∂[χ�
a , z

�
[i−1]]

�

)�

zi

2
∂Ξi

∂[χ�
a , z

�
[i−1]]

� zi 2Ξi

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠
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=
1

2
Tr

⎛
⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎣

∂2Ξi

∂([χ�
a , z

�
[i−1]]

�)2
zi 2

(
∂Ξi

∂[χ�
a , z

�
[i−1]]

�

)�

2
∂Ξi

∂[χ�
a , z

�
[i−1]]

� 0

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠ zi

+ Ξi

⎛
⎝Ψi(y

[i−1]
d , χa, 0(i−1)×1) +

i−1∑
j=1

Ψij(y
[i−1]
d , χa, z[j])zj

⎞
⎠

×

⎛
⎝Ψi(y

[i−1]
d , χa, 0(i−1)×1) +

i−1∑
j=1

Ψij(y
[i−1]
d , χa, z[j])zj

⎞
⎠

�

≤ 1

2
Tr

⎛
⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎣

∂2Ξi

∂([χ�
a , z

�
[i−1]]

�)2
zi 2

(
∂Ξi

∂[χ�
a , z

�
[i−1]]

�

)�

2
∂Ξi

∂[χ�
a , z

�
[i−1]]

� 0

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠ zi

+ 2Ξi

∥∥∥(Ψi(y
[i−1]
d , χa, 0(i−1)×1))

�
∥∥∥2

+ 2(i− 1)Ξi

i−1∑
j=1

Ξ−1
j

∥∥∥(Ψij(y
[i−1]
d , χa, z[j]))

�
∥∥∥2

Ξjz
2
j .

Choose

(4.52)

Ξi =
κi

1 +
∥∥(Ψi(y

[i−1]
d , χa, 0(i−1)×1))�

∥∥2
+
∑i−1

j=1 Ξ−1
j

∥∥(Ψij(y
[i−1]
d , χa, z[j]))�

∥∥2 .

Then we have

2Ξi

∥∥(Ψi(y
[i−1]
d , χa, 0(i−1)×1))

�∥∥2 ≤ 2κi,

2(i− 1)Ξi

i−1∑
j=1

Ξ−1
j

∥∥(Ψij(y
[i−1]
d , χa, z[j]))

�∥∥2
Ξjz

2
j ≤ 2(i− 1)κi

i−1∑
j=1

Ξjz
2
j .

By substituting (4.47)–(4.52) into (4.46), we get

dVi ≤ −z2
1 dt + σi dw − θ

4
σiσ

�
i dt− ri(yd)

‖χ‖2

(c + χ�Pχ)1−γ
dt(4.53)

−
i∑

j=1

Ξj

(
βj − 2

i∑
m=j+1

(m− 1)κm

)
z2
j dt− Δi(y

[i−1]
d , χ, z[i]) dt

+ 2Ξizizi+1 dt + 2ziΞi(αi − αi(y
[i]
d , χa, η[i])) dt

+Ci(y
[i]
d , χa, z[i−1]) dt,
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where

(4.54)

ri = ri−1(yd), with ri−1 being defined by (4.40),

Δi = Δi1 + Δi2, with Δi1 and Δi2 being defined by (4.48) and (4.50), respectively,

Ni(y
[i]
d , χa, z[i]) = F i +

Υi

2Ξi
+

βizi
2

+
θ

2

(
1

4ε2
11

ΞiΓiΦ
�Φzi +

1

2ε2
11

i−1∑
j=1

ΞjΓjΦ
�Φzj + σi−1 + ΞiΓizi

)
Γ�
i

+
1

4Ξi
Tr

⎛
⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎣

∂2Ξi

∂([χ�
a , z

�
[i−1]]

�)2
zi 2

(
∂Ξi

∂[χ�
a , z

�
[i−1]]

�

)�

2
∂Ξi

∂[χ�
a , z

�
[i−1]]

� 0

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

Φa

Ψ1

...
Ψi

⎤
⎥⎥⎥⎦
�⎞⎟⎟⎟⎟⎠,

αi =
{
−Ni(y

[i]
d , χa, z[i])

}∣∣
zj=ηj−αj−1, j=1,...,i

,

Ci = Ci−1 + 2Ξi

∥∥∥(Ψi(y
[i−1]
d , χa, 0(i−1)×1))

�
∥∥∥2

, Ci−1 is given by (4.41).(4.55)

Now, we choose virtual controller αi(y
[i]
d , χa, η[i]) as follows:

αi = αi(y
[i]
d , χa, η[i]).(4.56)

Substituting (4.56) into (4.53), we have

dVi ≤ −z2
1 dt + σi dw − θ

4
σiσ

�
i dt− ri(yd)

‖χ‖2

(c + χ�Pχ)1−γ
dt− Δi dt(4.57)

−
i∑

j=1

Ξj

(
βj − 2

i∑
m=j+1

(m− 1)κm

)
z2
j dt

+ 2Ξizizi+1 dt + Ci(y
[i]
d , χa, z[i]) dt.

This completes Step i.
Step ρ. It is easy to see that the results of Step i hold also for i = ρ, where

ηρ+1 = bmg(y)u. Define the value function Vρ as in (4.45) with i = ρ for this step.
Then, Vρ satisfies (4.57) with i = ρ. Set zρ+1 = 0. Then, we arrive at the controller

u(y
[ρ]
d , χa, η[ρ]) =

1

bmg(y)
αρ(y

[ρ]
d , χa, η[ρ]),(4.58)

where αρ is defined by letting i = ρ in (4.56). Let Vρ = Vρ−1 +Ξ(y
[ρ−1]
d , χa, z[ρ−1])z

2
ρ.

Then we have

dVρ ≤ −z2
1 dt + σρ(y

[ρ−1]
d , χa, z) dw − θ

4
σρσ

�
ρ dt(4.59)

− rρ(yd)
‖χ‖2

(c + χ�Pχ)1−γ
dt− Δρ(y

[ρ−1]
d , χ, z) dt

−
ρ∑

j=1

Ξj

(
βj − 2

ρ∑
m=j+1

(m− 1)κm

)
z2
j dt + Cρ(y

[ρ]
d , χa, z[ρ]) dt,
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where Ξρ, σρ, rρ, Δρ, and Cρ are defined in the same way as in Step i (i = 2, . . . , ρ−1),
with i being replaced by ρ.

So far, we have completed the entire backstepping design.

4.4. Properties of the design procedure. In this subsection, we give several
properties of the design procedure above. To avoid duplication of the expression, here
only the case of ρ > 1 is considered, since the case of ρ = 1 has the same properties.

By Lemmas B.1 and B.2, we have

rρ(yd)
‖χ‖2

(c + ξ)1−γ
≥ rρ(yd)

(λmax(P ))
1−γ ‖χ‖

2γ − rρ(yd)Mγ(c)(4.60)

≥ rρ(yd)

λmax(P )
((c + ξ)γ − cγ) − rρ(yd)Mγ(c)

=
rρ(yd)

δλmax(P )
φ(ξ) − rρ(yd)Mγ(c),

where rρ(yd) = r1(yd) is defined by (4.54) and ξ and φ(ξ) are defined in (4.10).

Define

r(yd) =
rρ(yd)

δλmax(P )
,(4.61)

βi = βi − 2

ρ∑
j=i+1

(j − 1)κj , i = 1, . . . , ρ,(4.62)

C(y
[ρ]
d , χa, z[ρ]) = Cρ + rρ(yd)Mγ(c).(4.63)

Then, by (4.59) (or (4.35) for the case of ρ = 1) and (4.60)–(4.63), we have

dVρ ≤ σρ dw − θ

4
σρσ

�
ρ dt− z2

1 dt− r φ(ξ) dt−
ρ∑

i=1

Ξiβiz
2
i dt− Δρ dt + C dt.(4.64)

The following lemma presents the method specifying the design constants.

Lemma 4.2. For any given cost value Rl > 0, risk-sensitivity parameter θ > 0,
and characteristic parameter γ ∈ ( 1

2 , 1), there always exist positive design constants
δ, c, ε01, ε02, ε03, ε04, ε1, ε11, β1, . . . , βρ, κ1, . . . , κρ, such that the following inequalities
hold:

rρ ≥ r > 0, β1 > 0, . . . , βρ > 0, and Cρ ≤ Rl,(4.65)

where r is constant.

Proof. The proof can be accomplished by properly selecting a set of design con-
stants.

Design constants δ, ε01, and ε02 are chosen such that

0 < δ ≤ 1,(4.66)

0 < ε01 <

√
2

4
,(4.67)

0 < ε02 <

√
2

4
.(4.68)
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For given γ ∈ ( 1
2 , 1), even numbers p ∈ {2, 4, 6, . . .} and p1 ∈ {4, 6, 8, . . .} are chosen

such that

p1

2(p1 − 1)
≤ γ ≤ p

p + 1
.

For example, when γ = 2
3 , even numbers p ≥ 2 and p1 ≥ 4 are proper; when γ = 4

5 ,
then even numbers p ≥ 4 and p1 ≥ 4 are proper; when γ = 3

5 , then even numbers
p ≥ 2 and p1 ≥ 6 are proper.

Then, for given γ ∈ ( 1
2 , 1), risk-sensitivity parameter θ, desired positive risk-

sensitive cost value Rl, given output yd, selected δ, ε01, p, and p1, and design constants
ε03, ε04, c, and ε1 are chosen such that

0 < ε03 <

(
pλ

1
p−1

min (P )

12θδγ(p− 1)‖P‖2

) p−1
p

,(4.69)

0 < ε04 <

√
1

18θδγ
,(4.70)

(4.71)

c ≥ max

⎧⎨
⎩1,

(
max

{
5δγ max|yd|≤Cyd

‖PF (yd)‖2

Rlε2
01

, 12θδγ max
|yd|≤Cyd

(
‖PΦ(yd)‖2

F

)
,

10δγ max|yd|≤Cyd
Tr
(
PΦ(yd)Φ

�(yd)
)

Rl

}) 1
1−γ

⎫⎬
⎭ ,

0 < ε1 < δ

⎛
⎝min

{
p1Rl

5(p1 − 1)(1 + K( p1

p1−1 , 2γ))
,

p1Rl

5(p1 − 1)λ1−γ
max(P )Mγ(c)

,(4.72)

γp1

8(p1 − 1)λ1−γ
max(P )

}⎞
⎠

p1−1

p1

.

For given γ and selected constants c and δ, constant ε11 is chosen such that

0 < ε11 <

√
c1−γ

16θδγ‖P‖2
.(4.73)

Design constants κ1, . . . , κρ are chosen such that

0 < κi = min

{
1,

Rl

10ρ

}
, i = 1, . . . , ρ.(4.74)

For given κi’s, design constants β1, . . . , βρ are chosen such that

βi > 2

ρ∑
m=i+1

(m− 1)κm, i = 1, . . . , ρ.(4.75)

Thus, by (4.54) with i = ρ, (4.29), (4.18), (4.67)–(4.73), we have rρ(yd) > 1
8δγ > 0;

by (4.62) and (4.75) we have β1 > 0, . . . , βρ > 0; by (4.59) (or (4.35) for the case of
ρ = 1), (4.32), (4.19), (4.67), (4.71), (4.72), and (4.75), we have Cρ ≤ Rl.
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For the value function Vρ, we have the following lemma.
Lemma 4.3. There are positive definite, continuous, and radially unbounded

functions W1(χ, z) and W2(χ, z) such that

W1(χ, z) ≤ Vρ(y
[ρ−1]
d , χ, z) ≤ W2(χ, z).(4.76)

Proof. Define

W1(χ, z) = V0(χ) +

ρ∑
i=1

min
|yd|≤Cyd

,...,|y(i−1)

d
|≤C

y
(i−1)

d

Ξi(y
[i−1]
d , χa, z[i−1])z

2
i ,

W2(χ, z) = V0(χ) +

ρ∑
i=1

max
|yd|≤Cyd

,...,|y(i−1)

d
|≤C

y
(i−1)

d

Ξi(y
[i−1]
d , χa, z[i−1])z

2
i .

Then inequality (4.76) holds.
We now show that W1(χ, z) and W2(χ, z) are positive definite, continuous, and

radially unbounded. Clearly, W1 and W2 are continuous. In fact, based on W1(χ, z) ≤
W2(χ, z) and W2(0(n+m)×1, 0ρ×1) = 0, it suffices to show that so is W1(χ, z).

Let us next prove the positive definition and radial unboundedness of W1 by
induction. It is clear that V0(χ) is positive definite and radially unbounded by the
definition (4.10).

By the definition (4.27) of Ξ1, assumption A3, and the smoothness of ‖Ψ1‖2, we
see that min|yd|≤Cyd

Ξ1(yd) is existent and positive. Thus, V0(χ)+min|yd|≤Cyd
Ξ1(yd)z

2
1

is positive definite and radially unbounded.

Clearly, min|yd|≤Cyd
,|y(1)

d
|≤C

y
(1)

d

Ξ2(y
[1]
d , χa, z1) is positive and continuous with re-

spect to (χa, z1). Thus, by Lemma B.4 in Appendix B we can get the positive definite-
ness and radial unboundedness of V0(χ)+min|yd|≤Cyd

Ξ1(yd)z
2
1+min|yd|≤Cyd

,|y(1)

d
|≤C

y
(1)

d

Ξ2(y
[1]
d , χa, z1)z

2
2 .

Suppose that V0(χ) +
∑i−1

j=1 min|yd|≤Cyd
,...,|y(j−1)

d
|≤C

y
(j−1)

d

Ξj(y
[j−1]
d , χa, z[j−1])z

2
j

(i = 3, 4, . . . , ρ) is positive definite and radially unbounded. Then, from the positive-

ness and continuity of min|yd|≤Cyd
,...,|y(i−1)

d
|≤C

y
(i−1)

d

Ξi(y
[i−1]
d , χa, z[i−1]) and Lemma

B.4 in Appendix B, we obtain the positive definiteness and radial unboundedness of

V0(χ) +

i∑
j=1

min
|yd|≤Cyd

,...,|y(j−1)

d
|≤C

y
(j−1)

d

Ξj(y
[j−1]
d , χa, z[j−1])z

2
i .

Thus, by induction, W1(χ, z) is positive definite and radially unbounded.
The following two properties are largely straightforward.
Property 4.1. If the design constants are chosen such that inequalities (4.65)

hold, then we have

dVρ ≤ −(y − yd)
2 dt + σρ dw − θ

4
σρσ

�
ρ dt(4.77)

− l
(
y
[ρ−1]
d , χ, z[ρ]

)
dt + Rl dt + r(yd)Mγ(c)dt,

where l = r(yd)φ(ξ) +
∑ρ

i=1 Ξiβiz
2
i + Δρ is nonnegative.
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Proof. By (4.59) (or (4.35) for the case of ρ = 1) and (4.65) one can easily get
(4.77).

Property 4.2. If design constants are chosen such that inequalities (4.65) hold,
then

LVρ ≤ −z2
1 + Rl,(4.78)

LVρ ≤ −c1Vρ + c2,(4.79)

where constants c1 and c2 satisfy{
c1 = min

{
r

δλmax(P ) , β1, β2, . . . , βρ

}
> 0,

c2 = Rl + maxyd
rρ(yd)Mγ(c).

(4.80)

Proof. When design constants are chosen such that inequalities (4.65) hold, then
(4.78) comes from (4.77), and (4.79) comes from (4.61)–(4.64), Vρ = φ(ξ)+

∑ρ
i=1 Ξiz

2
i ,

and

r(yd) ≥ c1, β1 ≥ c1, . . . , βρ ≥ c1, and C ≤ c2.

5. Main results. In this section, we summarize the main results of this paper
as a theorem.

Theorem 5.1. Consider the system (3.1) and the tracking risk-sensitive cost
criterion (3.2). Suppose that assumptions A1–A3 hold. Then, for any given risk-
sensitivity parameter θ > 0 and desired cost value Rl > 0, there exists an output-
feedback controller such that the closed-loop system

1. has a unique solution on [0, ∞) almost surely,
2. admits a guaranteed cost value Rl for the risk-sensitive cost criterion (3.2),
3. is bounded in probability.

Proof. We prove this theorem only for the case of ρ > 1 by construction. The
proof for the case ρ = 1 is similar and straightforward, and so is omitted here.

For any given risk-sensitivity parameter θ > 0 and desired cost value Rl > 0,
section 4 provides a constructive design procedure of an output-feedback risk-sensitive
controller. From Lemma 4.2, it is easily known that there are design constants such
that inequalities (4.65) hold. Then, Lemma 4.3, (4.59), and the first two statements
of Theorem A.1 imply statements 1 and 2.

Property 4.2, together with the third statement of Theorem A.1, leads directly to
the boundedness in probability of [χ�, z�[ρ]]

�. To show statement 3, let us first show

the boundedness in probability of [η1, . . . , ηρ]
�.

By η1 = y = z1 + yd and assumption A3, it is easy to see that η1 is bounded
in probability. Suppose that [η1, . . . , ηk−1]

� is bounded in probability for k (k =

2, . . . , ρ). Then by ηk = zk + αk−1(y
[k−1]
d , χa, η[k−1]), the smoothness of αk−1, and

assumption A3, we know that ηk, and hence [η1, . . . , ηk]
�, is bounded in probability.

Therefore, by induction, [η1, . . . , ηρ]
� is bounded in probability.

Thus, by [η1, . . . , ηρ, ζ
�]� = Tρ, . . . , T1[y, x̂2, . . . , x̂n]� and χ = [ζ�, x̃�]�, it is

easy to derive that x̃ and [y, x̂2, . . . , x̂n]� are bounded in probability. This, together
with y = x1, x̂1 = y − x̃1, and [x2, . . . , xn]� = [x̃2 + x̂2, . . . , x̃n + x̂n], leads to the
boundedness in probability of [x�, x̂�]�. That is, statement 3 is true.

Remark 5.1. As for the value range of characteristic parameter γ in value function
Vρ (or V0 given by (4.10)), the following two points are considered. First, since
χb is unknown, in order to guarantee stability of the closed-loop system, we use
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− r0(yd)‖χ‖2

(c+χ�Pχ)1−γ dt to dominate the term M1χbz1 dt on the right-hand side of (4.22).

This requires that the power 2γ of χb (or χ) in the term r0(yd)‖χ‖2

(c+χ�Pχ)1−γ dt on the right-

hand side of (4.22) be greater than 1, the power of χb of M1χbz1 dt, that is, γ > 1/2.
Second, to deal with the term σ0 dw on the right-hand side of (4.13), we use the
technique of subtracting and adding θ

4σ0σ
�
0 dt on the right-hand side of (4.13). The

negative term − θ
4σ0σ

�
0 dt is used to control the term σ0 dw, while the positive term

θ
4σ0σ

�
0 dt is dominated by term −∂φ

∂ξ ‖χ‖2 dt and the system input. Thus, it is natural

to require that the power 2γ of χ in ∂φ
∂ξ ‖χ‖2 be greater than 4γ − 2, the power of χ

in σ0σ
�
0 ; that is, 2γ > 4γ − 2, or equivalently, γ < 1.

6. Example. Consider the second-order system

dx1 = x2dt + udt +
1

2
y2dw,

dx2 = u dt,
y = x1.

The purpose is to design u based on only y such that the output y of the closed-loop
system tracks the sinusoidal signal:

yd(t) = a sin(ωt), a = 2, ω = 2.

Clearly, in this case, we have n = 2, m = 1, ρ = 1, and h(y) = [12y
2, 0]�.

Design the following state observer:

˙̂x1 = x̂2 + k1(y − x̂1) + u, k1 = 1,
˙̂x2 = k2(y − x̂1) + u, k2 = 1.

Then, the estimation error x̃ = [x1 − x̂1, x2 − x̂2]
� satisfies the following equation:

dx̃ =

[
−1 1
−1 0

]
x̃dt + h(y)dw

�
= Ax̃dt + h(y)dw.

Set ς0 = [y, x̂2]
�. Then we have the following dynamical equation for ς0:

dς0 =

[
0 1
0 0

]
ς0dt +

[
0
x̃1

]
dt +

[
1
0

]
x̃2dt +

[
1
1

]
u dt +

[
1
2y

2

0

]
dw.

Let ς1 = T1ς0, T1 =
[

1 0
−1 1

]
, T−1

1 =
[

1 0
1 1

]
. Then we have

dς1 =

[
1 1
−1 −1

]
ς1dt +

[
0
x̃1

]
dt +

[
1
−1

]
x̃2dt +

[
1
0

]
u dt +

[
1
2y

2

− 1
2y

2

]
dw.

Let η = [η1, η2]
� = ς1 and ζ = η2. Then we have η1 = y and the following dynamics

used to control design:

dx̃ = Ax̃dt + h(y)dw,

dζ = (−ζ − y + x̃1 − x̃2)dt−
1

2
y2 dw,

dy = (ζ + y + u + x̃2)dt +
1

2
y2 dw.
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In this case, we have

W =

⎡
⎣ −1 1 −1

0 −1 1
0 −1 0

⎤
⎦.

By solving Lyapunov equation W�P + PW = −I3, we get

P =

⎡
⎣ 0.5000 0.3333 −0.1667

0.3333 1.5000 −0.6667
−0.1667 −0.6667 1.6667

⎤
⎦.

Clearly, P is symmetric and positive definite. The eigenvalues of P are 0.3978, 0.9476,
2.3213, and thus, λmin(P ) = 0.3978, λmax(P ) = 2.3213.

Let γ = 2
3 , p = 2, p1 = 4, z1 = y−yd, χa = [ζ, x̃1]

�, ξa = χ�
a (P1−P2P

−1P�
2 )χa =

0.4833ζ2 + 1.2333x̃2
1 + 0.5332ζx̃1. Then we design the controller u(y

[1]
d , χa, η1) =

α1(y
[1]
d , χa, η1) as follows:

α1 =

{
−N1 −

z1

2Ξ1
− N0

2Ξ1

}∣∣∣∣
z1=η1−yd

with Ξ1 = 4κ1

4+y4
d

and

N0 =
0.2593δ

ε2
02

· 1

(c + ξa)
1
3

+
4θδ2

9
· (y + yd)

2(0.5834x̃1 − 0.0833ζ)2z1

(c + ξa)
2
3

+
3.2261θδ2

ε2
04

·
(ζ2 + x̃2

1)
(
2y4

d + z2
1(y + yd)

2
)
(y + yd)

2z1

c + ξa

+
0.2993θδ2

ε2
03

· (y + yd)
2(y2 + y2

d)
2z1 +

δ

3
· (y + yd)

2z1

(c + ξa)
1
3

,

N1 = ζ − ẏd +
β1

2
z1 +

z1

2Ξ1

∂Ξ1

∂yd
ẏd +

2

ε4
1

Ξ3
1z

3
1 +

θ

8
Ξ1

(
1 +

y4

8ε2
11

)
y4z1

+
1

4
(y + yd)

2z1.

Here, the desired cost value Rl is set to 0.5. Accordingly, the design constants in
Lemma 4.2 are chosen as δ = 0.9, θ = 0.2, ε01 = 0.3, ε02 = 0.3, ε03 = 0.32, ε04 =
0.68, c = 100, ε1 = 0.1, ε11 = 0.29, κ1 = 0.05, β1 = 40; the stochastic disturbance
dw
dt is chosen to be Gaussian white noise with power 1; and the initial conditions are
simply set to x1(0) = 0.8, x2(0) = 0, x̂1(0) = 0, x̂2(0) = 0.

The simulation results are shown in Figures 1–4 given below. In particular, Fig-
ure 1 is about x1 (solid line) and its estimation x̂1 (dashdotted line); Figure 2 is
about x2 (solid line) and its estimation x̂2 (dashdotted line); Figure 3 is about de-
sired output yd (solid line), system output y (dashdotted line), and tracking error
y − yd (dashed line); Figure 4 is about control input u; Figure 5 gives a diagram of
1
t

∫ t

0
(y(s) − yd(s))

2ds, used to demonstrate the validity of the design. From Figure 3
and Figure 5 we can see that the system output tracks the desired output ideally.
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Fig. 1. System state x1 (solid) and observer state x̂1 (dashdotted).
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Fig. 2. System state x2 (solid) and observer state x̂2 (dashdotted).
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Fig. 3. Desired output yd (solid), system output y (dashdotted), and tracking error y − yd
(dashed).
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Fig. 4. Control input u.
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Fig. 5. 1
t

∫ t

0
(y(s) − yd(s))2ds.

7. Concluding remarks. In this paper, the practical output-feedback control
design problem of stochastic nonlinear strict-feedback systems in observer canonical
form with stable zero-dynamics under a long-term tracking risk-sensitive cost criterion
is investigated. A state observer is designed to guarantee an exponentially convergent
state estimate when there is no disturbance. By introducing a state-transformation,
we transform the system with the state observer in the loop into a lower triangular
structure. And then, for any given risk-sensitivity parameter and desired cost value,
by using an integrator backstepping method, we present constructively the output-
feedback control design algorithm. The cost function adopted here is of quadratic form
usually encountered in practice, rather than the quartic one used to avoid difficulty on
controller design and performance analysis of the closed-loop systems. It is shown that
under our control design (a) the closed-loop system is bounded in probability, and (b)
the long-term average risk-sensitive cost of the closed-loop systems is upper bounded
by the desired value. Besides, the value range of the characteristic parameters of the
value function is investigated. As a special case when system vector nonlinearity and
stochastic disturbance vector field vanish at the desired output yd, it can be expected
that there exists a control such that the closed-loop system is asymptotically stable
in the large and admits a zero risk-sensitive cost. This question is now under study.
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Appendix A. Preliminary results. In this appendix, we give the definitions of
bounded in probability and asymptotically stable in the large, as well as a key theorem
to present the sufficient conditions for these two stability notions.

For a general control-free stochastic nonlinear system,

dx = f(t, x) dt + h(t, x)dw, x(t0) = x0,(A.1)

where x is an n-dimensional state vector, n ∈ N; f : [0, ∞) × R
n → R

n and
h : [0, ∞) × R

n → R
n×s, s ∈ N, are assumed to be continuous in t and locally

Lipschitz in x; w is an s-dimensional vector-valued Brownian motion defined on a
probability space (Ω, F , P); t0 ≥ 0 and x0 ∈ R

n. Denote the solution to (A.1) by
xt0,x0

(t).
Definition A.1. The solution process {xt0,x0(t), t ≥ t0} is said to be bounded

in probability if

lim
ε→∞

sup
t∈[t0,∞)

P {‖xt0,x0(t)‖ > ε} = 0.

Definition A.2. Consider the system (A.1), with f(t,0n×1) = 0n×1 and
h(t,0n×1) = 0n×s ∀t ≥ 0. The identically zero solution process is said to be asymp-
totically stable in the large if ∀ε > 0, t0 ∈ [0, ∞),

lim
‖x0‖→0+

P
{

sup
t≥0

‖xt0,x0
(t)‖ ≥ ε

}
= 0

and ∀x0 ∈ R
n, ∀t0 ∈ [0, ∞),

P
{

lim
t→∞

xt0,x0(t) = 0n×1

}
= 1.

The following theorem gives the sufficient conditions for the above two stochastic
stability concepts.

Theorem A.1. Consider stochastic nonlinear system (A.1) and the following
risk-sensitive cost criterion:

Jθ = lim sup
T→∞

1

T

2

θ
ln

(
E

(
exp

(
θ

2

∫ T

0

q(t, x0,x0
(t)) dt

)))
,(A.2)

where θ > 0 is the risk-sensitive parameter and q : [0, ∞)×R
n → R is a nonnegative

continuous function. For any θ > 0 and any desired cost value Rl > 0, if there exists
a nonnegative value function V : [0, ∞)×R

n → R, which is C1 in the first argument
and C2 in the second argument; a continuous function σ : [0, ∞) × R

n → R
1×s; a

nonnegative continuous function l : [0, ∞)×R
n → R; and a nonnegative, continuous,

and radially unbounded function W1 : R
n → R such that

W1(x) ≤ V (t, x) ∀(t, x) ∈ [0, ∞) × R
n,(A.3)

dV (t, x) = σ(t, x) dw − θ

4
σ(t, x)(σ(t, x))� dt− l(t, x) dt(A.4)

− q(t, x) dt + Rl dt ∀(t, x) ∈ [0, ∞) × R
n,

then the following statements hold:
1. The system (A.1) has a unique solution on [t0, ∞) almost surely ∀t0 ≥ 0.
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2. Jθ(x0) ≤ Rl ∀x0 ∈ R
n.

3. If, in addition, there are constants cl1 ∈ (0, ∞) and cl2 ∈ (0, ∞) such that

LV (t, x) ≤ −cl1V (t, x) + cl2 ∀(t, x) ∈ [0, ∞) × R
n,(A.5)

then the solution of system (A.1) is bounded in probability.
4. If, in addition, f(t, 0n×1) = 0n×1, h(t, 0n×1) = 0n×s ∀t ≥ 0, W1 is positive

definite, Rl = 0, and there exist a continuous and positive definite function
W2 : R

n → R and a positive definite function W3 : R
n → R such that

V (t, x) ≤ W2(x) ∀(t, x) ∈ [0, ∞) × R
n,(A.6)

θ

4
σ(t, x)(σ(t, x))�+ l(t, x)+ q(t, x)≥W3(x) ∀(t, x)∈ [0, ∞)×R

n,(A.7)

then the zero solution of the system (A.1) is asymptotically stable in the large.

Proof. Define V̂
�
= V + Rl. Clearly, V̂ is nonnegative and satisfies

LV̂ = −θ

4
σ(t, x)(σ(t, x))� − l(t, x) − q(t, x) + Rl ≤ V̂

and

lim
r→∞

inf
‖x‖>r

V̂ (t, x) ≥ lim
r→∞

inf
‖x‖>r

W1(x) = ∞ ∀t ∈ [0, ∞).

Then, by Theorem 4.1 of Chapter III of [21], statement 1 follows.
For statement 2, fix t0 = 0 and x0 ∈ R

n. By (A.4), we have

V (T, x0,x0(T )) +

∫ T

0

(q(t, x0,x0(t)) + l(t, x0,x0(t))) dt

≤ V (0, x0) +

∫ T

0

σ(t, x0,x0
(t)) dw

− θ

4

∫ T

0

σ(t, x0,x0(t))(σ(t, x0,x0(t)))
� dt + Rl T ∀T ≥ 0.

This implies that

1

T

2

θ
ln

(
E

(
exp

(
θ

2

∫ T

0

q(t, x0,x0(t)) dt

)))

≤ 1

T

2

θ
ln

(
E

(
exp

(
θ

2

(
V (T, x0,x0(T )) +

∫ T

0

(
q(t, x0,x0(t)) + l(t, x0,x0(t))

)
dt

))))

≤ V (0, x0)

T
+

1

T

2

θ
ln

(
E

(
exp

(
θ

2

(∫ T

0

σ(t, x0,x0(t)) dw

− θ

4

∫ T

0

σ(t, x0,x0(t))(σ(t, x0,x0(t)))
� dt

))))
+ Rl.

Let, ∀T ≥ 0,

ζ(T )
�
= exp

(∫ T

0

θ

2
σ(t, x0,x0

(t)) dw − θ2

8

∫ T

0

σ(t, x0,x0
(t))(σ(t, x0,x0

(t)))� dt

)
.
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Then ζ(T ) is a supermartingale (see [33]), and E(ζ(T )) ≤ E(ζ(0)) = 1 ∀T ≥ 0. Thus,
we have

Jθ(x0) ≤ lim sup
T→∞

(
V (0, x0)

T
+

1

T

2

θ
ln (E (ζ(T ))) + Rl

)
≤ Rl.

This establishes statement 2.
For statement 3, fix t0 ∈ [0, ∞) and x0 ∈ R

n. Let

α(c) = inf
‖x‖>c, x∈Rn

W1(x) ∀c ∈ [0, ∞).

Then, by (A.3) and (A.5), we have, for sufficiently large c ∈ [0, ∞) and any t ≥ t0,

P(‖xt0,x0(t)‖ > c) =

∫
Ω

I{‖xt0,x0 (t)‖>c}(ω)P(dω)

=

∫
Ω

I{‖xt0,x0 (t)‖>c}W1(xt0,x0(t))

W1(xt0,x0(t))
P(dω)

≤ E(W1(xt0,x0
(t)))

α(c)
≤ E(V (t, xt0,x0

(t)))

α(c)

≤ V (t0, x0) + cl2/cl1
α(c)

.

Since the fact that W1 is radially unbounded implies that α(c) → ∞ as c → ∞, then
statement 3 follows.

For statement 4, we note that V is clearly positive definite,

0 ≤ lim
x→0n×1

sup
t≥0

V (t, x) ≤ lim
x→0n×1

W2(x) = 0,

which implies that V has infinitesimal upper limit, LV (t, x) = − θ
4σ(t, x)(σ(t, x))�−

l(t, x) − q(t, x) ≤ −W3(x) ∀(t, x) ∈ [0, ∞) × R
n, which is negative definite, and

lim
R→∞

inf
‖x‖>R, x∈Rn

inf
t>0

V (t, x) ≥ lim
R→∞

inf
‖x‖>R, x∈Rn

W1(x) = ∞.

By Theorem 4.4 in Chapter V of [21], the zero solution of system (A.1) is asymptoti-
cally stable in the large.

Appendix B. Technical lemmas.

Lemma B.1. Let n ∈ N, P be an n × n-dimensional symmetric positive definite
matrix, γ ∈ ( 1

2 , 1),

Πγ(x, c) = ‖x‖2γλγ−1
max(P ) − (c + x�Px)γ−1‖x‖2 ∀x ∈ R

n, ∀c ∈ (0, ∞),

and

Mγ(c) = sup
x∈Rn

Πγ(x, c) ∀c ∈ (0, ∞).

Then Πγ(x, c) ≥ 0 ∀x ∈ R
n, ∀c ∈ (0, ∞); and Mγ is strictly increasing on (0, ∞);

and

lim
c→0+

Mγ(c) = 0, lim
c→+∞

Mγ(c) = +∞.
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Proof. Clearly, for any nonzero vector x ∈ R
n, we have

Π(x, c) > Π(x, 0) = 0 ∀c ∈ (0, ∞).

From this together with Π(0n×1, c) = 0 ∀c ∈ (0, ∞), it follows that Πγ(x, c) ≥ 0
∀x ∈ R

n, ∀c ∈ (0, ∞).
Let us next prove the properties of Mγ . From the definitions of λmax(P ) and

λmin(P ), it follows that for any nonzero vector x ∈ R
n,

λmin(P ) ≤ x�Px

‖x‖2
≤ λmax(P ).

Further, by γ < 1 we have for any nonzero vector x ∈ R
n,

Πγ(x, c) ≤ ‖x‖2γλγ−1
max(P ) − (c + λmax(P )‖x‖2)γ−1‖x‖2

= λγ−1
max(P )‖x‖2γ

(
1 −

(
1 +

c

λmax(P )‖x‖2

)γ−1)

=
λγ−1

max(P )‖x‖2γ(
1 + c

λmax(P )‖x‖2

)γ−1

((
1 +

c

λmax(P )‖x‖2

)1−γ

− 1

)

≤ λγ−1
max(P )‖x‖2γ

(
1 +

c(1 − γ)

λmax(P )‖x‖2
− 1

)
= c(1 − γ)λγ−2

max(P )‖x‖2(γ−1)

−→ 0 as ‖x‖ → ∞,

where we have used the following inequality: (1+a)r ≤ 1+ar ∀a ∈ [0, ∞), ∀r ∈ (0, 1).
Let

X0 = {x ∈ R
n : Px = λmax(P )x} .

Then it can be shown that for any constant c > 0,

Mγ(c) ≥ sup
x∈X0,‖x‖=1

Πγ(x, c) = λγ−1
max(P ) − (c + λmax(P ))γ−1 > 0.

Therefore, there is a nonzero x1 ∈ R
n at which Πγ(x, c) reaches its maximum. Fur-

thermore, we can show that x1 ∈ X0, since otherwise there would be x�
1 Px1 <

λmax(P )‖x1‖2. Take x0 ∈ X0 such that ‖x0‖ = ‖x1‖. Then,

Πγ(x0, c) = ‖x0‖2γλγ−1
max(P ) − (c + x�

0 Px0)
γ−1‖x0‖2

= ‖x0‖2γλγ−1
max(P ) − (c + λmax(P )‖x0‖2)γ−1‖x0‖2

= ‖x1‖2γλγ−1
max(P ) − (c + λmax(P )‖x1‖2)γ−1‖x1‖2

> ‖x1‖2γλγ−1
max(P ) − (c + x�

1 Px1)
γ−1‖x1‖2.

This contradicts the fact that x1 is the maximum point of Πγ(x, c).
Thus, there must be

Mγ(c) = sup
x∈Rn

Πγ(x, c) = sup
x∈X0

Πγ(x, c)

= sup
x∈X0

[
‖x‖2γλγ−1

max(P ) − (c + λmax(P )‖x‖2)γ−1‖x‖2
]
.
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In other words, the vector maximization problem has been transformed into a scalar
one in α of the following two-variable function f(α, c):

f(α, c) = αγλγ−1
max(P ) − (c + λmax(P )α)γ−1α.

That is, for any given c ≥ 0, we have

Mγ(c) = sup
α≥0

f(α, c).

Noticing that

∂f(α, c)

∂c
= (1 − γ)(c + λmax(P )α)γ−2α > 0 ∀α > 0, ∀c > 0,

we know that f(α, c) is a strictly increasing function of c for fixed α ∈ (0, ∞). It
can also be shown that Mγ(c) is strictly increasing; i.e., for any 0 < c1 < c2 there
is always 0 < Mγ(c1) < Mγ(c2) due to the following argument. Let αc1 maximize
f(α, c1), or Mγ(αc1 , c1) = f(αc1 , c1) = supα≥0 f(α, c1). Then by the monotonicity
of f(α, ·), we have

Mγ(c1) = f(αc1 , c1) < f(αc1 , c2) ≤ sup
α≥0

f(α, c2) = Mγ(c2).

Note that, ∀c ∈ (0, ∞) and ∀x ∈ R
n with x �= 0n×1,

Πγ(x, c) ≤ ‖x‖2γλγ−1
max(P ) − (c + λmax(P )‖x‖2)γ−1‖x‖2

=
‖x‖2γλγ−1

max(P )

(c + λmax(P )‖x‖2)1−γ

(
(c + λmax(P )‖x‖2)1−γ − λ1−γ

max(P )‖x‖2(1−γ)
)

=
‖x‖2γλγ−1

max(P )

(c + λmax(P )‖x‖2)1−γ

((
1 +

c

λmax(P )‖x‖2

)1−γ

λ1−γ
max(P )‖x‖2(1−γ)

−λ1−γ
max(P )‖x‖2(1−γ)

)

=
‖x‖2

(c + λmax(P )‖x‖2)1−γ

((
1 +

c

λmax(P )‖x‖2

)1−γ

− 1

)

<
‖x‖2

(c + λmax(P )‖x‖2)1−γ

c(1 − γ)

λmax(P )‖x‖2

=
c(1 − γ)(λmax(P ))−1

(c + λmax(P )‖x‖2)1−γ
.

Clearly, we have Πγ(0n×1, c) = 0 < c(1−γ)(λmax(P ))−1

(c)1−γ ∀c ∈ (0, ∞). Then,

Πγ(x, c) <
c(1 − γ)(λmax(P ))−1

(c + λmax(P )‖x‖2)1−γ
∀c ∈ (0, ∞), ∀x ∈ R

n.

This implies that, ∀c ∈ (0, ∞),

Mγ(c) = sup
x∈Rn

Πg(x, c) ≤ sup
x∈Rn

c(1 − γ)(λmax(P ))−1

(c + λmax(P )‖x‖2)1−γ
= cγ(1 − γ)(λmax(P ))−1.

Clearly, Mγ(c) > 0 ∀c ∈ (0, ∞). Moreover, we have

0 ≤ lim
c→0+

Mg(c) ≤ lim
c→0+

cγ(1 − γ)(λmax(P ))−1 = 0.
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We now show

lim
c→+∞

Mγ(c) = +∞,(B.1)

since otherwise, by the fact that Mγ(c) is strictly increasing in [0, ∞), limc→+∞ Mγ(c)

would be existent and finite. Let Υ = limc→+∞ Mγ(c). Then for c =
(
1 − 1

21−γ

)− 1
γ ·

(2λmax(P )Υ)
1
γ , we would have Mγ(c) ≥ f(cλ−1

max(P ), c) = 2Υ > Υ. This contradicts
Υ = limc→+∞ Mγ(c) and the fact that Mγ(c) is strictly increasing in [0,∞). Thus,
(B.1) is true.

Remark B.1. Lemma B.1 means that the difference between term ‖x‖2γλγ−1
max(P )

and term (c + x�Px)γ−1 ‖x‖2 is less than or equal to Mγ(c), which is arbitrarily
close to zero as constant c is.

Lemma B.2. Let n ∈ N, P ∈ R
n×n be symmetric and positive definite, c ∈ [0, ∞),

and γ ∈ ( 1
2 , 1). Define the function

Δγ(x, c) = (c + x�Px)γ − cγ − λγ
max(P )‖x‖2γ , ∀c ≥ 0, ∀x ∈ R

n.

Then we have

Δγ(x, c) ≤ 0 ∀x ∈ R
n, ∀c ≥ 0.(B.2)

Proof. Let z = ‖x‖2 and Δγ(z, c) = (c + λmax(P )z)γ − cγ − λγ
max(P )zγ . Then,

Δγ(z, c) ≥ Δγ(x, c)∀ c ≥ 0, and for any z > 0 and c ≥ 0,

∂Δγ(z, c)

∂z
=

γλmax(P )

(c + λmax(P )z)1−γ
− γλγ

max(P )

z1−γ

≤ γλγ
max(P )

(cλ−1
max(P ) + z)1−γ

− γλγ
max(P )

z1−γ
≤ 0.

This together with Δγ(0, c) = Δγ(0, c) = 0 gives (B.2).
Remark B.2. From Lemmas B.1 and B.2, we know that for any χ ∈ R

n+m there
exist the following inequalities:

‖χ‖2γ ≤ λ1−γ
max(P )

(
Mγ(c) +

‖χ‖2

(c + χ�Pχ)1−γ

)
,(B.3)

(c + χ�Pχ)γ − cγ ≤ λmax(P )

(
Mγ(c) +

‖χ‖2

(c + χ�Pχ)1−γ

)
.

Lemma B.3. For any given constants a1 and a2 satisfying 1 ≤ a1 ≤ a2, set
fa1, a2(x) = xa1 − xα2 ∀x ≥ 0, and{

K(a1, a2) = a2−a1

a2

(
a1

a2

) a1
a2−a1

if a1 < a2,

K(a1, a2) = 0 if a1 = a2.

Then

sup
x≥0

fa1, a2(x) = K(a1, a2).(B.4)

Proof. When 1 ≤ a1 < a2, by d
dxfa1, a2

(x) = a1x
a1−1 − a2x

α2−1 = 0, we see that

fa1, a2(x) achieves its maximum at xm = (a1

a2
)

1
a2−a1 . Substituting xm into fa1, a2

(x)
leads to (B.4).
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When a2 = a1 ≥ 1, (B.4) is obvious since, in this case, fa1, a2
(x) ≡ 0 and

K(a1, a2) = 0.
Lemma B.4. For positive definite and radially unbounded functions V1 : R

m → R

and V2 : R → R, and a positive continuous function Ξ : R
m → R

+, m ∈ N, define
V (X, x) = V1(X) + Ξ(X)V2(x). Then, for any [X�, x]� �= 0(m+1)×1, V (X, x) > 0,

and in addition, if
√
‖X‖2 + x2 → ∞, V (X, x) → ∞. That is, V (X, x) is positive

definite and radially unbounded.
Proof. We first show the positive definiteness of V (X, x). From [X�, x]� �=

0(m+1)×1 we have either X �= 0m×1 or X = 0m×1 and x �= 0. If X �= 0m×1, then we
have V (X, x) ≥ V1(X) > 0. If X = 0m×1 and x �= 0, then by the positiveness of Ξ
we have V (0m×1, x) ≥ Ξ(0m×1)V2(x) > 0. Clearly, V (0m×1, 0) = 0. Thus, V (X, x)
is positive definite.

Let us next show the radial unboundedness of V (X, x) by contradiction. Suppose
there were a sequence of {Xk, xk, k ∈ N} satisfying limk→∞(‖Xk‖ + ‖xk‖) = ∞ and
a constant C > 0 such that V (Xk, xk) ≤ C < ∞ ∀k ∈ N. Then, there would be
V1(Xk) ≤ C ∀k ∈ N and Ξ(Xk)V2(xk) ≤ C ∀k ∈ N. Noticing the positive definiteness
and radial unboundedness of V1, one can show that there is a constant δ1(C) > 0 such
that

‖Xk‖ ≤ δ1(C) ∀k ∈ N.(B.5)

Let M = min‖X‖≤δ1(C) Ξ(X). Then, by the positiveness and continuity of Ξ we have

M > 0. Thus, V2(xk) ≤ C
M ∀k ∈ N. This together with the positive definiteness and

radial unboundedness of V2 in turn implies that there exists a constant δ2(C/M) > 0
such that

‖xk‖ ≤ δ2(C/M) ∀k ∈ N.(B.6)

From this and (B.5) we have ‖Xk‖ + ‖xk‖ ≤ δ1(C) + δ2(C/M) < ∞ ∀k ∈ N, which
contradicts limk→∞(‖Xk‖+‖xk‖) = ∞. Thus, V (X, x) is radially unbounded.
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GLOBAL STABILIZATION OF THE GENERALIZED
KORTEWEG–DE VRIES EQUATION POSED ON A FINITE DOMAIN∗
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Abstract. This paper is concerned with the internal stabilization of the generalized Korteweg–
de Vries equation on a bounded domain. The global well-posedness and the exponential stability
are investigated when the exponent in the nonlinear term ranges over the interval [1, 4). The global
exponential stability is obtained whatever the location where the damping is active, confirming
positively a conjecture of Perla Menzala, Vasconcellos, and Zuazua [Quart. Appl. Math., 60 (2002),
pp. 111–129].
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effect, Carleman estimate
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1. Introduction. In this paper we study the generalized Korteweg–de Vries
(GKdV) equation posed on a finite interval I = (0, L) with a localized damping

∂tu + ∂xu + a(u)∂xu + ∂3
xu + b(x)u = 0, 0 ≤ x ≤ L, t ≥ 0,(1.1)

satisfying the homogeneous boundary conditions

u(0, t) = 0, u(L, t) = 0, ∂xu(L, t) = 0, t ≥ 0,(1.2)

and the initial condition

u(x, 0) = φ(x), 0 ≤ x ≤ L.(1.3)

Here b ≡ b(x) ∈ L2(I) is a given nonnegative function with its support ω being a
subset of I, and the function a ≡ a(μ) is a given smooth function satisfying the
growth condition

a(0) = 0, |a(j)(μ)| ≤ C(1 + |μ|p−j) ∀ μ ∈ R(1.4)

for j = 0, 1 if 1 ≤ p < 2 and for j = 0, 1, 2 if p ≥ 2.
We are mainly concerned with two issues regarding the initial boundary value

problem (IBVP) (1.1)–(1.3). One is the well-posedness of the IBVP (1.1)–(1.3) in the
classical Sobolev space Hs(I). That is, we aim to establish existence, uniqueness, and
persistence properties of solutions corresponding to the given initial data φ, together
with continuous dependence of solution upon the initial data φ. The other one is
the long time behavior of solutions of the IBVP (1.1)–(1.3). More precisely, we will
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investigate if the solution of (1.1)–(1.3) tends to zero as t → ∞ and under what rate
it decays.

When a(μ) = μ and b ≡ 0, (1.1) is the celebrated Korteweg–de Vries (KdV)
equation

∂tu + ∂xu + u∂xu + ∂3
xu = 0,(1.5)

which was derived by Korteweg and de Vries [18] in 1895 as a model for propagation
of surface water waves along a channel. The equation has been studied extremely
intensively from various aspects of both mathematics and physics since the early 1960s
when soliton was discovered through the KdV equation and the inverse scattering
transform, a so-called nonlinear Fourier transform, was invented to solve the initial
value problem of the KdV equation (cf. [19, 21]). In particular, the pure initial value
problem for the KdV equation posed on the whole line R or on a periodic domain S

has received a lot of attention in the past three decades for its well-posedness problem
in the classical Sobolev space Hs(R) or Hs(S) (see [1, 2, 5, 6, 10, 13, 14, 15, 16] and
the references therein). So far, the best known results are that the pure initial value
problem of the KdV equation, when posed on the real line R, is well-posed in the space
Hs(R) for s > − 3

4 [16, 10] and is, when posed on the periodic domain S, well-posed
in the space Hs(S) for s ≥ −1 [12].

For the KdV equation posed on a finite interval, the study of its IBVP began
with Bubnov [7], who investigated the general two-point boundary value problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂tu + u∂xu + ∂3
xu = f(x, t), u(x, 0) = 0,

α1∂
2
xu(0, t) + α2∂xu(0, t) + α3u(0, t) = 0,

β1∂
2
xu(1, t) + β2∂xu(1, t) + β3u(1, t) = 0,

ξ1∂xu(1, t) + ξ2u(1, t) = 0

(1.6)

posed on the interval (0, 1). Here αj , βj , ξi ∈ R, j = 1, 2, 3, i = 1, 2, are constants,
and assumptions are imposed so that the L2-norm of the solutions of the linear version
of (1.6) (obtained by dropping the nonlinear term u∂xu) is decreasing. It was shown in
[7] that for given T > 0 and f ∈ H1([0, T ];L2(0, 1)), there exists a T ∗ > 0 depending
on ‖f‖H1([0,T ];L2(0,1)) such that (1.6) admits a unique solution

u ∈ L2([0, T ∗];H3(0, 1)), ut ∈ L∞([0, T ∗];L2(0, 1)) ∩ L2([0, T ∗];H1(0, 1)).

In [4], Bona, Sun, and Zhang studied the following nonhomogeneous boundary
value problem for the KdV equation posed on the interval (0, 1):⎧⎨

⎩
∂tu + ∂xu + u∂xu + ∂3

xu = 0, u(x, 0) = φ(x),

u(0, t) = h1(t), u(1, t) = h2(t), ∂xu(1, t) = h3(t).
(1.7)

The IBVP (1.7) was shown in [4] to be well-posed in the space Hs(0, 1) for s ≥ 0

with hj ∈ H
(s+1)/3
loc (R+), j = 1, 2, and h3 ∈ H

s/3
loc (R+). Earlier, in the case of

hj = 0, j = 1, 2, 3, Zhang [38] showed that the IBVP (1.7) is well-posed in the space
H3k+1(0, 1) for k = 0, 1, 2, . . . , and Perla Menzala, Vasconcellos, and Zuazua [24]
showed that the IBVP (1.7) is well-posed in the space L2(0, 1). The reader is referred
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to [3, 9, 11] for more references on the IVBP for the KdV equation posed either on a
finite interval or on the half-line R

+.
The study of long time behavior of solutions of the KdV equation posed on a

finite interval was also started by Bubnov [8]. In [17], Komornik, Russell, and Zhang
considered the stabilization problem for the KdV equation posed on finite interval
(0, π) with the periodic boundary conditions⎧⎨

⎩
∂tu + ∂xu + u∂xu + ∂3

xu = f, u(x, 0) = φ(x),

∂j
xu(0, t) = ∂j

xu(π, t), j = 0, 1, 2,
(1.8)

where f ≡ f(x, t) is considered as a control input acting on the whole domain (0, π).
A special feedback control law f = Bu is designed to ensure the conservation of mass,
and the resulting closed loop system⎧⎨

⎩
∂tu + ∂xu + u∂xu + ∂3

xu = Bu, u(x, 0) = φ(x),

∂j
xu(0, t) = ∂j

xu(π, t), j = 0, 1, 2,
(1.9)

is demonstrated to be exponentially stable; its solution converges exponentially to
the average value of its initial datum φ over the domain (0, π) as t → ∞. The same
problem was studied by Russell and Zhang [29, 31], assuming that the control input f
acted only on an open subdomain of (0, π). The resulting closed loop system is shown
to be locally exponentially stable in the sense that the initial data φ is required to be
small in a certain sense. In [30], Russell and Zhang studied boundary stabilization
of the KdV equation posed on a finite interval (0, π) with the periodic boundary
conditions. The resulting closed loop system appears in the following form:⎧⎨

⎩
∂tu + ∂xu + u∂xu + ∂3

xu = 0, u(x, 0) = φ(x),

u(0, t) = u(π, t), ∂2
xu(0, t) = ∂2

xu(π, t), ∂xu(π, t) = α∂xu(0, t),
(1.10)

where −1 < α < 1 is a constant. The system was shown by Russell and Zhang [30] to
be locally exponentially stable when α �= − 1

2 . For the exceptional case α = − 1
2 , the

system (1.10) was also shown to be locally exponentially stable later by Sun [34] via
a different approach. A similar boundary stabilization problem was studied by Zhang
[38] for the KdV equation posed on a finite interval (0, 1) with the Dirichlet boundary
condition. The resulting closed loop system is of the form⎧⎨

⎩
∂tu + ∂xu + u∂xu + ∂3

xu = 0, u(x, 0) = φ(x),

u(0, t) = 0, u(1, t) = 0, ∂xu(1, t) = γ∂xu(0, t)
(1.11)

with 0 ≤ |γ| < 1. When 0 < |γ| < 1, the system (1.11) was shown to be locally
exponentially stable.

For the KdV equation posed on a finite interval (0, L) with the homogeneous
boundary conditions,⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂tu + ∂xu + u∂xu + ∂3
xu = 0, 0 ≤ x ≤ L, t ≥ 0,

u(x, 0) = φ(x),

u(0, t) = 0, u(L, t) = 0, ∂xu(L, t) = 0;

(1.12)
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it is easily seen that any smooth solution u of (1.12) satisfies

d

dt

∫ L

0

|u(x, t)|2dx = −|∂xu(0, t)|2.

This leads one to guess that any solution u of (1.12) may decay to zero as t → ∞.
However, this may not always be the case. In [25], Rosier discovered that if the length
L of the domain (0, L) belongs to the set

E =

{
2π√

3

√
k2 + kl + l2, k and l are positive integers

}
,

then the linear system associated with the IBVP (1.12) possesses a solution with a
constant L2-norm. It is thus reasonable to say that not all solutions of (1.12) decay
to 0 as t → ∞.

If the length L of the interval I does not belong to the set E , it has been demon-
strated in [24] by Perla Menzala, Vasconcellos, and Zuazua that there exist δ > 0 and
γ > 0 such that if φ ∈ L2(I) with

‖φ‖L2(I) ≤ δ,

then

‖u(·, t)‖ ≤ C‖φ‖L2(I)e
−γt ∀ t ≥ 0,

where C depends only on ‖φ‖L2(I).

In order to handle the case of L ∈ E and to have the solutions of (1.12) with
large amplitude stabilized, Perla Menzala, Vasconcellos, and Zuazua [24] introduced
an extra damping term b(x)u to the equation in (1.12) to get the following system:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂tu + ∂xu + u∂xu + ∂3
xu + b(x)u = 0, 0 ≤ x ≤ L, t ≥ 0,

u(x, 0) = φ(x),

u(0, t) = 0, u(L, t) = 0, ∂xu(L, t) = 0.

(1.13)

Here b ∈ L∞(I) is assumed to be a nonnegative function satisfying b(x) ≥ b0 > 0 a.e.
in an open, nonempty subset ω of I. Perla Menzala, Vasconcellos, and Zuazua [24]
showed the following theorem.

Theorem 1.1 (Perla Menzala, Vasconcellos, and Zuazua). For any given φ ∈
L2(I), the IBVP (1.13) admits a unique solution u ∈ C(R+;L2(I))∩L2

loc(R
+;H1(I)).

Moreover, if

ω contains two sets of the form (0, δ) and (L− δ, L) for some δ > 0,(1.14)

then, for any L > 0 and N > 0, there exist C > 0 and μ > 0 such that for any
φ ∈ L2(I) with ‖φ‖L2(I) ≤ N , the corresponding solution u of (1.13) satisfies

‖u(·, t)‖L2(I) ≤ C‖φ‖L2(I)e
−μt ∀ t ≥ 0.(1.15)
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Remarks.
(a) The result of Perla Menzala, Vasconcellos, and Zuazua presented in Theorem

1.1 represents a significant advance in the subject of stabilization of the KdV
equation. Indeed, all the previous results except [17], in which the feedback
control acts on the whole domain, are local in the sense that only small ampli-
tude solutions have been shown to decay exponentially; they are essentially
linear stability results. In contrast, the stability result presented in Theorem
1.1 is global; all solutions of (1.13), large or small, decay exponentially in the
space L2(I). It is truly a nonlinear stability result.

(b) Perla Menzala, Vasconcellos, and Zuazua have conjectured in [24] that Theo-
rem 1.1 still holds without the assumption (1.14). Pazoto [22] has proved that
this is indeed true. The idea of the proof is as follows: Pazoto shows that the
unique continuation property holds, whatever ω is, in proving by multipliers
and compactness arguments that any solution vanishing on a subinterval is
necessarily smooth.

(c) In Theorem 1.1, the determination of the decay rate ν depends on the size of
the initial value φ in the space L2(I). The system (1.12) is locally uniformly
exponentially stable in L2(I).

In this paper, motivated by Perla Menzala, Vasconcellos, and Zuazua’s work,
we will consider the IBVP of the GKdV equation as described by (1.1)–(1.3) for its
well-posedness and long time behavior of its solutions. We will first extend the well-
posedness result established in [4] for the IBVP (1.7) for the KdV equation to the
IBVP (1.1)–(1.3) for the GKdV equation.

Theorem 1.2. Suppose the growth condition (1.4) for a = a(μ) is satisfied with

1 ≤ p < 2.

Let 0 ≤ s ≤ 3 and T > 0 be given. Then for any given φ ∈ Hs(I) satisfying the
s-compatibility conditions⎧⎨

⎩
φ(0) = φ(L) = 0 when 1/2 < s ≤ 3/2,

φ(0) = φ(L) = φ′(L) = 0 when 3/2 < s ≤ 3,
(1.16)

the IBVP (1.1)–(1.3) admits a unique solution

u ∈ C([0, T ];Hs(I)) ∩ L2(0, T ;Hs+1(I)).

Moreover, the solution u depends on its initial value continuously in the corresponding
spaces.1

Remarks.
(i) We may extend the theorem to include the nonhomogeneous boundary con-

ditions as in [4]. But we choose not to do so here since our main concern is
the long time behavior of solutions of (1.1)–(1.3).

(ii) The property that φ ∈ Hs(I) implies that the corresponding solution u ∈
L2(0, T ; Hs+1(I)) reveals a type of global Kato smoothing effect of the GKdV
equation posed on a finite interval. This global Kato smoothing effect together
with the property of persistence of regularity presented in Theorem 1.2 yields
the following strong smoothing properties for solutions of (1.1)–(1.3):

φ ∈ L2(I) =⇒ u ∈ C([ε, T ];H3(I)) ∩ L2(ε, T ;H4(I)) for any ε > 0.

1If a is a real analytic function, then the solution u depends on its initial value analytically in
the corresponding spaces (cf. [4, 39]).
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In the case of p ≥ 2, we have the following local well-posedness result.
Theorem 1.3. Suppose the growth condition (1.4) for a = a(μ) is satisfied with

p ≥ 2.

Then for any given φ ∈ Hs(I) with s = 3 or with 3 satisfying the s-compatibility
condition (1.16) there exists a T ∗ > 0 depending on ‖φ‖Hs(I) such that the IBVP
(1.1)–(1.3) admits a unique solution u ∈ C([0, T ∗];Hs(I))∩L2(0, T ∗;Hs+1(I)) which
depends on its initial value continuously.

In order to get the global well-posedness results in the space H1(I) or H3(I), one
needs some a priori H1- or H3-global estimate. However, those a priori estimates are
not available. In fact, the only available a priori estimate for the IBVP (1.1)–(1.3) is
an L2-a priori estimate which is not sufficient to yield a global well-posedness result
because we do not know if the IBVP (1.1)–(1.3) is locally well-posed in the space
L2(I). Whether Theorem 1.3 can be extended to a global well-posedness result at
least in the case of 2 ≤ p < 4 remains an interesting open question. On the other
hand, when 2 ≤ p < 4, the following a priori estimates are known to hold for solutions
of (1.1)–(1.3) (cf. Lemma 2.5 in section 2):

‖u(·, T )‖2
L2(I) +

∫ T

0

(∂xu)2(0, τ)dτ +

∫ T

0

∫ L

0

b(x)u2(x, τ)dxdτ = ‖φ‖2
L2(I)

and ∫ T

0

∫ L

0

|∂xu|2 dxdt ≤
L + (C + 1)T

2
||φ||2L2(I) + CpT ||φ||

8+2p
4−p

L2(I).

Taking advantage of these estimates, we are able to establish the global existence
of solutions of (1.1)–(1.3) in the space L2(I).

Theorem 1.4. Suppose the growth condition (1.4) for a = a(μ) is satisfied with

1 ≤ p < 4.

Then for any given φ ∈ L2(I), the IBVP (1.1)–(1.3) admits a solution

u ∈ Cw(R+;L2(I)) ∩ L2
loc(R

+;H1(I)).

Note that when 1 ≤ p < 2, a solution given by Theorem 1.4 is identical to the
unique solution provided by Theorem 1.2.

With the well-posedness results in hand, we may then investigate the long time
behavior of solutions. The following theorem is the main result of this paper.

Theorem 1.5. Under the assumptions of Theorem 1.4, assume additionally that
the support ω of the function b in (1.1) contains a nonempty open subset of (0, L).
Then there exists a number ν > 0 depending only on L and a nondecreasing continuous
function β : R

+ → R
+ such that for a given φ ∈ L2(I), any solution u of (1.1)–(1.3)

provided by Theorem 1.4 satisfies

‖u(·, t)‖L2(I) ≤ β
(
‖φ‖L2(I)

)
e−νt ∀ t ≥ 0.(1.17)

Remarks.
(1) Theorem 1.5 confirms positively the conjecture of Perla Menzala, Vasconcel-

los, and Zuazua [24] for the GKdV equation.
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(2) The decay rate ν in Theorem 1.5 depends only on L and does not, in partic-
ular, depend on the size of the initial value φ in the space L2(I). The system
(1.1)–(1.3) is globally uniformly exponentially stable.

Theorem 1.5 will be proved by the same compactness-uniqueness argument used
by Perla Menzala, Vasconcellos, and Zuazua [24]. The key is to establish the following
unique continuation property for the solution of the GKdV equation.

Unique continuation property. Let ω be the support of b in the interval I. If
v ∈ L∞(0, T ;L2(I)) ∩ L2(0, T ;H1(I)) solves⎧⎨

⎩
∂tv + ∂xv + a(v)∂xv + ∂3

xv = 0, 0 ≤ x ≤ L, t ≥ 0,

v(0, t) = 0, v(L, t) = 0, ∂xv(L, t) = 0

and, in addition, satisfies

∂xv(0, t) = 0 ∀ t ∈ (0, T )

and

v(x, t) = 0 ∀ (x, t) ∈ ω × (0, T ),

then v vanishes on I × (0, T ).
When 1 ≤ p < 2, the solution v, in fact, belongs to the space C([ε, T ];H3(I)) for

any 0 < ε < T thanks to the strong smoothing property of the GKdV equation (cf.
Remark (ii) of Theorem 1.2). Thus v vanishes on the whole domain I × (0, T ) by the
standard unique continuation property of the KdV-type equation (cf. [32, 37]). When
2 ≤ p < 4, we cannot use the standard unique continuation property because we
do not know if v ∈ C([ε, T ];H3(I)). Instead, we will use a new unique continuation
property for the GKdV equation as described below.

Theorem 1.6. Let 0 < l < L and T > 0. If w ∈ L∞(0, T ;H1(0, l)) solves⎧⎨
⎩

∂tw + ∂xw + a(w)∂xw + ∂3
xw = 0 in (0, l) × (0, T ),

w(0, t) = 0 for a.e. t ∈ (0, T ),
w ≡ 0 in (l′, l) × (0, T )

with a ∈ C0(R; R) and 0 < l′ < l, then w ≡ 0 in (0, l) × (0, T ).
The proof of this unique continuation property is mainly based on a key Carleman

estimate for the KdV equation established earlier by Rosier [27] (see also Lemma 3.4
in section 3).

When 1 ≤ p < 2, for a given φ ∈ L2(I), (1.1)–(1.3) admits a unique solution u
which not only decays exponentially in the space L2(I) but also in the space H3(I)
as described by the following theorem.

Theorem 1.7. Under the assumption of Theorem 1.2, assume additionally that
the support ω of the function b in (1.1) contains a nonempty open subset of (0, L).
Then there exists a number ν > 0 depending only on L and a continuous function
α : R

+ × R
+ → R

+ such that for any ε > 0 and any φ ∈ L2(I), the corresponding
solution u of (1.1)–(1.3) satisfies

‖u(·, t)‖H3(I) ≤ α
(
‖φ‖L2(I), ε

)
e−νt ∀ t ≥ ε.(1.18)

The paper is organized as follows. In section 2, we study the well-posedness
problem of the IBVP (1.1)–(1.3) and provide the proofs of Theorems 1.2, 1.3, and
1.4. In section 3, the long time behavior of solutions of (1.1)–(1.3) is investigated.
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2. Well-posedness. In this section, attention will be given to the nonlinear
IBVP⎧⎨

⎩
∂tu + ∂xu + a(u)∂xu + ∂3

xu + b(x)u = 0, u(x, 0) = φ(x), x ∈ (0, L),

u(0, t) = 0, u(L, t) = 0, ∂xu(L, t) = 0
(2.1)

for its well-posedness in the classical Sobolev space Hs(I).
Considered first is the linear problem⎧⎨

⎩
∂tu + ∂xu + ∂3

xu = 0, u(x, 0) = φ(x) , x ∈ (0, L),

u(0, t) = 0, u(L, t) = 0, ∂xu(L, t) = 0
(2.2)

with homogeneous boundary conditions and no forcing. Let A be the linear operator
defined by

Af = −f ′′′ − f ′

with the domain

D(A) = {f ∈ H3(I), f(0) = f(L) = f ′(L) = 0}.

The IBVP (2.2) can be written as the initial value problem of an abstract evolution
equation in the space L2(I), namely

du

dt
= Au, u(0) = φ,(2.3)

where the spatial variable is suppressed. It is easily verified that both A and its
adjoint A∗ are dissipative, i.e.,〈

Af, f
〉
L2(I)

≤ 0,
〈
A∗g, g

〉
L2(I)

≤ 0

for any f ∈ D(A) and g ∈ D(A∗), where A∗g = g′′′ + g′ and

D(A∗) = {f ∈ H3(0, L); f(0) = f ′(0) = f(L) = 0}.

Thus the operator A is the infinitesimal generator of a C0-semigroup W (t) in the space
L2(I) (see [23]). By semigroup theory (see [23]), in this situation in the overlying space
L2(I), for any φ ∈ L2(I),

u(t) = W (t)φ

belongs to the space Cb(R
+;L2(I)). The function u thus defined is called a mild

solution of (2.2). Such solutions certainly solve (2.2) in the sense of distributions.
If φ ∈ D(A), then u(t) = W (t)φ belongs to the space C(R+;H3(I)) ∩ C1(R+;L2(I))
and u(t) ∈ D(A) for all t ≥ 0. Moreover, the equation is satisfied in the sense
of C(R+;L2(I)) and, in particular, pointwise a.e. Such solutions are called strong
solutions.

Lemma 2.1. For any φ ∈ L2(I), u(t) = W (t)φ satisfies

‖u(·, t)‖2
L2(I) +

∫ t

0

(∂xu)2(0, τ)dτ = ‖φ‖2
L2(I),(2.4)
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∫ L

0

xu2(x, t)dx + 3

∫ t

0

∫ L

0

(∂xu)2(x, τ)dxdτ ≤ (L + t)

∫ L

0

φ2(x)dx(2.5)

for any t ≥ 0. Moreover, u has the property

∂xu ∈ Cb([0, L];L2
t (R

+)),

and there exists a constant C such that

sup
x∈I

‖∂xu(x, ·)‖L2(R+) ≤ C‖φ‖L2(I).(2.6)

Proof. See [4].
Note that estimate (2.6) for W (t) reveals a sharp Kato smoothing effect of the

system described by the IBVP (2.2). Next, attention is turned to the inhomogeneous
linear problem ⎧⎨

⎩
∂tu + ∂xu + ∂3

xu = f(x, t), u(x, 0) = 0 ,

u(0, t) = 0, u(L, t) = 0, ∂xu(L, t) = 0 .
(2.7)

In terms of the operator A defined above, one may write (2.7) as an initial value
problem for an abstract nonhomogeneous evolution equation, namely

du

dt
= Au + f, u(0) = 0.(2.8)

By standard semigroup theory (see again [23]), for any f ∈ L1
loc(R

+;L2(I)),

u(t) =

∫ t

0

W (t− τ)f(τ)dτ(2.9)

belongs to the space C(R+;L2(I)) and is called a mild solution of (2.8). It is a weak
solution of (2.7) in the sense of distributions. In addition, if f(t) ∈ D(A) for t > 0
and Af ∈ L1

loc(R
+;L2(I)), then u(t) given by (2.9) solves (2.8) a.e. on [0, T ) and is

called a strong solution of (2.8).
Lemma 2.2. There exists a constant C such that for any f ∈ L1

loc(R
+;L2(I)),

the solution u of (2.7) satisfies

‖u(·, t)‖L2(I) + ‖∂xu(0, ·)‖L2(0,t) ≤ C‖f‖L1(0,t;L2(I))(2.10)

and ∫ L

0

xu2(x, t)dx +

∫ t

0

∫ L

0

(∂xu)2(x, τ)dxdτ ≤ C(L + t)‖f‖2
L1(0,t;L2(I))(2.11)

for any t ≥ 0. Moreover, the solution u has the property

∂xu ∈ Cb([0, L];L2
t (R

+)),

and there exists a constant C such that

sup
x∈I

‖∂xu(x, ·)‖L2(R+) ≤ C‖f‖L1(0,t;L2(I)).(2.12)
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Proof. See [4].
For any T > 0 and 0 ≤ s ≤ 3, let Xs be the collection of all functions φ in the

space Hs(I) satisfying the compatibility conditions (1.16) with its usual topology, and
let Ys,T be the collection of

v ∈ C([0, T ];Xs) ∩ L2([0, T ];Hs+1(I))

with ∂xv ∈ C([0, L];L2(0, T )). A norm ‖ · ‖Ys,T
on the space Ys,T is defined by

‖v‖Ys,T
:=

(
‖v‖2

C([0,T ];Hs(I)) + ‖v‖2
L2([0,T ];Hs+1(I)) + ‖∂xv‖2

C([0,L];L2(0,T ))

)1/2

for v ∈ Ys,T .
Lemma 2.3. Let a be a C0 function satisfying

|a(μ)| ≤ C(1 + |μ|p) for any μ ∈ R

with 0 ≤ p ≤ 2. There exists a constant C such that for any T > 0 and u, v ∈ Y0,T ,∫ T

0

‖a(u(·, t))∂xv(·, t)‖L2(I)dt

≤ CT (2−p)/4‖u‖pY0,T
‖v‖Y0,T

+ CT 1/2
(
1 + ‖u‖pY0,T

)
‖v‖Y0,T

.

Proof. Using the assumption on the function a and the inequality

‖u(·, t)‖L∞(I) ≤ C
(
‖u(·, t)‖L2(I) + ‖u(·, t)‖

1
2

L2(I)‖∂xu(·, t)‖
1
2

L2(I)

)
,

one obtains

‖a(u(·, t))∂xv(·, t)‖L2(I) ≤ C‖u(·, t)‖pL∞(I)‖∂xv(·, t)‖L2(I) + C‖∂xv(·, t)‖L2(I)

≤ C‖u(·, t)‖p/2L2(I)‖∂xu(·, t)‖p/2L2(I)‖∂xv(·, t)‖L2(I)

+C
(
1 + ‖u(·, t)‖pL2(I)

)
‖∂xv(·, t)‖L2(I).

The first term, when integrated with respect to t, is bounded as follows:∫ T

0

‖u(·, t)‖p/2L2(I)‖∂xu(·, t)‖p/2L2(I)‖∂xv(·, t)‖L2(I)dt

≤ sup
0≤t≤T

‖u(·, t)‖p/2L2(I)

(∫ T

0

‖∂xu(·, t)‖2
L2(I)dt

)p/4 (∫ T

0

‖∂xv(·, t)‖4/(4−p)
L2(I) dt

)(4−p)/4

≤ T (2−p)/4‖u‖pY0,T
‖v‖Y0,T

if 0 ≤ p ≤ 2. Thus∫ T

0

‖a(u(·, t))∂xv(·, t)‖L2(I)dt

≤ C2p/2T (2−p)/4‖u‖pY0,T
‖v‖Y0,T

+ CT 1/2
(
1 + ‖u‖pY0,T

)
‖v‖Y0,T

.

The proof is complete.



GLOBAL STABILIZATION OF GKdV 937

Lemma 2.4. There exists a constant C depending only on L such that for any
T > 0, 1 ≤ p ≤ 2, b ∈ L2(I), and u, v, w ∈ Y0,T ,

∫ T

0

‖bu‖L2
x(I)dt ≤ CT 1/2‖b‖L2(I)‖u‖Y0,T

,(2.13)

∫ T

0

‖u∂xw‖L2
x(I)dt ≤ CT 1/4‖u‖Y0,T

‖w‖Y0,T
,(2.14)

∫ T

0

‖u|w|p−1∂xw‖L2
x(I)dt ≤ CT (2−p)/4‖u‖Y0,T

‖w‖pY0,T
,(2.15)

and ∫ T

0

‖u|v|p−1∂xw‖L2
x(I)dt ≤ CT (2−p)/4‖u‖Y0,T

‖w‖Y0,T
‖v‖p−1

Y0,T
.(2.16)

Proof. The estimate (2.13) follows from the direct calculation

∫ T

0

(∫ L

0

|b(x)|2|u(x, t)|2dx
) 1

2

dt ≤
∫ T

0

sup
x∈(0,L)

|u(x, t)|
(∫ L

0

|b(x)|2dx
) 1

2

dt

≤ CT
1
2 ‖b‖L2(I)‖u‖Y0,T

.

The other estimates can be proved by a similar argument as that in the proof of
Lemma 2.3 and are therefore omitted. The proof is complete.

Now we turn to the nonlinear problem (2.1). We first present the following global
a priori estimates for solutions of the IBVP (2.1).

Lemma 2.5. Let a be a C0 function satisfying

|a(μ)| ≤ C(1 + |μ|p) for any μ ∈ R

with 0 ≤ p < 4. There exists a constant Cp such that for any smooth solution u of
(2.1), the following estimates hold:

‖u(·, T )‖2
L2(I) +

∫ T

0

(∂xu)2(0, τ)dτ + 2

∫ T

0

∫ L

0

b(x)u2(x, τ)dxdτ = ‖φ‖2
L2(I)(2.17)

and ∫ T

0

∫ L

0

|∂xu|2 dxdt ≤
L + (C + 1)T

2
||φ||2L2(I) + CpT ||φ||

8+2p
4−p

L2(I)(2.18)

for any T > 0.
Proof. Multiply both sides of the equation in (2.1) by u and integrate with

respect to x over the interval I and about t over the interval (0, T ). An integration
by parts leads directly to the equality (2.17). To prove the inequality (2.18), let us
first introduce the functions

A(u) :=

∫ u

0

a(v) dv, Ã(u) :=

∫ u

0

va(v) dv.
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Multiplying both sides of the equation in (2.1) by xu and integrating over (0, L)×
(0, T ), we obtain after some integrations by parts

1

2

(∫ L

0

x|u(x, T )|2dx−
∫ L

0

x|φ(x)|2dx
)

+
3

2

∫ T

0

∫ L

0

|∂xu|2dxdt−
1

2

∫ T

0

∫ L

0

|u|2dxdt

−
∫ T

0

∫ L

0

Ã(u) dxdt +

∫ T

0

∫ L

0

xb(x)|u|2dxdt = 0.

Combining this equality with (2.17), we obtain

3

2

∫ T

0

∫ L

0

|∂xu|2dxdt ≤
L + T

2
||φ||2L2(I) +

∫ T

0

∫ L

0

Ã(u) dxdt.(2.19)

We infer from the assumption on a that

|Ã(u)| ≤ C

(
u2

2
+

|u|p+2

p + 2

)
.

Hence∣∣∣∣∣
∫ T

0

∫ L

0

Ã(u) dxdt

∣∣∣∣∣ ≤ C

2

∫ T

0

∫ L

0

|u|2dxdt +
C

p + 2

∫ T

0

∫ L

0

|u|p+2dxdt

≤ CT

2
||φ||2L2(I) +

C

p + 2

∫ T

0

||u||2L2(I) · ||u||
p
L∞(I)dt

≤ CT

2
||φ||2L2(I) +

2
p
2 C

p + 2

∫ T

0

||u||2+
p
2

L2(I) · ||∂xu||
p
2

L2(I) dt

≤ CT

2
||φ||2L2(I) +

2
p
2 CT 1− p

4

p + 2
||φ||2+

p
2

L2(I)

(∫ T

0

||∂xu||2L2(I)dt

) p
4

≤ CT

2
||φ||2L2(I) + CpT ||φ||

8+2p
4−p

L2(I) +
1

2

∫ T

0

∫ L

0

|∂xu|2dxdt(2.20)

for some positive constant Cp which depends only on C and p. The inequality (2.18)
then follows from (2.19) and (2.20). The proof is complete.

We now present our first well-posedness result for the IBVP (2.1).
Proposition 2.6. Let a be a C1 function satisfying

|a(μ)| ≤ C(1 + |μ|p), |a′(μ)| ≤ C(1 + |μ|p−1) for any μ ∈ R

with 1 ≤ p < 2, and let T > 0 be given. For any φ ∈ X0, the IBVP (2.1) admits a
unique solution u ∈ Y0,T , which also satisfies

‖u‖Y0,T
≤ β0(‖φ‖X0)‖φ‖X0 ,(2.21)

where β0 : R
+ → R

+ is a nondecreasing continuous function. Moreover, the cor-
responding solution map is locally Lipschitz continuous; for any φ, ψ ∈ X0, the
corresponding solutions u and v of (2.1) satisfy

‖u− v‖Y0,T
≤ β0(‖φ‖X0

+ ‖ψ‖X0
)‖φ− ψ‖X0

.(2.22)
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Proof. Write the IBVP (2.1) in its integral equation form

u(t) = W (t)φ−
∫ t

0

W (t− τ)
[
(a(u)∂xu)(τ) + (bu)(τ)

]
dτ,(2.23)

where the spatial variable is suppressed throughout. For given φ ∈ X0, let r > 0 and
θ > 0 be constants to be determined. Let

Sθ,r = {v ∈ Y0,θ, ‖v‖Y0,θ
≤ r}.

The set Sθ,r is a closed, convex, and bounded subset of the space Y0,θ and therefore
is a complete metric space in the topology induced from Y0,θ. Define a map Γ on Sθ,r

by

Γ(v) = W (t)φ−
∫ t

0

W (t− τ)
[
(a(v)∂xv)(τ) + (bv)(τ)

]
dτ

for v ∈ Sθ,r. Applying Lemmas 2.2, 2.3, and 2.4, it is adduced that there are constants
C0, C1, and C2 for which

‖Γ(v)‖Y0,θ
≤ C0‖φ‖X0

+ C1

∫ θ

0

[
‖a(v)∂xv(·, τ)‖L2(I) + ‖bv(·, τ)‖L2(I)

]
dτ

≤ C0‖φ‖X0
+ C1θ

(2−p)/4‖v‖p+1
Y0,θ

+ C2θ
1
2 (‖b‖L2(I) + 1)‖v‖Y0,θ

≤ C0‖φ‖X0
+ C1θ

(2−p)/4rp‖v‖Y0,θ
+ C2θ

1
2 (‖b‖L2(I) + 1)‖v‖Y0,θ

for any v ∈ Sr,θ. In addition, for any v, w ∈ Sr,θ,

Γ(v) − Γ(w) =

∫ t

0

W (t− τ)
[
a(v)∂xv − a(w)∂xw + b(v − w)

]
dτ

=

∫ t

0

W (t− τ)
[
a(v)∂x(v − w) + (a(v) − a(w))∂xw + b(v − w)

]
dτ.

Thus

‖Γ(v) − Γ(w)‖Y0,θ
≤ C1

∫ θ

0

[
‖a(v)∂x(v − w)‖L2

x(I)

+ ‖(a(v) − a(w))∂xw‖L2
x(I) + ‖b(v − w)‖L2

x(I)

]
dτ

≤ C1

∫ θ

0

[
‖a(v)∂x(v − w)‖L2

x(I) + ‖
(
1 + |v|p−1 + |w|p−1

)
(v − w)∂xw‖L2

x(I)

+‖b(v − w)‖L2
x(I)

]
dτ

≤ C1θ
2−p
4

(
‖v‖pY0,θ

+ ‖w‖pY0,θ
+ ‖v‖p−1

Y0,θ
‖w‖Y0,θ

)
‖v − w‖Y0,θ

+C1θ
1/4‖w‖Y0,θ

‖v − w‖Y0,θ
+ C2θ

1
2 (‖b‖L2(I) + 1)‖v − w‖Y0,θ

≤ 3C1θ
2−p
4 rp‖v − w‖Y0,θ

+ C1θ
1/4r‖v − w‖Y0,θ

+ C2θ
1
2 (‖b‖L2(I) + 1)‖v − w‖Y0,θ

.
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Choosing r > 0 and θ > 0 so that⎧⎨
⎩

r = 2C0‖φ‖X0
,

3C1θ
(2−p)/4rp + C1θ

1/4r + C2θ
1/2(‖b‖L2(I) + 1) ≤ 1

2 ,
(2.24)

then

‖Γ(v)‖Y0,θ
≤ r, ‖Γ(v) − Γ(w)‖Y0,θ

≤ 1

2
‖v − w‖Y0,θ

for any v, w ∈ Sθ,r. Thus, with such a choice of r and θ, Γ is a contraction mapping
of Sr,θ. Its fixed point u = Γ(u) is the unique solution of the IBVP (2.1) in Sθ,r. Note
that θ depends only on ‖φ‖X0

and

sup
0≤t≤θ

‖u(·, t)‖L2(I) ≤ ‖φ‖X0 .

By the standard extension argument, one may extend θ to T . The proof is com-
plete.

Next, we show that the IBVP (2.1) is well-posed in the space X3.
Proposition 2.7. Let b ∈ H1(I), let a be a C1 function satisfying

|a(μ)| ≤ C(1 + |μ|p), |a′(μ)| ≤ C(1 + |μ|p−1) for any μ ∈ R

with 1 ≤ p < 2, and let T > 0 be given. For any φ ∈ X3, the IBVP (2.1) admits a
unique solution u ∈ Y3,T . Moreover, there exists a nondecreasing continuous function
β3 : R

+ → R
+ such that

‖u‖Y3,T
≤ β3(‖φ‖X0

)‖φ‖X3
.(2.25)

Proof. By Proposition 2.6, (2.1) admits a unique solution u ∈ Y0,T . We just need
to show further that u ∈ Y3,T . For this purpose, let v = ut. Then the function v is a
solution of ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂tv + ∂xv +
(
a′(u)∂xu

)
v + a(u)∂xv + ∂3

xv + b(x)v = 0,

v(x, 0) = φ∗(x),

v(0, t) = 0, v(L, t) = 0, ∂xv(L, t) = 0

(2.26)

with

φ∗(x) = −φ′′′(x) − φ′(x) − a(φ(x))φ′(x) − b(x)φ(x).

Observe that φ∗ ∈ X0 and that there exists a constant C = C(‖φ‖X0) such that

‖φ∗‖X0 ≤ C‖φ‖X3 .

We may write (2.26) in its integral form

v(t) = W (t)φ∗−
∫ t

0

W (t−τ)
(
a′(u(·, τ))∂xu(·, τ)v(·, τ)+a(u(·, τ))∂xv(·, τ)+b(·)v(·, τ)

)
dτ.

Using Lemma 2.4 and proceeding as in the proof of Proposition 2.6, we see that
(2.26) admits a unique solution v ∈ Y0,T . Notice that ut = v, b ∈ H1(I), and u ∈
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Y0,T . Since u ∈ H1(0, T ;H1(I)) ⊂ C([0, T ];C(I)), we obviously have that a(u)∂xu ∈
L2(0, T ;L2(I)). It then follows from

∂3
xu = −∂tu− ∂xu− b(x)u− a(u)∂xu = −v − ∂xu− b(x)u− a(u)∂xu(2.27)

that u ∈ L2(0, T ;H3(I)); hence u ∈ C([0, T ];H2(I)). This implies further that
∂xu, bu, and a(u)∂xu all belong to the space C([0, T ];L2(I))∩L2(0, T ;H1(I)). Using
(2.27) again yields that u ∈ Y3,T . The proof is complete.

According to Propositions 2.6 and 2.7, the IBVP (2.1) defines a continuous non-
linear map K from the space Xj to Yj,T for j = 0, 3. Next, we show that K is
a continuous map from Xs to Ys,T for 0 ≤ s ≤ 3 by using the following nonlinear
interpolation theory (cf. [35, 1]), which implies the well-posedness of the IBVP (2.1)
in the space Xs for 0 ≤ s ≤ 3.

Let B0 and B1 be two Banach spaces such that B1 ⊂ B0 with the inclusion map
continuous. Let f ∈ B0 and, for t ≥ 0, define

K(f, t) = inf
g∈B1

{‖f − g‖B0 + t‖g‖B1}.

For 0 < θ < 1 and 1 ≤ p ≤ +∞, define

[B0, B1]θ,p = Bθ,p =

{
f ∈ B0 : ‖f‖θ,p =

(∫ +∞

0

K(f, t)pt−θp−1dt

)1/p

< +∞
}

with the usual modification for the case p = +∞. Then Bθ,p is a Banach space
with norm ‖ ‖θ,p. Given two pairs of indices (θ1, p1) and (θ2, p2) as above, then
(θ1, p1) ≺ (θ2, p2) means ⎧⎨

⎩
θ1 < θ2 or

θ1 = θ2 and p1 > p2.

If (θ1, p1) ≺ (θ2, p2), then Bθ2,p2
⊂ Bθ1,p1

with the inclusion map continuous.

Theorem 2.8. Let Bj
0 and Bj

1 be Banach spaces such that Bj
1 ⊂ Bj

0 with con-
tinuous inclusion mappings, j = 1, 2. Let λ and q lie in the ranges 0 < λ < 1 and
1 ≤ q ≤ +∞. Suppose A is a mapping such that

(i) A : B1
λ,q → B2

0 and for f, g ∈ B1
λ,q,

‖Af −Ag‖B2
0
≤ C0(‖f‖B1

λ,q
+ ‖g‖B1

λ,q
)‖f − g‖B1

0

and
(ii) A : B1

1 → B2
1 and for h ∈ B1

1 ,

‖Ah‖B2
1
≤ C1(‖h‖B1

λ,q
)‖h‖B1

1
,

where Cj : R
+ → R

+ are continuous nondecreasing functions, j = 0, 1.
Then if (θ, p) ≥ (λ, q), A maps B1

θ,p into B2
θ,p and for f ∈ B1

θ,p,

‖Af‖B2
θ,p

≤ C(‖f‖B1
λ,q

)‖f‖B1
θ,p

,

where for r > 0, C(r) = 4C0(4r)
1−θC1(3r)

θ.
Remark. This theorem is identical to Theorem 2 of Tartar [35] except that Tartar

makes the more restrictive assumption that the nondecreasing functions C0 and C1
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depend only on the B1
0 norms of the functions in question. Theorem 2.8 was used by

Bona and Scott [1] to prove the global well-posedness of the pure initial value problem
for the KdV equation on the whole line in fractional order Sobolev spaces Hs(R).

Here is the promised well-posedness result for the IBVP (2.1) in Xs.
Theorem 2.9. Let a be a C1 function satisfying

|a(μ)| ≤ C(1 + |μ|p), |a′(μ)| ≤ C(1 + |μ|p−1) for any μ ∈ R(2.28)

with 1 ≤ p < 2, and let T > 0 and 0 ≤ s ≤ 3 be given. In addition, assume b ∈ L2(I)
when s = 0 and b ∈ H1(I) when s > 0. Then, for any φ ∈ Xs, the IBVP (2.1)
admits a unique solution u ∈ Ys,T . Moreover, there exists a nondecreasing continuous
function βs : R

+ → R
+ such that

‖u‖Ys,T
≤ βs(‖φ‖X0)‖φ‖Xs .

Proof. Choose

B1
0 = X0, B1

1 = X3, B2
0 = Y0,T , B2

1 = Y3,T .

Let A be the solution map of the IBVP (2.1): u = A(φ). For given s with 0 < s < 3,
choose p = 2 and θ = s/3. Then

B2
θ,p = Ys,T , B1

θ,p = Xs.

In this case, assumptions (i) and (ii) of Theorem 2.8 are (2.22) and (2.25), respec-
tively, which we have already proved. The proof is then completed by invoking
Theorem 2.8.

By Theorem 2.9, the condition φ ∈ Xs implies that the corresponding solution
u ∈ L2(0, T ;Hs+1(I)). Thus, for any 0 < ε < T , one can always find a time t1 ∈ (0, ε)
such that u(·, t1) ∈ Hs+1(I). The following corollary, which reveals a strong smoothing
property of the system (2.1), follows directly from Theorem 2.9.

Corollary 2.10. Under the assumptions of Theorem 2.9, for any φ ∈ L2(I), the
corresponding solution u of (2.1) belongs to the space C([ε, T ];H3(I))∩L2(ε, T ;H4(I))
for any ε > 0.

In Theorem 2.9, the nonlinear term a(u) of the equation in (2.1) is required to
satisfy (2.28) with 1 ≤ p < 2. We consider next the case of p ≥ 2.

Let B be the linear operator defined by Bf = b(x)f . Consider Ab = A + B as an
unbounded operator on L2(I) with the domain

D(Ab) = {f ∈ H3(I), f(0) = f(L) = f ′(L) = 0}.

The operator Ab is the infinitesimal generator of a C0-semigroup Wb(t) in the space
L2(I). For any φ ∈ L2(I),

u(t) = Wb(t)φ

belongs to the space Cb(R
+;L2(I)) and solves⎧⎨

⎩
∂tu + ∂xu + ∂3

xu + b(x)u = 0, u(x, 0) = φ(x) ,

u(0, t) = 0, u(L, t) = 0, ∂xu(L, t) = 0.
(2.29)
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Lemma 2.11. Let T > 0 and 0 ≤ s ≤ 3 be given. Assume that b ∈ L2(I) if s = 0
and b ∈ H1(I) if s > 0. Then there exists a constant C depending only on T and s
such that

‖Wb(t)φ‖Ys,T
≤ C‖φ‖Xs for any φ ∈ Xs(2.30)

and ∥∥∥∥
∫ t

0

Wb(t− τ)f(·, τ)dτ

∥∥∥∥
Ys,T

≤ C‖f‖L1(0,T ;Hs(I)) for any f ∈ L1(0, T ;Xs).(2.31)

Proof. The estimate (2.30) is established by using a similar (but simpler, because
there is no nonlinear term in the equation) argument as that used in the proof of
Theorem 2.9. To see that (2.31) is true, note that∥∥∥∥

∫ t

0

Wb(t− τ)f(·, τ)dτ

∥∥∥∥
C([0,T ];Hs(I))

≤
∫ T

0

‖Wb(t− τ)f(·, τ)‖C([τ,T ]t;Hs(I)) dτ

≤ C

∫ T

0

‖f(·, τ)‖Hs(I)dτ

and∥∥∥∥
∫ t

0

Wb(t− τ)f(·, τ)dτ

∥∥∥∥
L2(0,T ;Hs+1(I))

≤
∫ T

0

‖Wb(t− τ)f(·, τ)‖L2([τ,T ]t;Hs+1(I)) dτ

≤ C

∫ T

0

‖f(·, τ)‖Hs(I)dτ.

Moreover, using the same argument as that used in the proof of Proposition 2.17 in
[4] yields

sup
x∈I

∥∥∥∥∂x
∫ t

0

Wb(t− τ)f(·, τ)dτ

∥∥∥∥
L2(0,T )

≤ C

∫ T

0

‖f(·, τ)‖Hs(I)dτ.

Inequality (2.31) then follows by combining the above three estimates. The proof is
complete.

We have the following estimate by direct calculation.
Lemma 2.12. Let a be a C1 function satisfying

|a(μ)| ≤ C(1 + |μ|p), |a′(μ)| ≤ C(1 + |μ|p−1) for any μ ∈ R

with p ≥ 1. There exists a constant C such that

‖a(u)∂xv‖L1(0,T ;H1(I)) ≤ CT 1/2
(
1 + ‖u‖Y1,T

+ ‖u‖pY1,T

)
‖v‖Y1,T

for any u, v ∈ Y1,T .

Using the notation of the semigroup Wb(t), the nonlinear IBVP (2.1) may be
written in the following integral form:

u(t) = Wb(t)φ−
∫ t

0

Wb(t− τ)a(u(·, τ))∂xu(·, τ)dτ.

The same arguments as those in the proof of Propositions 2.6 and 2.7 lead to the
following (local) well-posedness result for the IBVP (2.1).
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Theorem 2.13. Let b ∈ H1(I), let a be a C2 function satisfying

|a(μ)| ≤ C(1+|μ|p), |a′(μ)| ≤ C(1+|μ|p−1), |a′′(μ)| ≤ C(1+|μ|p−2) for any μ ∈ R

with p ≥ 2, and let j = 1 or 3 be given. Then for any φ ∈ Xj there exists a T ∗ > 0
depending only on ‖φ‖X1 such that the IBVP (2.1) admits a unique solution u ∈ Yj,T∗ .
Moreover, there exists a nondecreasing continuous function αj : R

+ → R
+ such that

‖u‖Yj,T∗ ≤ αj(‖φ‖X1)‖φ‖Xj .

Remark. The well-posedness result presented in Theorem 2.13 is local in the sense
that the length of the time interval (0, T ∗) in which the solution exists depends on
the norm of the initial value φ in the space X1. In order to obtain the global well-
posedness result, one needs to establish the corresponding global a priori estimate for
the IBVP (2.1) in the space X1, which is not available. In fact, the only available
global a priori estimate for the IBVP (2.1) is the L2-estimate presented in Lemma
2.5. On the other hand, whether the IBVP (2.1) is well-posed in the space L2(I) in
the case of p ≥ 2 is still an open question.

The next theorem shows that if φ ∈ X0, then the IBVP (2.1) admits one solution
u ∈ Cw(R+;L2(I)) ∩ L2

loc(R
+;H1(I)).

Theorem 2.14. Let a be a C2 function satisfying

|a(μ)| ≤ C(1+|μ|p), |a′(μ)| ≤ C(1+|μ|p−1), |a′′(μ)| ≤ C(1+|μ|p−2) for any μ ∈ R

with 2 ≤ p < 4. Then, for any given φ ∈ X0, the IBVP (2.1) admits at least one
solution u ∈ Cw(R+;L2(I)) ∩ L2

loc(R
+;H1(I)).

Proof. Let {an} denote a sequence of functions in C∞
0 (R; R) such that

|a(j)
n (μ)| ≤ C(2 + |μ|p−j) ∀n ≥ 0, ∀μ ∈ R, j = 0, 1, 2;(2.32)

an(μ) → a(μ) uniformly on each compact set in R.(2.33)

Observe that |an(μ)| ≤ C(n)(1 + |μ|) and |a′n(μ)| ≤ C(n)(1 + |μ|). According to
Proposition 2.6, there exists a (unique) solution un ∈ C(R+;L2(I)) ∩ L2(R+;H1

0 (I))
of the modified boundary initial value problem⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂tun + ∂3
xun + ∂xun + an(un)∂xun + bun = 0,

un(0, t) = un(L, t) = ∂xun(L, t) = 0,

un(x, 0) = φ(x).

(2.34)

Let us introduce the functions

An(u) :=

∫ u

0

an(v) dv, Ãn(u) :=

∫ u

0

van(v) dv.

According to Lemma 2.5,

||un(T )||2L2(I) = ||φ||2L2(I) −
∫ T

0

|∂xun(0, t)|2dt− 2

∫ T

0

∫ L

0

b(x)|un|2dxdt

and ∫ T

0

∫ L

0

|∂xun|2 dxdt ≤
L + (C + 1)T

2
||φ||2L2(I) + CpT ||φ||

8+2p
4−p

L2(0,L)
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for any T ≥ 0 and n ≥ 0. Thus {un} is bounded in L∞(R+;L2(I))∩L2
loc(R

+;H1
0 (I)),

and there exist a function u ∈ L∞(R+;L2(I)) ∩ L2
loc(R

+;H1(I)) and a subsequence
of {un}, again denoted by {un}, such that

un ⇀ u in L∞(R+;L2(I)) weak ∗,(2.35)

un ⇀ u in L2
loc(R

+;H1(I)) weak.(2.36)

To pass to the limit in (2.34) we have to pay some attention to the nonlinear term
an(un)∂xun = ∂x[An(un)]. Let us introduce the function A(u) :=

∫ u

0
a(v) dv. We aim

to prove that

An(un) → A(u) in D′(Ix × (0,+∞)t).

We first prove the following claim.
Claim 1. Let T > 0 and α ∈ (1, 6

p+1 ]. Then An(un) is bounded in Lα(I × (0, T )).

Proof of Claim 1. It follows from (2.32) that

|An(u)| ≤ C

(
2|u| + |u|p+1

p + 1

)
≤ C ′(1 + |u|p+1)

and

|An(u)|α ≤ C ′′(1 + |u|α(p+1)),

where C ′ and C ′′ denote some positive constants which depend only on C, p, and α.
Therefore∫ T

0

∫ L

0

|An(un)|αdxdt ≤ C ′′

(
TL +

∫ T

0

∫ L

0

|un|α(p+1)dxdt

)

≤ C ′′

(
TL +

∫ T

0

||un||2L2(I) · ||un||α(p+1)−2
L∞(I) dt

)

≤ C ′′

(
TL + ||φ||1+

α(p+1)
2

L2(I)

∫ T

0

||∂xun||
α(p+1)−2

2

L2(I) dt

)
.

As α(p+1)−2
2 ≤ 2, the result in Claim 1 follows from Lemma 2.5.

Next we prove the following claim.
Claim 2. Let T and α be as in Claim 1. Then the sequences {an(un)∂xun} and

{∂tun} are bounded in Lα(0, T ;H−2(I)).
Proof of Claim 2. Notice first that Lα(I) ⊂ H−1(I) (as H1

0 (I) ⊂ L∞(I)); hence
an(un)∂xun = ∂x[An(un)] is bounded in Lα(0, T ;H−2(I)). Clearly, ∂3

xun is bounded
in L2(0, T ;H−2(I)) and ∂xun+bun is bounded in L2(0, T ;L2(I)), so we conclude that
∂tun = −(∂3

xun + ∂xun + an(un)∂xun + bun) is bounded in Lα(0, T ;H−2(I)).
As the first embedding in H1

0 (I) ⊂ L2(I) ⊂ H−2(I) is compact, we infer from
[33, Cor. 4] that the sequence {un} is relatively compact in L2(0, T ;L2(I)) for each
T > 0. Therefore, extracting a subsequence of {un} again denoted by {un}, we have
that

un → u (strongly) in L2
loc(R

+;L2(I)) and a.e.(2.37)

Using (2.33) and (2.37), it is easy to see that

An(un(x, t)) → A(u(x, t)) for a.e. (x, t) ∈ (0, L) × R
+.



946 LIONEL ROSIER AND BING-YU ZHANG

On the other hand, picking any α ∈ (1, 6
p+1 ], we deduce from Claim 1 that there exists

a function g ∈ Lα
loc(R

+;Lα(I)) such that (for a subsequence)

An(un) ⇀ g in Lα((0, L) × (0, T ))

for any T > 0. The following lemma is an easy consequence of the Egoroff theorem.
Lemma 2.15. Let Ω be an open set in RN , and let {fn} be a sequence of functions

in Lp(Ω) (with 1 < p < ∞) such that fn ⇀ f in Lp(Ω) and fn(x) → g(x) a.e. Then
f(x) = g(x) a.e.

We infer from Lemma 2.15 that g(x, t) = A(u(x, t)) a.e. Therefore,

An(un) → A(u) in D′((0, L) ×R+),

and taking the spatial derivative, we obtain

an(un)∂xun → a(u)∂xu in D′((0, L) ×R+).(2.38)

Gathering (2.37) and (2.38) together, and taking the limit in (2.34), we conclude that
u solves the equation in (2.1) in the sense of distributions.

Since un is bounded in L∞(0, T ;L2(I)) (see (2.17)) and ∂tun is bounded in
Lα(0, T ; H−2(I)) (with α > 1), we infer from [33, Cor. 4] that for a subsequence,
again denoted by {un},

un → u in C([0, T ], H−1(I)) for any T > 0.(2.39)

In particular,

u(0) = lim
n→+∞

un(0) = φ.

As u ∈ L∞(0, T ;L2(I)) ∩ Cw([0, T ], H−1(I)), we deduce from [36, Lem. 1.4, p. 263]
that u ∈ Cw([0, T ], L2(I)).

Definition 2.16. A function u ∈ Cw(R+;L2(I)) ∩ L2
loc(R

+;H1
0 (I)) is said to

be a weak solution of (2.1) if there exist a sequence {an} of functions in C∞
0 (R; R)

satisfying (2.32) and (2.33) and a sequence of strong solutions un to (2.34) such that
(2.35), (2.36), (2.37), and (2.39) hold true.

3. Exponential stability. In this section we study the long time behavior of
weak solutions of (2.1). The goal is to show that any weak solution of (2.1) decays
exponentially in the space L2(I). As a weak solution of (2.1) may fail to be unique,
the concept of exponential stability has to be generalized in the following way.

Definition 3.1. System (2.1) is said to be locally uniformly exponentially stable
in L2(I) if for any r > 0 there exist two constants C > 0 and ν > 0 such that for any
φ ∈ L2(I) with ||φ||L2(I) < r and for any weak solution u = u(x, t) of (2.1), it holds
that

||u(·, t)||2L2(I) ≤ C ||φ||2L2(I)e
−νt ∀t ≥ 0.(3.1)

If the constant ν in (3.1) is independent of r, the system (2.1) is said to be globally
uniformly exponentially stable in L2(I).

We first show that the system (2.1) is locally uniformly exponentially stable in
L2(I).
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Proposition 3.2. Assume that a = a(μ) is a C2 function which satisfies

|a(μ)| ≤ C(1+|μ|p), |a′(μ)| ≤ C(1+|μ|p−1), |a′′(μ)| ≤ C(1+|μ|p−2) for any μ ∈ R

with 1 ≤ p < 4 and b ∈ L2(I). Then the system (2.1) is locally uniformly exponentially
stable in L2(I).

The following Carleman estimate [27, Prop. 2.3] will play a great role in establish-
ing the unique continuation property of the GKdV equation as described by Lemma
3.4.

Lemma 3.3. Let T and l be positive numbers. Then there exist a smooth positive
function ψ on [0, l] and two constants C0 > 0, s0 > 0 such that for any

q ∈ L2(0, T ;H3(0, l)) ∩H1(0, T ;L2(0, l))(3.2)

fulfilling

q(0, t) = q(l, t) = ∂xq(l, t) = ∂2
xq(l, t) = 0

and for any s ≥ s0 we have∫ T

0

∫ l

0

{
s5

t5(T − t)5
|q|2 +

s3

t3(T − t)3
|∂xq|2 +

s

t(T − t)
|∂2

xq|2
}

exp

(
− 2sψ(x)

t(T − t)

)
dxdt

≤ C0

∫ T

0

∫ l

0

|∂tq + ∂3
xq + ∂xq|2 exp

(
− 2sψ(x)

t(T − t)

)
dxdt.(3.3)

(Notice that Lemma 3.3 is stated in [27] under the extra assumption that q ∈
C3([0, l] × [0, T ]), but (3.2) is what is really needed to perform the computations.)

Lemma 3.4. Let l > 0 and T > 0. If v ∈ L∞(0, T ;H1(0, l)) solves⎧⎨
⎩

∂tv + ∂xv + a(v)∂xv + ∂3
xv = 0 in (0, l) × (0, T ),

v(0, t) = 0 for a.e. t ∈ (0, T ),
v ≡ 0 in (l′, l) × (0, T )

with a ∈ C0(R; R) and 0 < l′ < l, then v ≡ 0 in (0, l) × (0, T ).
Proof. As the function v is not expected to fulfill (3.2), we have to smooth it. For

any function u = u(x, t) and any h > 0, we set

u[h](x, t) =
1

h

∫ t+h

t

u(x, s) ds.

Recall that if u ∈ Lp(0, T ;V ), where 1 ≤ p ≤ +∞ and V denotes any Banach space,
then u[h] ∈ W 1,p(0, T − h;V ), ||u[h]||Lp(0,T−h;V ) ≤ ||u||Lp(0,T ;V ), and for p < ∞ and
T ′ < T

u[h] → u in Lp(0, T ′;V ) as h → 0.

Pick any T ′ < T . Then for any small enough number h, v[h] ∈ W 1,∞(0, T ′;H1
0 (0, l)),

and v[h] solves

∂tv
[h] + ∂xv

[h] + ∂3
xv

[h] + (a(v)∂xv)
[h] = 0 in (0, l) × (0, T ′),(3.4)

v[h](0, t) = 0 in (0, T ′),(3.5)

v[h] ≡ 0 in (l′, l) × (0, T ′).(3.6)
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As v ∈ L∞(0, T ;H1(0, l)), a(v)∂xv ∈ L∞(0, T ;L2(0, l)); hence it follows from (3.4)

that v
[h]
xxx ∈ L∞(0, T ′;L2(0, l)) and so v[h] ∈ L∞(0, T ′;H3(0, l)). It follows then from

Lemma 3.3 that for any s ≥ s0 we have∫ T ′

0

∫ l

0

{
s5

t5(T ′ − t)5
|v[h]|2 +

s3

t3(T ′ − t)3
|∂xv[h]|2(3.7)

+
s

t(T ′ − t)
|∂2

xv
[h]|2

}
exp

(
− 2sψ(x)

t(T ′ − t)

)
dxdt

≤ C0

∫ T ′

0

∫ l

0

|(a(v)∂xv)[h]|2 exp

(
− 2sψ(x)

t(T ′ − t)

)
dxdt

≤ 2C0

∫ T ′

0

∫ l

0

|a(v)∂xv[h]|2 exp

(
− 2sψ(x)

t(T ′ − t)

)
dxdt

+ 2C0

∫ T ′

0

∫ l

0

|(a(v)∂xv)[h] − a(v)∂xv
[h]|2 exp

(
− 2sψ(x)

t(T ′ − t)

)
dxdt

≡ I1 + I2.

We first estimate I1. Since a(v) ∈ L∞(0, T ;L∞(0, l)), we have

I1 ≤ C

∫ T ′

0

∫ l

0

|∂xv[h]|2 exp

(
− 2sψ(x)

t(T ′ − t)

)
dxdt(3.8)

for some constant C which does not depend on h. Comparing the powers of s in the
right-hand side of (3.8) with those in the left-hand side of (3.7), we deduce that the
term I1 in (3.7) may be dropped by increasing the constants C0 and s0 in a convenient
way. From now on, we fix s, say, to the value s0. We claim that I2 → 0 as h → 0. As

exp(− 2s0ψ(x)
t(T ′−t) ) ≤ 1, it is sufficient to prove that

(a(v)∂xv)
[h] → a(v)∂xv in L2(0, T ′;L2(0, l)),(3.9)

a(v)∂xv
[h] → a(v)∂xv in L2(0, T ′;L2(0, l)).(3.10)

Property (3.9) is obvious for a(v)∂xv ∈ L2(0, T ;L2(0, l)), and (3.10) follows from the
fact that a(v) ∈ L∞(0, T ;L∞(0, l)) and that v ∈ L2(0, T ;H1(0, l)). We conclude that
as h → 0 the integral term∫ T ′

0

∫ l

0

{
s5
0

t5(T ′ − t)5
|v[h]|2 +

s3
0

t3(T ′ − t)3
|∂xv[h]|2

+
s0

t(T ′ − t)
|∂2

xv
[h]|2

}
exp

(
− 2sψ(x)

t(T ′ − t)

)
dxdt

tends to 0. On the other hand, v[h] → v in L2(0, T ′;L2(0, l)). It follows that v ≡ 0
in (0, l) × (0, T ′). As T ′ may be taken arbitrarily close to T , we infer that v ≡ 0 in
(0, l) × (0, T ). This completes the proof of Lemma 3.4.

The following unique continuation property is a direct consequence of Lemma 3.4.
Lemma 3.5. Let L > 0 and T > 0 be two real numbers, and let ω ⊂ (0, L) be a

nonempty open set. If v ∈ L∞(0, T ;H1(I)) solves⎧⎨
⎩

∂tv + ∂xv + a(v)∂xv + ∂3
xv = 0 in (0, L) × (0, T ),

v(0, t) = v(L, t) = 0 for a.e. t ∈ (0, T ),
v ≡ 0 in ω × (0, T )

with a ∈ C0(R; R), then v ≡ 0 in (0, L) × (0, T ).
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Proof. Without loss of generality we may assume that ω = (l1, l2) with 0 ≤
l1 < l2 ≤ L. Pick l = (l1 + l2)/2. Applying Lemma 3.4 to the function v(x, t) on
(0, l)×(0, T ) and then to the function v(L−x, T −t) on (0, L− l)×(0, T ), we conclude
that v ≡ 0 on (0, L) × (0, T ).

Now we are in a position to present the proof of Proposition 3.2.
Proof of Proposition 3.2. First, notice that if u is a weak solution of (2.1) emanat-

ing from a given initial state φ ∈ L2(I), then by Lemma 2.5 there exists a constant
Cp depending only on p such that for any T > 0,

||u(·, T )||2L2(I) = ||φ||2L2(I) −
∫ T

0

|∂xu(0, t)|2 dt− 2

∫ T

0

∫ L

0

b|u|2 dxdt(3.11)

and

||∂xu||2L2(0,T ;L2(I)) ≤
L + (C + 1)T

2
||φ||2L2(I) + CpT ||φ||

8+2p
4−p

L2(I).(3.12)

On the other hand, multiplying (2.1) by (T − t)u yields

T ||φ||2L2(I) =

∫ T

0

∫ L

0

|u(x, t)|2 dxdt +

∫ T

0

(T − t)|∂xu(0, t)|2dt

+ 2

∫ T

0

∫ L

0

(T − t)b|u(x, t)|2dxdt.(3.13)

We now proceed as in the proof of [24, Thm. 3.1]. Let r > 0 be given. The proof
would be complete if the following claim is true.

Claim 3. For any T > 0 and any r > 0 there exists a positive constant C = C(r, T )
such that for any weak solution u issuing from a state φ ∈ L2(I) with ||φ||L2(I) < r,
it holds that

||φ||2L2(I) ≤ C

(∫ T

0

|∂xu(0, t)|2dt + 2

∫ T

0

∫ L

0

b(x)|u(x, t)|2dxdt
)
.(3.14)

Indeed, if Claim 3 is proved, then it follows from (3.11) and (3.14) that there
exists a constant γ ∈ (0, 1) such that

||u(·, kT )||2L2(I) ≤ γk||φ||2L2(I) ∀k ≥ 0.

Since ||u(·, t)||L2(I) ≤ ||u(·, kT )||L2(I) for kT ≤ t < (k + 1)T , we readily obtain

||u(·, t)||2L2(I) ≤
1

γ
||φ||2L2(I)e

log γ
T t

from which the result stated in Proposition 3.2 follows.
To prove Claim 3, because of the identity (3.13), it is sufficient to show that there

exists some constant C1 > 0 such that

∫ T

0

∫ L

0

|u|2dxdt ≤ C1

(∫ T

0

|∂xu(0, t)|2dt + 2

∫ T

0

∫ L

0

b(x)|u|2dxdt
)
,(3.15)

provided that ||u(., 0)||L2(I) < r. To this end, we argue by contradiction.
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Suppose that (3.15) fails to be true. Then there exists a sequence of weak solutions
un ∈ Cw([0, T ];L2(I)) ∩ L2(0, T ;H1

0 (I)) of (2.1) with

||un(·, 0)||L2(I) < r(3.16)

and such that

lim
n→+∞

||un||2L2(0,T ;L2(I))∫ T

0
|∂xun(0, t)|2dt + 2

∫ T

0

∫ L

0
b(x)|un|2dxdt

= +∞.

Let λn := ||un||L2(0,T ;L2(I)) and vn(x, t) := un(x, t)/λn. Notice that λn is bounded
from above, according to (3.11) and (3.16). Hence, extracting a subsequence if needed,
we may assume that

λn → λ ≥ 0.

Then vn fulfills

∂tvn + ∂3
xvn + ∂xvn + a(λnvn)∂xvn + bvn = 0,

vn(0, t) = vn(L, t) = ∂xvn(L, t) = 0,

||vn||L2(0,T ;L2(I)) = 1,

and ∫ T

0

|∂xvn(0, t)|2dt + 2

∫ T

0

∫ L

0

b(x)|vn|2dxdt → 0

as n → +∞. It follows from (3.13) that ||vn(., 0)||L2(I) = ||un(., 0)/λn||L2(I) is
bounded. Noticing that

|a(λnμ)| ≤ C(1 + |λn|p|μ|p) ≤ C ′(1 + |μ|p),

where C ′ denotes a positive constant which does not depend on μ and n, we obtain
from (3.12) applied to vn that vn is bounded in L2(0, T ;H1

0 (I)). Proceeding as in
the proof of Claim 2, it is easily seen that a(λnvn)∂xvn and ∂tvn are bounded in
Lα(0, T ;H−2(I)) with α > 1. Extracting a subsequence, we may assume that

vn ⇀ v in L∞(0, T ;L2(I)) weak ∗;(3.17)

vn ⇀ v in L2(0, T ;H1
0 (I)) weak;(3.18)

vn → v in L2(0, T ;L2(I)) and a.e.;(3.19)

vn → v in C([0, T ], H−1(I));(3.20)

a(λnvn)∂xvn → a(λv)∂xv in D′(I × (0, T )).(3.21)

It follows that v solves

∂tv + ∂3
xv + ∂xv + a(λv)∂xv + bv = 0 in D′(I × (0, T )),(3.22)

v(0, t) = v(L, t) = ∂xv(L, t) = 0.(3.23)

Moreover, ||v||L2(0,T ;L2(I)) = 1 and 0 =
∫ T

0

∫ L

0
b(x)|v|2 dxdt; hence

v ≡ 0 on ω × (0, T ).

To conclude, the following result is needed.
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Lemma 3.6. Let 0 < t1 < t2 < T . Then there exists a subinterval (t′1, t
′
2) ⊂

(t1, t2) such that v ∈ L∞(t′1, t
′
2;H

1(I)).
Proof of Lemma 3.6. C will denote here a constant which may vary from line

to line. Using (2.39) for each weak solution wn, we may pick a sequence {an} in
C∞

0 (R; R) fulfilling (2.32) and such that, if wn denotes the solution of⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂twn + ∂3
xwn + ∂xwn + an(λnwn)∂xwn + bwn = 0, x ∈ (0, L), t ≥ 0,

wn(x, 0) = vn(x, 0),

wn(0, t) = wn(L, t) = ∂xwn(L, t) = 0,

we have as n → ∞

vn − wn → 0 in C([0, T ], H−1(I)).(3.24)

As

||wn||L2(0,T ;H1(I)) ≤ C,

we may pick a sequence {τn} in (t1, (t1+t2)/2) such that τn → τ and ||wn(τn)||H1(I) ≤
C. Using (3.20) and (3.24) we obtain that

wn(τn + ·) → v(τ + ·) in C([0, ε], H−1(I))

for any ε < (t2 − t1)/2. According to Theorem 2.13, for ε sufficiently small,

||wn(τn + ·)||L∞(0,ε;H1(I)) ≤ C;

hence v ∈ L∞(τ, τ + ε;H1(I)).
Let t1 ∈ (0, T ), and let t2 ∈ (t1, T ). According to Lemma 3.6, v ∈ L∞(t′1, t

′
2;H

1(I))
for some interval (t′1, t

′
2) ⊂ (t1, t2). It follows then from Lemma 3.5 that v ≡ 0 on

(0, L)× (t′1, t
′
2). As t2 is arbitrarily close to t1, we obtain by continuity of v in H−1(I)

that v(., t) = 0. Thus v ≡ 0, which contradicts the fact that ||v||L2(0,T ;L2(I)) = 1. The
proof is complete.

Now we present the main result of this paper, asserting that the system (2.1) is
globally uniformly exponentially stable in the space L2(I).

Theorem 3.7. Assume that a = a(μ) is a C2 function which satisfies

|a(μ)| ≤ C(1+|μ|p), |a′(μ)| ≤ C(1+|μ|p−1), |a′′(μ)| ≤ C(1+|μ|p−2) for any μ ∈ R

with 1 ≤ p < 4 and b ∈ L2(I). Then the system (2.1) is globally uniformly exponen-
tially stable in the space L2(I); i.e., there exist a ν∗ > 0 and a continuous nonnegative
function α0 : R

+ → R
+ such that for a given φ ∈ L2(I), any weak solution u of (2.1)

satisfies

‖u(·, t)‖L2(I) ≤ α0(‖φ‖L2(I))e
−ν∗t ∀ t ≥ 0.

Proof. By Proposition 3.2, there exists a ν∗ > 0 such that if

‖φ‖L2(I) ≤ 1,

then the corresponding solution u of (2.1) satisfies

‖u(·, t)‖L2(I) ≤ C‖φ‖L2(I)e
−ν∗t ∀ t ≥ 0(3.25)
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for some constant C ≥ 1 which depends only on ‖φ‖L2(I). In addition, for a given
r > 0, there exist two constants Cr > 0 and νr > 0 such that if ‖φ‖L2(I) ≤ r, then
any weak solution u of (2.1) satisfies

‖u(·, t)‖L2(I) ≤ Cr||φ||L2(I)e
−νrt ∀ t ≥ 0.

Consequently, setting Tr := ν−1
r ln(rCr), we have that

‖u(·, t)‖L2(I)≤ C‖u(·, Tr)‖L2(I)e
−ν∗(t−Tr) ∀ t ≥ Tr

≤ CCr||φ||L2(I)e
ν∗Tre−ν∗t ∀ t ≥ 0.

The proof is complete.
For a given function u = u(x, t), a real number s ≥ 0, and an interval (a, b), define

‖v‖sY(a,b)
:=

(
‖v‖2

C([a,b];Hs(I)) + ‖v‖2
L2([a,b];Hs+1(I)) + ‖∂xv‖2

C([0,L];L2(a,b))

)1/2

.

As a direct corollary of Theorem 3.7 and Lemma 2.5, we have the following result.
Corollary 3.8. Under the assumptions of Theorem 3.7, there exists a ν∗ > 0

such that for any T > 0 and φ ∈ L2(I), there exists a nonnegative continuous function
α0 : R

+ × R
+ → R

+ such that any weak solution u of (2.1) satisfies

‖u‖Y 0
(t,t+T )

≤ α0(‖φ‖L2(I), T )e−ν∗t

for any t ≥ 0.
Under the assumptions of Theorem 2.9, if φ ∈ Hs(I) with 0 ≤ s ≤ 3 satisfies the

compatibility conditions (1.16), then the corresponding solution u of (2.1) belongs to
the space C(R+;Hs(I)). Our next theorem shows that the system (2.1) is globally
uniformly exponentially stable in the space H3(I). First, we show that the system
(2.1) is globally uniformly exponentially stable in the space H3(I) if φ ∈ H3(I) as
described below.

Proposition 3.9. Under the assumptions of Theorem 2.9 with a(0) = 0 addi-
tionally, there exist a ν∗ > 0 and a continuous nonnegative function α3 : R

+ → R
+

such that for any φ ∈ H3(I) satisfying the compatibility conditions, the corresponding
solution u satisfies

‖u(·, t)‖H3(I) ≤ α3(‖φ‖L2(I))‖φ‖H3(I)e
−ν∗t ∀ t ≥ 0.

Proof. Let v = ut. Then v solves the following IBVP linearized KdV equation:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂tv + ∂xv + ∂x(a(u)v) + bv + ∂3
xv = 0, x ∈ (0, L), t ≥ 0,

v(x, 0) = φ∗(x),

v(0, t) = 0, v(L, t) = 0, vx(L, t) = 0,

(3.26)

where

φ∗ = −φ′′′ − a(φ)φ′ − φ′ − bφ.

Note that φ ∈ H3(I) implies that φ∗ ∈ L2(I) and that there exists a constant
C = C(||φ||L2(I)) such that ‖φ∗‖L2(I) ≤ C(‖φ‖H3(I)) for any φ ∈ H3(I). The same
argument as that in the proof of Proposition 2.6 shows that

‖v‖Y0,T
≤ σ(‖u‖Y0,T

)‖φ∗‖L2(I),(3.27)
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where σ : R
+ → R

+ is a nondecreasing continuous function. By the semigroup
property of the system (3.26), we can rewrite (3.27) as

‖v‖Y0,[t,t+T ]
≤ σ(‖u‖Y0,[t,t+T ]

)‖v(·, t)‖L2(I)(3.28)

for any t ≥ 0, where Y0,[t,t+T ] is defined as Y0,T =: Y0,[0,T ]. Using the notation of the
semigroup Wb(t), the solution v of (3.26) may be written as

v(t) = Wb(t)φ
∗ −

∫ t

0

Wb(t− τ)(a(u)v)x(τ)dτ.

According to Proposition 3.2 (with a ≡ 0), u1(x, t) = Wb(t)φ
∗(x) satisfies

‖u1(·, t)‖L2(I) ≤ Ce−αt‖φ∗‖L2(I) ∀t ≥ 0,

where C and α are some positive constants independent of φ∗. In addition, by Lemma
2.3, u2(x, t) =

∫ t

0
Wb(t− τ)(∂x(a(u)v))(τ)dτ satisfies

‖u2(·, T )‖ ≤ CT ‖u‖pY0,T
‖v‖Y0,T

.

Thus,

‖v(·, T )‖L2(I) ≤ C1e
−αT ‖φ∗‖L2(I) + C2‖u‖pY0,T

σ(‖u‖Y0,T
)‖φ∗‖L2(I).

Let yn = v(·, nT ) for n = 0, 1, 2, . . . , and let w be the solution of the IBVP⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂tw + ∂xw + ∂x(qw) + bw + ∂3
xw = 0, x ∈ (0, L), 0 ≤ t,

w(x, 0) = yn,

w(0, t) = 0, w(L, t) = 0, wx(L, t) = 0

(3.29)

with q(x, t) = a(u(x, t + nT )). Then yn+1(x) = w(x, T ) by the semigroup properties
of the system (3.26). Consequently, we have the following estimate for yn+1:

‖yn+1‖L2(I) ≤ C1e
−αT ‖yn‖L2(I) + C2‖u‖pY0,[nT,(n+1)T ]

σ(‖u‖Y0,[nT,(n+1)T ]
)‖yn‖L2(I)

for any n ≥ 0. Choose T and β such that

C1e
−αT = γ < 1

and

γ + C2β
pσ(β) = r < 1.

In addition, according to Corollary 3.8, one can choose N > 0 such that

‖u‖Y0,[nT,(n+1)T ]
< β ∀ n ≥ N.

Consequently, for such chosen T and N ,

‖yn+1‖L2(I) ≤ r‖yn‖L2(I) ∀ n ≥ N.

This inequality implies that there exists a ν∗ > 0 such that

‖v(·, t)‖L2(I) = ‖∂tu(·, t)‖L2(I) ≤ Cα3

(
‖φ‖L2(I)

)
‖φ‖H3(I)e

−ν∗t ∀ t ≥ 0.(3.30)
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Then, using (3.28) and Corollary 3.8 yields that

‖v‖Y0,[t,t+T ]
≤ α4

(
‖φ‖L2(I), T

)
‖φ‖H3(I)e

−ν∗t(3.31)

for any t ≥ 0. In particular,

‖ut‖L2(t,t+T ;H1(I)) ≤ α4

(
‖φ‖L2(I), T

)
‖φ‖H3(I)e

−ν∗t

and

‖u‖L2(t,t+T ;H1(I)) ≤ α0

(
‖φ‖L2(I), T

)
e−ν∗t

for any t ≥ 0. Consequently,

‖a(u(·, t))∂xu(·, t)‖L2(I) + ‖∂xu(·, t)‖L2(I) ≤ α5

(
‖φ‖L2(I), T

)
‖φ‖H3(I)e

−ν∗t

for any t ≥ 0.
The conclusion of Proposition 3.9 follows from the above estimates, since

∂3
xu = −∂tu− a(u)∂xu− ∂xu− bu.

The proof is complete.
Theorem 3.10. Let a be a C1 function satisfying a(0) = 0 and

|a(μ)| ≤ C(1 + |μ|p), |a′(μ)| ≤ C(1 + |μ|p−1) for any μ ∈ R

with 1 ≤ p < 2. Then there exists a ν > 0 depending only on L such that for any
φ ∈ L2(I) and any ε > 0, the corresponding solution u of (2.1) belongs to the space
C(R+∗;H3(I)) and satisfies

‖u(·, t)‖H3(I) ≤ Cεe
−νt ∀ t ≥ ε

for some constant Cε > 0.
Proof. It follows directly from Corollary 2.10 and Proposition 3.9.

Acknowledgments. This work was begun while the second author was visiting
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COMPLETE STABILITY ANALYSIS OF NEUTRAL-TYPE
FIRST ORDER TWO-TIME-DELAY SYSTEMS WITH

CROSS-TALKING DELAYS∗
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Abstract. The stability robustness of first order linear time invariant dynamics of neutral
type with multiple time delays against delay uncertainties is taken into consideration. We depart
from a simpler investigation of Hale and Huang [J. Math. Anal. Appl., 178 (1993), pp. 344–362],
which studies the same problem for retarded-type systems. On this basis we further introduce two
challenging features by including (a) terms that add neutral dynamics and (b) an additional term
that introduces cross-talk between the multiple delays. To the best of the authors’ knowledge, the
stability posture of this class of systems can be treated only by a unique procedure. It is known
as cluster treatment of characteristic roots (CTCR), which was recently developed for retarded-type
dynamics. We first show the applicability of CTCR to the stability analysis of neutral-type multiple-
delay dynamics. Next, we prove the well-known “small-delay” phenomenon for the dynamics at hand,
interestingly, as a natural by-product of the CTCR paradigm. Finally, we present several case studies
to display the steps and the strengths of CTCR. This deployment is scalable to treat similar problems
with higher order dynamics, which have direct ramifications to some practical control applications.
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1. Introduction. We consider a general class of delayed differential equations
(DDEs) from the stability robustness perspective, which has not been successfully
investigated in the literature. The class is of first order neutral type, linear time
invariant (LTI) time-delay systems with two cross-talking delays. The dynamics is
written in conventional form [6], [7], [8] as

d

dt
[x(t) − ax(t− τ1) − bx(t− τ2)]

= cx(t− τ1) + dx(t− τ2) + fx(t− τ1 − τ2) + gx(t),
(1.1)

where a, b, c, d, f, g are all real scalars as well as the dependent variable x(t), (τ1, τ2) ∈
R2+. We highlight the fx(t − τ1 − τ2) term as the “delay cross-talk” feature in the
problem. The problem is to analyze the stability robustness of this system against
time-delay uncertainties in the semi-infinite first quadrant of (τ1, τ2) ∈ R2+. The
characteristic equation of these dynamics is transcendental,

CE = s(1 − ae−τ1s − be−τ2s) − ce−τ1s − de−τ2s − fe−(τ1+τ2)s − g = 0,(1.2)

where arguments of CE, (s, τ1, τ2) are suppressed. The stability robustness question
of this system reduces to finding (τ1, τ2) regions where all the characteristic roots
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of (1.2) remain in C−, the open left half of the complex plane. For a notational
selection we represent the right half open plane by C+ and the imaginary axis by
C0 in the rest of the text. The entire complex plane becomes the union of all three,
C = C− ∪ C0 ∪ C+.

It is clear from (1.2) that the highest power of s is accompanied by exponential
terms (a and b nonzero) with time-delay signatures, qualifying it as a neutral type [2],
[14], [6], [7], [8], [3], [1], [15], [20]. Furthermore, the term multiplying f introduces
the cross-talk between the delays. That is, the delays τ1 and τ2 appear in summation
form. We wish to make a clarifying statement here. Although the dynamics in (1.1)
are selected as scalar (for ease of conveyance only), the procedure described in the rest
of the paper is scalable to higher-dimensional systems (rather than scalar), for which
such cross-talk among the delays appears quite naturally [19], [20]. For instance, if
one considers the two-dimensional state-space representation of a retarded system as

ẏ = Ay + B1y(t− τ1) + B2y(t− τ2), y ∈ R2, A, B1, B2 ∈ R2×2,(1.3)

it is trivial to see that the respective characteristic equation typically carries the
signature of e−(τ1+τ2)s (i.e., cross-talking time delays) beyond the individual delay
terms e−τ1s and e−τ2s. The system is a first order vector equation, which can be
decoupled into two second order scalar equations.

To the best of the authors’ knowledge, no methodology exists in the literature
today to resolve the stability robustness of such dynamics. For simplicity of the
treatment (without loss of generality), we select scalar dynamics in this paper. In
this regard, (1.2) is an extended version of the retarded-type characteristic equation
treated in a cornerstone study [5] in “multiple-delay systems” literature, where a, b, f
are all taken to be zero.

There are some practical ramifications of the class of dynamics we consider here.
For instance, multiple time-delay feedback control is used to tune a vibration absorber
(called the “delayed resonator”) to two distinct excitation frequencies, in (3) in [22],
with n = 2. The cited investigation, however, does not address the stability question of
such systems. Furthermore, in (2) in [16] the authors experimentally demonstrate the
viability of using acceleration feedback with time delay that renders neutral dynamics
for the delayed resonator vibration absorber. As such, neutral dynamics with multiple
delays becomes a practical phenomenon, of which the stability repercussions need
further investigation. And the scalar form of these dynamics, as given in (1.1), is a
meaningful starting platform to present the conceptual process we wish to follow.

It is well known that neutral-type DDEs exhibit drastic differences in their char-
acteristic behavior compared to the retarded-type dynamics [14], [6], [7], [8], [15].
This difference may occur when either one or both components of the delay vector
{τ} = (τ1, τ2) transit from 0 to 0+. We denote this transition as τ(1,2) : 0 → 0+ in
the rest of the text. During this transition, the root continuity argument may col-
lapse and infinitely many unbounded characteristic roots may appear in C+. Such a
root discontinuity, however, never takes place anywhere else in the τ ∈ R2+ domain.
Clearly, if it occurs, this behavior precludes stability for any (τ1, τ2) ∈ R2+ even if
the initial stability posture for τ = 0 is stable. This “small-delay phenomenon,” or
“strong stability condition,” has been extensively studied in the literature [2], [14], [6],
[7], [8], [3], [1], [15], and conditions guaranteeing root continuity in the transition of
τ(1,2) : 0 → 0+ have been investigated with respect to the system properties. It is also
known that one should first guarantee the root continuity for τ(1,2) : 0 → 0+ before
performing the stability analysis on neutral DDEs. It is shown in [2] that to prevent
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the small-delay phenomenon from occurring, the difference equation (also known as
discrete kernel operator [14], [15]) consisting of the left-hand side of (1.1),

L(τ1, τ2) = 1 − ae−τ1s − be−τ2s = 0,(1.4)

has to be stable for τ(1,2) : 0 → 0+. It is further proven [2] that this requires the
parametric condition

|a| + |b| < 1.(1.5)

This inequality constitutes the necessary and sufficient condition for neutral dynamics
(1.1) to possess root continuity during the transition of τ(1,2) : 0 → 0+, but it is only a
necessary condition for the system to exhibit stability at a point or in a region within
τ ∈ R2+, τ �= 0. This is a very critical nuance, which will be revisited throughout
the text.

Dynamics that possess stable discrete kernel operator are called τ -stabilizable [14],
[15], and we use this terminology in this text as well. Note that τ -stabilizability does
not guarantee that for some values of (τ1, τ2) ∈ R2+ this system will be stable. But
conversely, if the system is not τ -stabilizable (i.e., it is τ -nonstabilizable), no (τ1, τ2) ∈
R2+ can impart stability even if nondelayed dynamics, τ = 0, are stable. In other
words, τ -stabilizability is a necessary but not sufficient condition for a stabilizing
delay set (τ1, τ2) ∈ R2+ to exist, as the name τ -stabilizability implies.

As the main motivation of this study, we state that there is no prior literature
which declares the aimed “stability map” of this system in {τ} ∈ R2+ exhaustively
and exactly (i.e., nonconservatively). Exhaustiveness means all the stable regions
in any given segment of interest in (τ1, τ2) space attached to or detached from the
origin (0, 0). There is considerable literature treating this very problem, primarily
using the Lyapunov stability perspective, which results in very conservative stability
bounds in the domain of the time delays; see, for example, [10] and the references
therein. Furthering this conservatism, these methods almost exclusively search for a
stability region including the origin, {τ} = 0 (also called the delay margin problem).
We distinguished the objective in this paper from the mentioned investigations, as
we aim to determine all the stability regions exactly and exhaustively. To resolve
this problem, we resort to a very recent conceptual development of the authors: the
cluster treatment of characteristic roots (CTCR) [19], [18], [15], [20]. This proce-
dure was originally introduced for retarded systems. In this work we implement the
CTCR technique on multiple-delay neutral systems for the first time and obtain the
corresponding stability picture.

The CTCR reveals the complete stability robustness against delay uncertainties.
We also show that the t-stabilizability condition (i.e., the discrete kernel operator (1.4)
to be stable or the parametric inequality (1.5) to hold) is obtained as a by-product
of the CTCR. Interestingly, the CTCR approach also offers a very practical way of
proving this necessary condition.

One can encounter a small number of investigations in the literature on DDEs
with multiple delays. The existing reports consider simpler dynamics than (1.1) where
a, b, f are all taken to be zero. These selections reduce the dynamics to a “retarded”
class of time-delayed systems (TDS). For example, [5] addresses this question to de-
termine the only stability region attached to the origin (a feature which arises from
the simplified dynamics). [12] proposes some interesting lemmas for the location of
the characteristic roots when additional conditions are imposed: f = 0, τ1 = 1,
1 < τ2 < 2. The study indicates the overwhelming difficulties which arise for cases
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with τ2 > 2. [11], [21] treat the stability question on second order systems, which are
resonant when delays are zero, a different problem from the one treated here. All of
these simplifications impose some strong restrictions for the respective methods to be
expanded for the problem here. In [19], [15], [20] the treatment entails a novel concept
(CTCR) for a very general class of retarded TDS cases overcoming such restrictions.
The present text is motivated by the deployment of this new development to a new
problem with the inclusion of aẋ(t − τ1) and bẋ(t − τ2) terms (which introduce the
neutral behavior) and f ẋ(t − τ1 − τ2) (i.e., delay cross-talk term). These additions
complicate the exercise considerably. Furthermore, we will show that this deployment
will reveal the τ -stabilizability condition (1.5) as an imbedded by-product.

In the following section we present a review of the enabling paradigm, CTCR.
Section 3 discusses the small-delay phenomenon and re-proves the τ -stabilizability
condition. In section 4 we display the stability analysis results for some case studies
with different selections of a, b, c, d, f, g. Section 5 contains some observations and
conclusions based on the new paradigm, CTCR.

2. Review of CTCR. The highlights of the CTCR framework, borrowed from
[19], [20], are presented next. We restate that these previous investigations are for
retarded -type multiple-delay systems. Neutral systems, however, with single delay
only are addressed in [18], [14], [15]. We have shown earlier that for single-delay
treatments [18], [13], [14], [15] CTCR can be deployed independently from the for-
mation of the dynamics being of retarded or neutral type. The natural pursuit of
research brings us to the topic of this paper: neutral-type dynamics with multiple
time delays.

We first present some important features and definitions of the general class of
systems represented by (1.1):

1. There is a countably infinite number of characteristic roots of (1.2) for a
given delay set (τ1, τ2). It is impracticable to evaluate their distribution (i.e., their
topology for all variations of the delay set (τ1, τ2) ∈ R2+) in the quest of assessing the
asymptotic stability. It is also known that for the dynamics to switch the stability
posture, the characteristic roots should cross the imaginary axis, say at s = ωi. Thus,
for a successful stability analysis, one needs to detect exhaustively all the possible
imaginary axis crossings. Let us denote the complete set of such crossing frequencies
as Ω, and the corresponding root set as SΩ:

Ω = {ω |CE(s = ωi, τ ) = 0, τ ∈ R2+, ω ∈ R},(2.1a)

SΩ = {s = ωi |ω ∈ Ω}.(2.1b)

We also assume that this set, Ω, along with the generating delays, τ , is known com-
pletely at this stage.

2. Let us denote the correspondence between the delays (τ1, τ2) and ω with
the notation 〈τ , ω〉. Notice that, typically, there exist infinitely many characteristic
roots (s = ωi, ω ∈ Ω, as Ω represents a set of continuum) and the respective 〈τ , ω〉
correspondence. Hence, one needs a treatment of these infinitely many roots simply
by grouping them into sets, which show similar characteristics. We call this grouping
the root clustering operation. To achieve this, however, those identifier characteristics,
which we name the clustering features, need to be determined.

3. It is known that an imaginary root s = ωi with 〈τ , ω〉, τ = (τ1, τ2), correspon-
dence will be repeated infinitely many times for the mesh points with equidistant grid
size:
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(τ1j , τ2k) =

(
τ1 +

2π

ω
j, τ2 +

2π

ω
k

)
, j = 0, 1, 2, . . . , k = 0, 1, 2, . . . .(2.2)

Considering the existence of root continuity, we state that small perturbations on τ
yield small perturbations on ω, i.e.,

〈τ + ε, ω + εc〉, 0 < |ε| � 1, 0 < |εc| � 1.(2.3)

Clearly, ε = (ε1, ε2) and εc are interdependent through the characteristic equation
(1.2). Further elaboration on this point is kept outside the document to better stream-
line the discussions. One can detect infinitely many curves in the τ domain, which
traverse through these infinitely many mesh points (2.2) earmarked by ω. According
to the D-subdivision method [4], these trajectories continuously partition the t do-
main into encapsulated regions in which the number of unstable roots, NU , remains
fixed.

4. The first clustering feature follows the above comment: It is proven in [19], [15],
[20] for much more general forms of the dynamics than (1.1) that there is a manageably
small number of curves in (τ1, τ2) space which we call the “kernel curves,” ℘0(τ1, τ2),
where all the characteristic root sets can be found, containing at least one pair of
imaginary roots. These imaginary roots, when determined for the entire domain of
delays (τ1, τ2) ∈ R2+, constitute the set SΩ as identified earlier (2.1). In summary,
the kernel curves correspond to the complete set, SΩ, in the sense of 〈τ , ω〉.

The points on the kernel curves satisfy an important condition:

0 < τk <
2π

ω
, k = 1, 2.(2.4)

This condition implies that the points on the kernel curves exhibit the smallest positive
delay value for each delay complying with 〈τ , ω〉. Assume that all such points on the
kernel curves, call them generically “kernel points,” τker, are already known for all
possible ω ∈ Ω. By definition, the kernel curve formation is unique for a given system
(1.1). The following notation encapsulates the complete representation of the kernel
curve:

℘0 =

{
τ |〈τ , ω〉, τ ∈ R2+, ω ∈ Ω, 0 ≤ τk ≤ 2π

ω
, k = 1, 2

}
.(2.5)

For an exclusive stability analysis, this kernel curve set must be determined completely
and exhaustively. The crucial feature of the kernel curves is that they represent all
the possible imaginary roots of (1.2) for the entire τ ∈ R2+ domain. If there is a
〈τ , ω〉 occurrence, either τ is on the kernel curves or it can be reduced to a point on
the kernel curves using j and k counters defined by (2.2) and (2.4) (one may even
call it the “projection on the kernel”). That is, any and every delay set, τ , which
results in a root s ∈ SΩ has to be represented in this “kernel set.” The first clustering
feature, therefore, appears very naturally; it is Ω, which represents the complete loci
of τker ∈ R2+ for which there exists at least a pair of imaginary characteristic roots
of (1.2).

5. Kernel curves, ℘0(τ1, τ2), are, in fact, the loci of τ described in (2.2) with
the points represented by j = k = 0. Notice that there are ∞2 (two-dimensional
infinite) candidate points defined by (2.2) in the τ ∈ R2+ domain resulting in the
same imaginary root, ωi ∈ SΩ. Those curves corresponding to j > 0 and k > 0
are called the “offspring curves,” or “offspring” for short, and denoted by ℘jk(τ1, τ2),
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where j and k identify the jth and kth generation offspring in τ1 and τ2, respectively.
Consequently, the complete set containing the kernel curves and the offspring becomes
℘(τ1, τ2):

℘(τ1, τ2) = ℘0(τ1, τ2) ∪
∞⋃
j=1

∞⋃
k=1

℘jk(τ1, τ2).(2.6)

6. It is critical to note that all the infinitely many trajectories of ℘jk(τ1, τ2) are
created from the kernel curves, ℘0(τ1, τ2), via a nonlinear shifting term 2π/ω, as per
(2.2). In addition to this, any kernel point on the trajectories of ℘0(τ1, τ2) defined by
j = k = 0 imposes its ω signature identically onto its offspring (j > 0 and k > 0).
Thus, Ω remains invariant from kernel curves to offspring curves.

7. The kernel curves and the offspring constitute the complete (and exhaustive)
distribution of (τ1, τ2) points where the characteristic equation CE(s, τ1, τ2) has root
sets containing at least one pair of imaginary roots. And outside the set ℘(τ1, τ2)
there is not a single point, which renders imaginary characteristic roots. These are the
only locations in the (τ1, τ2) domain where the system (1.1) could transit from stable
to unstable posture (or vice versa). These contours ℘(τ1, τ2) must be determined
exhaustively. Since ℘(τ1, τ2) is completely generated from the kernel curves ℘0(τ1, τ2),
it is sufficient for our purposes to determine these kernel curves exhaustively. We
present a procedure for achieving this later in this section.

8. Root tendency invariance property. The root tendency along the τj , j = 1, 2,
axis at the crossing of s = ωi is defined by RT

τj
s=ωi = sgn(�( ∂s

∂τj
|s=ωi)). The root

tendencies at s ∈ SΩ along τ1 (or τ2) across the corresponding points on a kernel
curve and its offspring remain unchanged so long as τ2 (or τ1) is kept fixed. This
is a proven feature for much more general constructs than (1.1) known as the “root
tendency invariance” property; see [19, Proposition II], [15], [20]. This very strong
property constitutes the second clustering feature along the contours defined by (10).
Through this feature one can mark stabilizing (or destabilizing) transitions along the
curves ℘(τ1, τ2).

2.1. Steps of the CTCR procedure. Based on the above properties one can
establish the complete stability robustness picture of the system by performing the
following steps of the CTCR procedure:

1. Determine exhaustively the kernel and offspring curves, ℘(τ1, τ2).
2. Start from a nondelayed system, τ = 0, evaluating NU(0) via a trivial appli-

cation of the Routh–Hurwitz method.
3. Following line segments in τ ∈ R2+, which are parallel to the individual

coordinates τ1 and τ2, connect the origin (τ = 0) to a point of interest (τ1t, τ2t),
where subscript t is used for target.

4. As this path crosses the kernel and offspring curves, increase NU by +2 (or −2)
for the RT = +1 (−1), according to the D-subdivision method of El’sgol’ts [4].

5. Exhaustively identify the regions in τ ∈ R2+ where (τ1t, τ2t) results in NU = 0
as “stable” and the others (NU > 0) “unstable.”

This completes the CTCR procedure and the stability robustness picture of this
system.

Remember that the delays {τ}’s corresponding to the s ∈ SΩ set were assumed
to be known in the first step of the above procedure. However, a methodology is still
needed to create the topology in (2.1) and the corresponding kernel curves in (2.5)
exhaustively. We discuss a holographic mapping procedure next to achieve this. For a
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better understanding we will guide the reader through the details of the above steps
in section 4 for the special dynamics at hand.

2.2. Exhaustive and complete determination of the kernel curves. This
step is very critical to CTCR for obvious reasons. The complete contour of (τ1, τ2)
which results in at least one imaginary root s = ωi, ω ∈ R, must be determined.
For this we use the Rekasius substitution, which was first introduced in [17] and also
utilized in [19], [13], [15], [20]. It suggests the following representation for exponential
terms:

e−τjs =
1 − Tjs

1 + Tjs
, Tj ∈ R, j = 1, 2.(2.7)

This substitution becomes exact for s = ωi, provided that the relation between
Ti and τi,

τjk =
2

ω
[tan−1(ωTj) + kπ], k = 0, 1, 2, . . . ,(2.8)

holds. It represents an asymmetric mapping. A given ω and a Tj value correspond to
infinitely many equidistant delays, τjk, j = 1, 2, k = 0, 1, 2, . . . , where τj,k+1−τjk = 2π

ω
is the fixed grid size in the τj distribution. Notice that this grid size is identical for
both τ1 and τ2 sets. In the other direction, however, the mapping is one-to-one, that
is, each τj value maps into a single Tj value.

This asymmetric mapping between τj ↔ Tj transforms the transcendental CE of
(1.2) into a new characteristic equation CET (s, T1, T2), which is of fractional polyno-
mial type. Multiplying this equation by (1 + T1s)(1 + T2s), one obtains

CE(s, T1, T2) =

3∑
j=0

bj(T1, T2)s
j = 0.(2.9)

Notice that bj(T1, T2) are some multinomials in two parameters T1, T2 except b0, which
is a constant. An interesting relation between the infinite-dimensional equation (1.2)
and the third degree equation (2.9) is that they share the same imaginary root sets
completely. The claim is that

Ω = Ω[s|CE(s, τ1, τ2) = 0, (τ1, τ2) ∈ R2+] ∩ C0

≡ Ω[s|CE(s, T1, T2) = 0, (T1, T2) ∈ R2] ∩ C0,
(2.10)

where Ω represents the complete topology of root sets of CE in the (T1, T2) ∈ R2.
The left-hand side of identity (2.10) consists of all the imaginary characteristic roots
of CE for some (τ1, τ2) ∈ R2+, and the right-hand side is the same imaginary root set
for CE at some (T1, T2) ∈ R2. Every (T1, T2) pair, which results in an imaginary root
s = ωi of CE(s, T1, T2), represents infinitely many (τ1j , τ2k) pairs as per (2.8). In other
words, a unique τker and infinitely many offspring arise. For further mathematical
details on this property, the reader is referred to [19], [15], [20].

The most beneficial point in transforming CE(s, τ1, τ2) to CE(s, T1, T2) is ob-
vious: The parametric equation (2.9) is much easier to study than (1.2). This is a
tremendous reduction in the complexity of determining the imaginary characteristic
roots of (1.2), as we will observe later. Ω can be determined completely for the entire
space of (T1, T2) ∈ R2 as (s = ωi, ω ∈ Ω). As per the claim in (2.10) this set of imag-
inary roots is identical to SΩ. Based on these observations the following structured
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Table 1

The Routh array for CE(s, T1, T2), arguments suppressed.

s3 b3 b1
s2 b2 b0
s1 b2b1−b3b0

b2
= R1

s0 b0

steps are most natural. One should first find the projection of the kernel curves in
(T1, T2) space. We will name it the core curve just to discriminate its domain (T1, T2)
from the kernel curves in (τ1, τ2). The correspondence between the two sets of curves
is discussed in the following segments. The kernel and offspring curves constitute the
complete set of contours in (τ1, τ2) where the possible stability transition can occur
according to the D-subdivision method of [4].

Let us now show how to determine the core curve of CE(s, T1, T2), i.e., those
(T1, T2) that give rise to s = ωi of CE(s, T1, T2). The easiest procedure for finding all
the imaginary roots of such characteristic polynomials is the classical Routh–Hurwitz
method [9]. From the well-known rules of the Routh array of Table 1, the imaginary
roots of the cubic equation (2.9) are encountered at any point (T1, T2) where

R1(T1, T2) = 0(2.11)

is satisfied with an additional condition,

b2(T1, T2)b0 > 0.(2.12)

At these points one can determine a crossing frequency ω =
√
b0/b2(T1, T2) ∈ R.

The implicit expressions (2.11) and (2.12) represent the core curve completely.
The full expansion of the Routh array for the system (1.1) is given in the appendix.
Notice the formation of R1(T1, T2), which is a multinomial in T1 and T2 of degrees
2 and 2, respectively. Therefore, for a given value of T2 (T1), there can be at most
2 (2) real T1 (T2). That is, the core curve has at most two separate segments. Since
there is one-to-one mapping between the core curves in (T1, T2) and the kernel curves
in (τ1, τ2) as proven in [19], [15], [20], this system can possess at most two separate
contours for the kernel curves in (τ1, τ2), although these two contours may be split
into separate segments according to the positivity condition in (2.4). The next step in
CTCR is to numerically map these core curves into kernel curves via (2.8) and further
to offspring in (τ1, τ2) space via (2.2). This completes the determination process of
the entire set of kernel and offspring curves, ℘(τ1, τ2).

With ℘(τ1, τ2) at hand the second clustering feature can now be utilized. Namely,
some segments of the kernel curves are identified as stabilizing transitions as op-
posed to destabilizing transitions. Ultimately, the D-subdivision methodology is im-
plemented to declare a unique stability map of the system in (τ1, τ2) space. This map,
in fact, constitutes an exact (nonconservative) declaration of the stability robustness
picture against uncertain delays (τ1, τ2). And to the best of our knowledge, this is
unique.

3. An interesting result on τ -stabilizability. In this section, we further dis-
cuss τ -stabilizability and show that it is, in fact, a natural by-product of the CTCR
procedure. Several rigorous and cumbersome proofs of the τ -stabilizability condition
(1.5) can be found in the literature [6], [7], [8]. As was stated earlier, if this neces-
sary condition is not satisfied, even an infinitesimally small time delay τ(1,2) : 0 → 0+
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destabilizes the system, although the nondelayed (τ = 0) system may start asymptot-
ically stable. Infinitely many unbounded unstable roots appear, the root continuity
argument collapses in the vicinity, and consequently the D-subdivision method [4],
which is really the basis of CTCR, does not apply anymore. The CTCR procedure is,
however, still valid except for its final step involving D-subdivision deployment. When
applied for small delays, the CTCR procedure indeed gives rise to the τ -stabilizability
property. This is the highlight of the discussions in this section.

Lemma 3.1. The necessary condition for the system in (1.1) to be stable for any
τ ∈ R2+ is the τ -stabilizability condition given in (1.5).

Proof. In order to examine the stability transition of (1.1) as τ varies τ(1,2) :
0 → 0+, we first check the stability posture of the nondelayed dynamics, which is
written as

CE(s, τ = 0) = s(1 − a− b) − (c + d + f + g) = 0.(3.1)

For this system to represent any dynamics, 1 − a− b must be nonzero. Furthermore,
if (1 − a − b)(c + d + f + g) is negative (positive), the nondelayed system has one
stable (unstable) pole. We next investigate the τ(1,2) : 0 → 0+ transition. During this
transition, we wish to observe no change in the stability posture of the system. The
contrary occurrence would mean ω → ∞ (i.e., the Riemann sphere crossing; see [15]),
which invites infinitely many unbounded unstable roots. This instability posture is
impossible to recover from within the τ1 > 0, τ2 > 0 domain. The reason is simply
that even for some RT = −1 points in the quadrant, τ1 > 0, τ2 > 0, there will only be
a pair (or finite number of pairs in some degenerate cases) of roots returning to C−,
since the root continuity is now in effect. We need infinitely many such crossings to
take place in order to recover from the destabilizing effect caused by the small delay.
Thus, τj : 0 → εj , 0 � εj < 1, has to exert no Riemann sphere crossings for any
stable behavior to exist.

If there is such a crossing for small delays, we can use the Rekasius transformed
equation (2.9) along with τ → T correspondence given in (2.8). Notice that for small
delays, (2.8) becomes

tan
(τjω

2

)
= Tjω, j = 1, 2,(3.2)

which implies that τj : 0 → εj corresponds to Tj : 0 → εj/2. In short, the τj and Tj

variations are of the same order of magnitude. In the two-dimensional delay domain
such a transition can be represented selecting a directional slope m, which is defined
as

m = τ2/τ1 = T2/T1, m ∈ [0,∞).(3.3)

The “no crossing” requirement should be independent of m. Using the relation (3.3),
equation (2.9) becomes

CE(s,T) = CE(s, T1,mT1) = 0.(3.4)

Taking the limit for 0 < T1 � 1 on (3.4), we arrive at the following by dropping
higher powers of T1 and favoring the lowest power only in the coefficients of s:

lim0<T1�1 CE(s, T1,mT1) = (1 + a + b)mT 2
1 s

3

+ (1 + a− b + m{1 − a + b})T1s
2 + (1 − a− b)s + (−c− d− f − g) = 0.

(3.5)
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Fig. 1. The Routh array on (3.5) with termwise limit T1 → ε1/2.

We wish to find the conditions on the system parameters a, b, c, d, f, g so that (3.5)
does not exhibit an imaginary root. If one forms the respective Routh array and
incorporates the small T1 approximation (i.e., favoring the lowest degree terms) for
each term during the formation of this array, Figure 1 is obtained. The first column
should exhibit no sign change. It consists of two blocks:

1. The coefficients of the quadratic expression for the discrete kernel operator
(1.4) after Rekasius substitution. That is,

L(s, T1, T2) = (1 + T1s)(1 + T2s) − a(1 − T1s) − b(1 − T2s)

= (1 + a + b)mT 2
1 s

2 + (1 + a− b + m{1 − a + b})T1s + (1 − a− b) = 0.
(3.6)

2. The block, which is found by the coefficients of s in the nondelayed character-
istic equation (3.1). If these two coefficients agree (disagree) in sign, the nondelayed
dynamics are stable (unstable), respectively. In turn, it implies that the nondelayed
system has no (one) root in C+.

If we wish to observe no change of stability posture from T1 : 0 → ε1/2 transition,
independent of m, the terms in block 1 should agree in sign. This proposition yields
the conditions

c1 = 1 + a + b > 0,(3.7a)

c2 = 1 + a− b + (1 − a + b)m > 0,(3.7b)

c1 = 1 − a− b > 0.(3.7c)

It is trivial to show that these conditions reduce to a simple form |a|+ |b| < 1, which
is the τ -stabilizability condition (1.5) as shown in the literature [6], [7], [8]. The
admissible region in the space of (a, b) is given in Figure 2. If (a, b) satisfy (3.7), it
simply guarantees that there will not be a crossing while τ(1,2) : 0 → 0+. This property
also implies that the system may be stable for some values of (τ1, τ2) ∈ R2+.

Summary observations:
1. Using CTCR, we arrive at the same necessary condition for τ -stabilizability

(1.5) as declared in [6], [7], [8] via a simple mathematical manipulation (Figure 1).
This shows that τ -stabilizability is a natural by-product of the CTCR procedure.

2. As can be seen from Figure 2, τ -stabilizability is independent of τ1 and τ2 and
is dictated only by the parametric selection of (a, b) pairs.

4. Example case studies. We present three case studies here for some com-
binations of parametric possibilities of (1.2). The first case is handled following a
step-by-step pursuit of CTCR to assist the reader. The others are offered in their
final outcome with some observations.
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Fig. 2. Depiction of conditions in (3.7) and τ-stabilizability region.

4.1. Case I. Let us take a = −0.8, b = −0.15, c = −1.5, d = 2, f = −5, g = 1
in (1.2). It is clear that these dynamics are τ -stabilizable since the condition in (1.5)
is satisfied, i.e., |a| + |b| < 1; therefore we proceed to the stability analysis. The
characteristic equation is

s(1 + 0.8 e−τ1 s + 0.15 e−τ2 s) + 1.5 e−τ1 s − 2 e−τ2 s + 5 e−(τ1+τ2) s − 1 = 0,(4.1)

which is stable with a pole at s = −1.7949 for {τ} = 0. After Rekasius substitution,
we obtain the corresponding equation to (2.9) as

T1T2s
3 + (90T1T2 + 33T2 + 7T1)s

2 + (−50T2 − 190T1 + 39)s + 70 = 0.(4.2)

The Routh array conditions for the complete core curve and the corresponding imag-
inary roots, following (2.11), (2.12) and the descriptions in the appendix, are

(−171T2 − 13.3)T 2
1 + (−31.8T2 − 45T 2

2 + 2.73)T1 + 12.87T2 − 16.5T 2
2

(90T2 + 7)T1 + 33T2
= 0,(4.3)

b2(T1, T2)b0 = (90T2 + 7)T1 + 33T2 > 0.(4.4)

Figure 3 displays the viable curves satisfying (4.3) and (4.4) in (T1, T2) space. The
core curve is those sections of the thick black curve which lie in the background region
(shaded). Its determination, however, is exhaustive. Notice that the R1 expression
is quadratic in both T1 and T2; see also the appendix, (A.1). Therefore, for one
value of T1 there are at most two real T2’s, and vice versa. That is, at most two
separate contours may constitute the core curve. The corresponding kernel curve
in (τ1, τ2) space is generated numerically using (2.8), as seen in Figure 4 (thick line,
shown in red in the electronic version). This figure also contains the complete range of
crossing frequencies, Ω. Accordingly the system under consideration can only possess
imaginary roots within the range of 1.6 ≤ ω ≤ 51.12 rad/s which defines the set Ω.
The kernel curves contain all (τ1, τ2) points, which create the imaginary root set of the
system entirely. That is, these dynamics can have only those imaginary characteristic
roots generated by this kernel curve, and no point in τ ∈ R2+ space can render an
imaginary root at ω not belonging to Ω. Corresponding offspring curves to the kernel
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Fig. 3. {T} domain representation, equality condition (4.3), and the inequality condition in (4.4).

Fig. 4. The complete kernel formation (thick line, shown in red in the electronic version) of
Case I and the only possible ω’s (thin line, shown in blue in the electronic version).

are obtained using (2.2) and are displayed in Figure 5 (thin line, shown in blue in the
electronic version). They also generate exactly the same set of imaginary roots as the
kernel curves, nothing more and nothing less. This concludes the formation of the
first clustering feature. All the points (τ1, τ2), which render imaginary characteristic
roots, are in Figure 5 as kernel and offspring curves.

We now look at the kernel curves and determine the root tendencies. For instance,
at points A1, A2, and A3, RT τ2 = −1 (i.e., stabilizing) and it is invariant from kernel
curves to all the offspring curves. Using the D-subdivision method of [4] one can
determine the number of unstable roots NU in each region in Figure 5. They are
sparingly shown in the figure. Obviously wherever NU = 0, the stable region appears,
which is shaded in the figure. In Figure 5, we also recognize that the dynamics are
τ2-independent stable for τ1 < 0.0595 s. Just to give an idea of the efficiency of
the CTCR procedure, we state the CPU time of creating Figure 5 (on a 3.2 MHz
Pentium 4 with 512 MB RAM) to be 25 seconds.
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Fig. 5. Complete stability picture of Case I.

Fig. 6. Complete stability picture of Case II.

4.2. Case II. The system with parameters a = 0.05, b = 0.9, c = 0.25, d = −1,
f = −1.25, g = −1 is again τ -stabilizable, i.e., |a| + |b| < 1. In Figure 6, we suppress
the intermediary steps and give the stability picture only. The stable region is shaded
(NU = 0). We observe that for τ2 < 0.0109 s the system becomes τ1-independent
stable. Also, we find (following the same logic as in Case I) that the only resonance
frequencies of these dynamics are within the range 0.58 ≤ ω ≤ 12.97 rad/s, which is
the set Ω.

4.3. Case III. Take a = −0.35, b = 0.4, c = −12, d = −18, f = 4, g = −6 as
the set of parameters. The system is again τ -stabilizable. Without the intermediary
steps, we show in Figure 7 the stability picture only. The stable region is shaded
(NU = 0). We observe that for τ2 < 0.0139 s the system becomes τ1-independent
stable, and for τ1 < 0.0525 s the system is τ2-independent stable. For this case, the
only possible resonance frequencies are within the set Ω : {1.62 ≤ ω ≤ 48.06 rad/s}.
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Fig. 7. Complete stability picture of Case III.

5. Conclusion. A general class of first order LTI scalar, two-time-delay systems
of neutral type is studied for their stability posture. The unique features in this work
are twofold. First, we have the additional terms that convert a cornerstone study
on retarded-type dynamics by Hale and Huang [5] into a neutral type. Second, the
dynamics are exacerbated by a cross-talk term in the delays. Both these added dy-
namics make the stability analysis considerably more complex. A new framework, the
cluster treatment of characteristic roots (CTCR), is deployed to overcome these added
complexities. CTCR offers a systematic and numerically very efficient procedure for
the creation of complete stability maps of such systems. Moreover, CTCR is also de-
ployed to re-prove the well-known necessary condition of the small delay phenomenon
of neutral dynamics. It turns out that the CTCR procedure automatically generates
this condition as a by-product. The end results are demonstrated in numerical case
studies.

Appendix. Take the most general form of (1.2). Making the substitution of
(2.7), creating (2.9), and deploying the Routh array as in Table 1, one obtains the
corresponding terms to (2.11) and (2.12) as

R1(T1, T2) = [({2gc− 2fd− c2 + d2 − g2 + f2}T2 + ad− af + ag + bf + g

− bg + bc− bd− ac− c + d− f)T 2
1 + ({−d2 − g2 + c2 + 2gd− 2fc + f2}T 2

2

+ {2bd− 2af + 2ac− 2f − 2bf − 2bg + 2g − 2c− 2bc− 2ad− 2ag − 2d}T2

− 1 − b2 + 2b + a2)T1 + (−d + af − ac + g + bc− f + c− bf + ad

+ bg − bd− ag)T 2
2 + (b2 + 2a− a2 − 1)T2]/b2(T1, T2),

(A.1)

b2(T1, T2) = ({c + d− f − g}T2 + 1 + a− b)T1 + (1 − a + b)T2,

b0 = −(c + d + f + g).
(A.2)
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Abstract. In this paper we present a very general and unified theory of second-order optimality
conditions for general optimization problems subject to abstract constraints in Banach spaces. Our
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associated with the problem. We prove variational results which show that, in a certain sense, our
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1. Introduction. In this paper we study second-order optimality conditions,
both necessary and sufficient, for the following optimization problem:

(P) L-minimize f(x) subject to g(x) ∈ K,

where f : X → U and g : X → V are mappings from the Banach space X into
other Banach spaces U and V , K ⊂ V is a closed convex set, and where L ⊂ U is a
closed convex cone with nonempty interior, intL �= ∅. We define two kinds of local
L-minimizers as follows.

Definition 1.1. An element x̄ ∈ X is called a local weak minimizer for (P)
if g(x̄) ∈ K and if there exists a neighborhood N of x̄ such that for each x ∈ N
with g(x) ∈ K, one has f(x) − f(x̄) �∈ −intL. A local weak minimizer x̄ is called
a strict local minimizer for (P) if for each x ∈ N \ {x̄} with g(x) ∈ K, one has
f(x) − f(x̄) �∈ −L.

Note that (P) includes the very common problem of constrained scalar minimiza-
tion, for which U = R and L = R+. Local weak minimizers for (P) then amount to
usual local minimizers. The case of scalar minimization problems is the one we are
most interested in, but by our approach it is also possible to treat vector optimization
problems without considerable additional effort in the case of abstract constraints.

A number of well-known optimization problems can be formulated in the form
(P) in a natural way. For instance, when V = V̂ × R

m, K = {0} × R
m
− , and g =

(G, g1, . . . , gm), the feasible set of (P) is defined by an equality constraint G(x) = 0
and finitely many inequality constraints gi(x) ≤ 0, and the scalar version of (P)
becomes a possibly infinite-dimensional mathematical programming problem.

Second-order optimality conditions have been studied in numerous publications;
for scalar problems, see [4], [6], [9], [16], [18], [23], [30], [31], and for vector optimization
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problems, see [5], [8], [20], [21], [22]. Our approach has been strongly inspired by the
results of Levitin, Miljutin, and Osmolovskii [26] and Ioffe [16] for the mathematical
programming problem. The aim of this paper is to generalize the results from [16],
[26] to the problem (P). We present second-order conditions, sufficient (respectively,
necessary) for local strict (respectively, weak) minimizers, which differ only by the
replacement of an inequality with a strict inequality. Besides this desirable feature,
we prove the following variational principle: If the second-order sufficient conditions
are not fulfilled at a strict local minimizer x̄, then we can find twice continuously
differentiable perturbations δf : X → U , δg : X → V having vanishing function
values and first- and second-order derivatives at x̄, such that x̄ is not a local weak
minimizer for (P), with f and g replaced by f + δf and g+ δg, respectively. A similar
result also holds for the necessary conditions, provided the following suitable condition
on the constraints is fulfilled: If the second-order necessary conditions hold at a point
x̄, then x̄ is a strict local minimizer for some perturbed problem. Let us mention that
the condition on the constraints we use is weaker than the very common constraint
qualification of Robinson [32].

These variational principles indicate that among those second-order conditions
which can be formulated solely in terms of the two convex sets L and K and function
values and derivatives up to second order of f and g at a given point x̄, our results are
optimal. However, specific structures like linearity or convexity are present in many
practical problems, and exploiting these structures could of course lead to better
optimality conditions.

Given a point x̄ ∈ X, fixed throughout this paper, our results can be expressed
in terms of a certain multifunction associated with (P) and x̄. Let h : X → U × V be
defined by

h(x) := (f(x) − f(x̄), g(x)), C := (−L) ×K, Y := U × V.(1.1)

Then the multifunction Γ : X ⇒ Y , given by

Γ(x) := h(x) − C,(1.2)

forms the basis of our investigations. In what follows we use the norm ‖(u, v)‖ :=
max{‖u‖, ‖v‖} on the product space Y = U × V .

Our notation is fairly standard. In a normed space Z, BZ := {z ∈ Z : ‖z‖ ≤ 1}
denotes the closed unit ball and SZ := {z ∈ Z : ‖z‖ = 1} denotes the unit sphere.
The topological dual space is denoted by Z∗. By 〈z∗, z〉 we denote the value z∗(z)
of the linear functional z∗ ∈ Z∗ at z ∈ Z. For a set D ⊂ Z, we denote by σD(·)
its support function σD(z∗) := supz∈D〈z∗, z〉 and by d(·, D) the distance function
d(z,D) := infy∈D ‖z−y‖. For a set D ⊂ Z the tangent cone (contingent or Bouligand
cone) to D at z ∈ D is

TD(z) :=
{
s ∈ Z : ∃tn → 0+, ∃sn → s such that z + tnsn ∈ D

}
,

equivalent to TD(z) =
{
s : lim inft→0+ d(z + ts,D)/t = 0

}
. If D is a convex set, we

have that TD(z) =
{
s : lim supt→0+

d(z + ts,D)/t = 0
}
.

If W is another normed space, we denote by L(Z,W ) the space of all continuous
linear operators from Z into W . If A ∈ L(Z,W ), then A∗ : W ∗ → Z∗ denotes the
adjoint operator of A.
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2. Basic ideas and preliminaries. The aim of this section is to give some
general background on the results we will prove. Let us recall the notion of (local)
metric regularity as follows.

Definition 2.1. Let Ψ : X ⇒ Y be a set-valued map, ȳ ∈ Ψ(x̄). The multi-
function Ψ is called metrically regular near (x̄, ȳ) if there are neighborhoods Nx̄, Nȳ

of x̄, ȳ, respectively, and some k > 0 such that d(x,Ψ−1(y)) ≤ k d(y,Ψ(x)) for each
(x, y) ∈ Nx̄ × Nȳ. The lower bound of such k will be called the constant of metric
regularity of Ψ near (x̄, ȳ) and denoted by Reg Ψ(x̄, ȳ).

For a survey on the theory of metric regularity and also on the equivalent notions
of pseudo-Lipschitz continuity and openness with a linear rate, we refer to [19] and to
the monographs [24], [36]. In the context of optimization, in particular for the theory
of necessary optimality conditions, the notion of metric regularity is widely used
in connection with constraint qualification conditions. Indeed, the usual constraint
qualification conditions of Slater, Mangasarian and Fromowitz, and Robinson are
equivalent to metric regularity in an appropriate setting.

However, we will use the notion of metric regularity in another context. It was
pointed out by Robinson [34] (see [10] for a similar approach) that there is a very
close connection between local weak minimizers and a certain singular behavior of the
multifunction Γ at x̄.

Definition 2.2. Let Ψ : X ⇒ Y be a set-valued map, ȳ ∈ Ψ(x̄). We call ȳ an
extreme value of Ψ at x̄ if for some neighborhood N of x̄, Ψ(N) is not a neighborhood
of ȳ.

The following result is due to Robinson [34].
Proposition 2.3. If x̄ is a local weak minimizer of (P), then 0 is an extreme

value of Γ at x̄.
Of course, if 0 is an extreme value of Γ at x̄, then Γ is not metrically regular

near (x̄, 0). This fact was used in [34] to obtain first-order necessary conditions. The
notion of extremals is common with first-order optimality conditions (see [28] for
a recent survey); however, it seems that Robinson [34] was the first to state that
the usual (Fritz John or Kuhn–Tucker) conditions can be interpreted as negations of
sufficient conditions for metric regularity of Γ near (x̄, 0). The second-order necessary
conditions we present in this paper rely on the following observation.

Proposition 2.4. Let (xn) be a sequence converging to x̄ such that for each
n, the multifunction Γ is metrically regular near (xn, 0). Then x̄ is not a local weak
minimizer for (P).

Proof. We show that 0 is not an extreme value of Γ at x̄. Then the assertion
follows immediately from Proposition 2.3. Indeed, for any neighborhood N of x̄, we
can fix some xn and some r > 0 such that xn+rBX ⊂ N . Since Γ is metrically regular
near (xn, 0), 0 is not an extreme value of Γ at xn. Hence, Γ(N) ⊃ Γ(xn + rBX) is a
neighborhood of 0 and we may conclude that 0 is not an extreme value of Γ at x̄.

It is clear from the proof of Proposition 2.4 that it would be sufficient to assume
that Γ is not open at (xn, 0). However, we assumed the stronger property of metric
regularity because there exist fairly accurate characterizations of metric regularity of
Γ. It was shown by Ioffe [19] that metric regularity of Γ near (x̃, 0) can be characterized
by the slope of the functions ψy(x) := d(y,Γ(x)) for y near 0 and x near x̃. A quite
similar result was derived by Rockafellar [35]. A link to sufficient conditions is given
in terms of the function ψ0(x) by the following simple observation: The element x̄ is
a strict local minimizer for (P) if and only if for some neighborhood N of x̄ we have

ψ0(x) = d(0,Γ(x)) = max{d(f(x) − f(x̄),−L), d(g(x),K)} > 0, x̄ �= x ∈ N.
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In our special case, ψy(x) is simply the distance from y to the closed convex set
Γ(x) = h(x) − C. Hence, instead of the very general theory for characterizing met-
ric regularity by subdifferential calculus given in [19], we can use another approach
providing more geometric insight. The core of our investigations will be the notion
of a signed distance function, which seems to have been first used in the context of
mathematical programming by Hiriart-Urruty [14], [15].

Lemma 2.5. Let D be a closed convex subset of a normed space Z and let d̂D :
Z → R ∪ {±∞} be given by

d̂D(z) := sup
z∗∈SZ∗

{〈z∗, z〉 − σD(z∗)}.

Then, for all z ∈ Z we have

d̂D(z) =

{
d(z,D) if z �∈ D,

−max{ρ : z + ρBZ ⊂ D} if z ∈ D.

Proof. If D = ∅ or D = Z, then the assertion follows easily from the relations
σ∅(·) ≡ −∞, d(·, ∅) ≡ +∞, σZ(·) ≡ +∞, sup{ρ : z + ρBZ ⊂ Z} = ∞.

Now assume ∅ �= D �= Z. If z �∈ D, we obtain by the minimum norm duality
theorem (see, e.g., [27]) 0 < d(z,D) = max{〈z∗, z〉 − σD(z∗) : z∗ ∈ BZ∗}. Since
z∗ → 〈z∗, z〉 − σD(z∗) is positively homogenous and d(z,D) > 0, the maximum must

be attained at some point z∗ ∈ SZ∗ . Hence, d̂D(z) = d(z,D) for all z �∈ D. Now, let
z ∈ D and set ρ̄ := sup{ρ : z + ρBZ ⊂ D}. Since D is closed, we have z + ρ̄BZ ⊂ D.
Then, for each z∗ ∈ SZ∗ we have σD(z∗) ≥ σz+ρ̄BZ

(z∗) = 〈z∗, z〉 + ρ̄, implying

d̂D(z) ≤ −ρ̄. On the other hand, for each ρ > ρ̄ there exists some zρ ∈ (z+ ρBZ) \D,
and thus

0 < d(zρ, D) = d̂D(zρ) = sup
z∗∈SZ∗

{〈z∗, zρ〉 − σD(z∗)}

≤ sup
z∗∈SZ∗

{〈z∗, z〉 − σD(z∗)} + sup
z∗∈SZ∗

〈z∗, zρ − z〉 = d̂D(z) + ‖zρ − z‖ ≤ d̂D(z) + ρ,

showing d̂D(z) > −ρ for each ρ > ρ̄. Hence, d̂D(z) ≥ −ρ̄ also holds.

For z ∈ D, −d̂D(z) is the radius of the largest ball around z contained in D and
acts as a measure for “openness” of D around z. Note that for z �∈ D the distance
d(z,D) = d̂D(z) may be interpreted as a measure for “openness” of the complementary
set Z \D around z.

In the rest of this section we reformulate some well-known results on metric regu-
larity for a set-valued mapping Γ : X ⇒ Y of the form Γ(x) = h(x)−C in connection
with Lemma 2.5, where X and Y are Banach spaces, h : X → Y is an arbitrary
mapping, and C ⊂ Y is a closed convex subset of Y .

Assume h(x̄) ∈ C. If h is strictly differentiable at x̄, i.e., h is Fréchet differentiable
at x̄ and the derivative h′(x̄) satisfies

lim
x,x′→x̄

‖h(x) − h(x′) − h′(x̄)(x− x′)‖
‖x− x′‖ = 0,

then the following statements are equivalent:
(1) The multifunction Γ is metrically regular near (x̄, 0).
(2) The linearization Ψ(x) := h(x̄) + h′(x̄)(x− x̄) −C is metrically regular near

(x̄, 0).
(3) There holds 0 ∈ int (h(x̄) + h′(x̄)X − C).
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This is basically Cominetti’s Corollary 2.2 in [9]. It follows further from [9, Thm. 2.1]
that Reg Γ(x̄, 0) = Reg Ψ(x̄, 0). By the generalized open mapping theorem [33,
Thm. 1] we can equivalently replace condition (3) with one of the following condi-
tions:

(3′) There is some κ̃ ≥ 0 such that 0 ∈ int (h(x̄) + κ̃h′(x̄)BX − C).
(3′′) For all κ > 0 one has 0 ∈ int (h(x̄) + κh′(x̄)BX − C).

Though condition (3) is more convenient to verify in applications, we work with
condition (3′) since it also provides some bound on Reg Ψ(x̄, 0) (see Lemma 2.9 below).

In what follows we use extensively the function d̂C(y,A, κ) : Y ×L(X,Y )×R → R

given by

d̂C(y,A, κ) := sup
y∗∈SY ∗

{〈y∗, y〉 − σC(y∗) − κ‖A∗y∗‖}.

The following proposition will be the core of the duality theory used in this paper.

Proposition 2.6. For each A ∈ L(X,Y ), each y ∈ Y , and each κ ≥ 0 let
DC(y,A, κ) be given by DC(y,A, κ) := y + κABX − C. Then one has

d̂C(y,A, κ) =

⎧⎪⎨
⎪⎩
d(0, DC(y,A, κ)) if 0 �∈ clDC(y,A, κ),

0 if 0 ∈ bdDC(y,A, κ),

− sup ρ : ρBY ⊂ DC(y,A, κ) if 0 ∈ intDC(y,A, κ).

Proof. We apply Lemma 2.5 to the set D := clDC(y,A, κ). Since

σD(y∗) = σDC(y,A,κ)(y
∗) = sup

x∈κBX ,c∈C
〈y∗, y + Ax− c〉 = 〈y∗, y〉 + κ‖A∗y∗‖ + σC(−y∗),

we obtain

d̂D(0) = sup
y∗∈SY ∗

{〈y∗, 0〉 − σD(y∗)} = sup
y∗∈SY ∗

{〈−y∗, y〉 − κ‖A∗y∗‖ − σC(−y∗)}

= sup
y∗∈SY ∗

{〈y∗, y〉 − κ‖A∗y∗‖ − σC(y∗)} = d̂C(y,A, κ).

Next consider the closed convex set M := {(x, y+Ax−c) : x ∈ κBX , c ∈ C} ⊂ X×Y .
Since X is complete, the projection of M onto X is the bounded set κBX , and the
projection of M onto Y amounts to DC(y,A, κ), we may apply [33, Lem. 1] to obtain
intD = intDC(y,A, κ). Since we also have d(0, D) = d(0, DC(y,A, κ)), the assertion
of the theorem follows from Lemma 2.5.

It follows that Γ is metrically regular near (x̄, 0) if and only if d̂C(h(x̄), h′(x̄), κ̃) <
0 for some κ̃ ≥ 0. Using a slightly different but equivalent formula, this was already
observed by Sach [37].

We now state some basic properties of the function d̂C(y,A, κ).

Lemma 2.7. Let A ∈ L(X,Y ) be fixed. Then the function d̂C(·, A, ·) is convex on

Y × R. For each fixed y, the function d̂C(y,A, ·) is monotonically decreasing on R,

and for each fixed κ ∈ R, the function d̂C(·, A, κ) is Lipschitz on Y with constant 1.

Proof. Since d̂C(·, A, ·) is the pointwise supremum of a family of affine linear
functions, convexity easily follows. The other assertions also follow immediately.

The following two lemmas basically are the results of the equivalence between
metric regularity and openness with a linear rate.
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Lemma 2.8. Let A ∈ L(X,Y ), y ∈ Y , and κ ≥ 0 be such that d̂C(y,A, κ) < 0.
Then

d(0, A−1(C − y)) ≤ κ

d(y, C) − d̂C(y,A, κ)
d(y, C).

Proof. If y ∈ C, then obviously d(y, C) = d(0, A−1(C − y)) = 0 holds. Now sup-

pose y �∈ C. Then d(y, C) = d(0, y−C) = d̂C(y,A, 0) > 0 and ᾱ := d(y, C)/(d(y, C)−
d̂C(y,A, κ)) ∈ (0, 1). Convexity of d̂C(y,A, ·) implies that for each α ∈ (ᾱ, 1],

d̂C(y,A, ακ) ≤ d̂C(y,A, 0) + α(d̂C(y,A, κ) − d̂C(y,A, 0)) < 0,

yielding 0 ∈ int (y+ακABX −C) by Proposition 2.6. Hence, for each α ∈ (ᾱ, 1] there
exists some xα ∈ ακBX such that xα ∈ A−1(C − y). Therefore,

d(0, A−1(C − y)) ≤ inf
α∈(ᾱ,1]

‖xα‖ ≤ inf
α∈(ᾱ,1]

ακ = ᾱκ =
κ

d(y, C) − d̂C(y,A, κ)
d(y, C).

Lemma 2.9. For given A ∈ L(X,Y ), ỹ ∈ C, and x̃ ∈ X consider the set-valued
map Ψ(x) := ỹ + A(x− x̃) − C. If Ψ is metrically regular near (x̃, 0), then

Reg Ψ(x̃, 0) = lim
κ→0+

κ

−d̂C(ỹ, A, κ)
= inf

{
κ

−d̂C(ỹ, A, κ)
: κ > 0

}
.

Proof. As already stated above, Ψ is metrically regular near (x̃, 0) if and only if

0 ∈ int (ỹ + κABX − C) for all κ > 0, i.e., d̂C(ỹ, A, κ) < 0. Convexity of d̂C(ỹ, A, ·),
together with d̂C(ỹ, A, 0) ≤ 0, implies that the function η(κ) := κ/(−d̂C(ỹ, A, κ)) is
increasing for positive κ. Thus, η̄ := limκ→0+ η(κ) exists and η̄ = inf{η(κ) : κ > 0}.
Since Ψ is assumed to be metrically regular near (x̃, 0), for each ε > 0 there are
positive scalars k and ρ with k < Reg Ψ(x̃, 0) + ε and int (ρBY ) ⊂ Ψ(x̃ + kρBX).

Hence, d̂C(ỹ, A, kρ) ≤ −ρ < 0 by Proposition 2.6 and Reg Ψ(x̃, 0)+ε ≥ k ≥ η(kρ) ≥ η̄.

On the other hand, for arbitrarily fixed κ̃ > 0 and t ∈ (0, 1), let ε := −td̂C(ỹ, A, κ̃)
and k := η(κ̃)/(1 − t). Next we choose neighborhoods Nx̄ of x̃ and N0 of 0 such that
‖A(x − x̃) − y‖ ≤ ε for all x ∈ Nx̄ and y ∈ N0. Then, for any x ∈ Nx̄ and y ∈ N0

we have d̂C(w,A, κ̃) ≤ d̂C(ỹ, A, κ̃) + ε = −κ/k, where w := ỹ − y + A(x − x̃). Since
d(y,Ψ(x)) = d(w,C) ≥ 0, by using Lemma 2.8 we obtain

d(x,Ψ−1(y)) = d(0, A−1(C − w)) ≤ κd(w,C)

κ/k + d(w,C)
≤ kd(y,Ψ(x)),

showing Reg Ψ(x̃, 0) ≤ k = η(κ̃)/(1− t). Since we may choose t > 0 and κ̃ arbitrarily
small, Reg Ψ(x̃, 0) ≤ η̄ follows.

We now state the main result for deriving the second-order necessary optimality
conditions. It concerns the solvability of inclusions of the form h(x) ∈ C near a given
point x0. This question has been extensively studied in varying degrees of generality
by several authors and is ultimately related to the notion of metric regularity and
the equivalent notions of pseudo-Lipschitz continuity and openness with a linear rate.
We refer here only to [3], [9], [11], [12], [25], [29], [32]. The following proposition is

an adaptation of such results by using the signed distance function d̂C to express the
constant of metric regularity.
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Proposition 2.10. Let x̂ ∈ X be given and suppose that there exist a continuous
linear mapping A ∈ L(X,Y ), a vector x0 ∈ X, and scalars R > 0, κ̂ ≥ 0, and γ > 0
such that the following conditions are fulfilled:

‖h(x′) − h(x) −A(x′ − x)‖ ≤ γ‖x′ − x‖ ∀x, x′ ∈ x̂ + RBX ,(2.1)

h(x̂) + A(x0 − x̂) ∈ C, r := ‖x0 − x̂‖ < R/2,(2.2)

2γ(κ̂ + 3r) + d̂C(h(x̂), A, κ̂) < 0.(2.3)

Then there exists some x̃ ∈ x0 + rBX such that h(x̃) ∈ C and Γ is metrically regular

near (x̃, 0). Moreover, d̂C(h(x̃), A, κ̂ + ‖x̃− x̂‖) ≤ d̂C(h(x̃), A, κ̂) + γ‖x̃− x̂‖.
Proof. Though the statement also follows from [25, Thm. 5.1] (with some different

constants appearing in (2.3)), we prefer to give a proof based on the “basic lemma”
of [19]. Let x ∈ x0 + rBX ⊂ x̂+RBX be arbitrarily fixed. Using (2.1), (2.3), and the
inequality −‖x− x̂‖‖A∗y∗‖ ≤ −〈y∗, A(x− x̂)〉 we obtain

d̂C(h(x), A, κ̂ + ‖x− x̂‖) = sup
y∗∈SY ∗

{〈y∗, h(x)〉 − σC(y∗) − (κ̂ + ‖x− x̂‖)‖A∗y∗‖}

≤ sup
y∗∈SY ∗

{〈y∗, h(x̂)〉 − σC(y∗) − κ̂‖A∗y∗‖ + 〈y∗, h(x) − h(x̂)〉 − 〈y∗, A(x− x̂)〉}

≤ sup
y∗∈SY ∗

{〈y∗, h(x̂)〉 − σC(y∗) − κ̂‖A∗y∗‖} + sup
y∗∈SY ∗

〈y∗, h(x) − h(x̂) −A(x− x̂)〉

≤ d̂C(h(x̂), A, κ̂) + γ‖x− x̂‖ ≤ d̂C(h(x̂), A, κ̂) + 2γr < 0.

Hence, by Lemma 2.8 there exists �x ∈ X with h(x) + A�x ∈ C and

‖�x‖ ≤ κ̂ + ‖x− x̂‖
−d̂C(h(x̂), A, κ̂) − γ‖x− x̂‖

d(h(x), C) ≤ κ̂ + 2r

−d̂C(h(x̂), A, κ̂) − 2γr
d(h(x), C).

Now choose α ∈ (0, 1] such that u := x + α�x ∈ x̂ + RBX . Then we have

d(h(u), C) ≤ d(h(x) + Aα�x,C) + ‖h(u) − h(x) − αA�x‖
≤ (1 − α)d(h(x), C) + γα‖�x‖

≤ d(h(x), C) − α‖�x‖
(
−d̂C(h(x̂), A, κ̂) − 2γr

κ̂ + 2r
− γ

)

= d(h(x), C) −K−1‖x− u‖,

where K := (κ̂ + 2r)/(−d̂C(h(x̂), A, κ̂) − γ(κ̂ + 4r)). Using (2.1) and (2.2) we obtain

d(h(x0), C) ≤ d(h(x̂) + A(x0 − x̂), C) + ‖h(x0) − h(x̂) −A(x0 − x̂)‖ ≤ γr.

Rearranging (2.3) yields Kd(h(x0), C) ≤ Kγr < r and by [19, basic lem.] there is
some x̃ with d(h(x̃), C) = 0 and ‖x̃− x0‖ ≤ Kd(h(x0), C) < r.

In a second step we show that Γ is metrically regular near (x̃, 0). Since d̂C(h(x̃), A, κ̂+

‖x̃ − x̂‖) ≤ d̂C(h(x̂), A, κ̂) + γ‖x̃ − x̂‖ < 0, we obtain from Lemma 2.9 that Ψ(x) :=
h(x̃) + A(x− x̃) − C is metrically regular near (x̃, 0) and

Reg Ψ(x̃, 0) ≤ κ̂ + ‖x̃− x̂‖
−dC(h(x̂), A, κ̂) − γ‖x̃− x̂‖ ≤ κ̂ + 2r

−dC(h(x̂), A, κ̂) − 2γr
<

1

2γ
.

Since Γ(x) = Ψ(x)+(h(x)−h(x̃)−A(x−x̃)) and h(·)−h(x̃)−A(·−x̃) is Lipschitz near
x̃ with constant γ, we may conclude from [9, Thm. 2.1] that Γ is metrically regular
near (x̃, 0).
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3. The main optimality conditions. In what follows let x̄ ∈ X be fixed, let
the function h : X → Y and the closed convex set C ⊂ Y be given by (1.1), and let
Γ be given by (1.2). The second-order sufficient conditions given in this paper are an
equivalent characterization of essential local minimizers of second order given by the
following definition of Penot [31].

Definition 3.1. We say that x̄ is an essential local minimizer of second order
for problem (P) if x̄ is feasible and there exists some neighborhood N of x̄ and some
real β > 0 such that

d(0,Γ(x)) ≥ β‖x− x̄‖2 ∀x ∈ N.(3.1)

Note that for scalar f , Definition 3.1 is equivalent to Penot’s definition [31] of
essential local minimizers of second order.

Since d(0,Γ(x)) = d(h(x), C) = max{d(f(x)−f(x̄),−L), d(g(x),K)}, an essential
local minimizer of second order also fulfills

d(f(x) − f(x̄),−L) ≥ β‖x− x̄‖2 ∀x ∈ g−1(K) ∩N,(3.2)

which clearly implies that x̄ is a strict local minimizer. A point x̄ ∈ g−1(K) sat-
isfying (3.2) is called by Jiménez and Novo [20] a strict local minimizer of second
order for problem (P). Note that for scalar f , (3.2) is nothing else than the so-called
quadratic growth condition. Equation (3.2) is also sufficient for x̄ to be an essential
local minimizer, provided the mapping g(x) − K associated with the constraints is
metrically regular near (x̄, 0) and f is Lipschitz near x̄. To see this, note that by
Definition 2.1 there are k > 0 and a neighborhood N̂ of x̄ such that for each x ∈ N̂
there is some x̂ ∈ g−1(K) with ‖x̂ − x‖ ≤ kd(0, g(x) − K) = kd(g(x),K). We can

also assume that f is Lipschitz on N̂ with constant λ > 0. Now let us fix β̂ > 0
such that β̂(1 + kλ) ≤ β/4 and choose a positive radius r ≤ 1/(2kβ̂) such that

x̄+ 3
2rBX ⊂ N̂ ∩N . If d(g(x),K) ≥ β̂‖x− x̄‖2, then obviously d(0,Γ(x)) ≥ β̂‖x− x̄‖2

follows. On the other hand, for all x ∈ x̄+ rBX with d(g(x),K) ≤ β̂‖x− x̄‖2 we have

‖x̂− x‖ ≤ kβ̂‖x− x̄‖2 ≤ 1
2‖x− x̄‖, implying x̂ ∈ N and ‖x̂− x̄‖ ≥ 1

2‖x− x̄‖. Using
(3.2) we obtain

d(f(x) − f(x̄),−L) ≥ d(f(x̂) − f(x̄),−L) − λ‖x− x̂‖ ≥ β‖x̂− x̄‖2 − λkd(g(x),K)

≥
(
β

4
− λkβ̂

)
‖x̂− x̄‖2 ≥ β̂‖x− x̄‖2.

It follows that d(0,Γ(x)) ≥ β̂‖x− x̄‖2 holds for all x ∈ x̄ + rBX .
Our optimality conditions are valid under the following assumption.
Assumption 1. The mapping h is Fréchet differentiable at x̄, and for some

radius r̄ > 0 and some scalar η ≥ 0 we have

‖h(x1) − h(x2) − h′(x̄)(x1 − x2)‖ ≤ ηmax{‖x1 − x̄‖, ‖x2 − x̄‖}‖x1 − x2‖
for all x1, x2 ∈ x̄ + r̄BX .

For example, Assumption 1 is satisfied if h is continuously differentiable at x̄ and
h′ is Lipschitz near x̄ or if h is twice Fréchet differentiable at x̄.

Theorem 3.2. Suppose that Assumption 1 is satisfied at x̄. If x̄ is a local weak
minimizer for (P), then

lim inf
x→x̄
τ→0+

d̂C(h(x), h′(x̄), τ‖x− x̄‖)
‖x− x̄‖2

≥ 0.(3.3)



980 HELMUT GFRERER

Moreover, a feasible point x̄ is an essential local minimizer of second order for (P) if
and only if

lim inf
x→x̄
τ→0+

d̂C(h(x), h′(x̄), τ‖x− x̄‖)
‖x− x̄‖2

> 0.(3.4)

Proof. We prove the first assertion by contraposition. Assume that (3.3) does
not hold. We will show that x̄ is not a local weak minimizer. In fact, if (3.3) fails
to hold, there are sequences xn → x̄, τn → 0+ and a positive scalar β > 0 such that
d̂C(h(xn), h′(x̄), τn‖xn−x̄‖) ≤ −β‖xn−x̄‖2 < 0 for all n. By Proposition 2.6, for each
n we can find some sn ∈ κnBX with h(xn) + h′(x̄)sn ∈ C, where κn := τn‖x̄ − xn‖.
Let r̄ and η be given by Assumption 1. Then for all n sufficiently large we have
‖xn − x̄‖ + 3κn < r̄, 8η(‖xn − x̄‖ + 3κn)κn − β‖xn − x̄‖2 < 0, and we may apply
Proposition 2.10 with data x̂ := xn, A := h′(x̄), x0 := xn +sn, R = 3κn, κ̂ := κn, and
γ := η(‖xn − x̄‖ + 3κn) to find some x̃n ∈ X with h(x̃n) ∈ C and ‖xn − x̃n‖ ≤ 2κn

such that Γ is metrically regular at x̃n. Since x̃n → x̄, it follows from Proposition
2.4 that x̄ is not a local weak minimizer and the first assertion is proved. To prove
the only if part of the second assertion, we use quite similar arguments. Suppose
that (3.4) does not hold. We will show that x̄ is not an essential local minimizer
of second order. If (3.4) fails to hold, we can find sequences xn → x̄ and τn → 0+

such that d̂C(h(xn), h′(x̄), τn‖xn − x̄‖) ≤ ‖xn − x̄‖2/n for all n. Using Proposition
2.6, we may also assume that d(0, h(xn) + τn‖xn − x̄‖h′(x̄)BX − C) ≤ ‖xn − x̄‖2/n.
Hence, for each n there exist some sn ∈ τn‖xn − x̄‖BX and some cn ∈ C such that
‖h(xn) + h′(x̄)sn − cn‖ ≤ (2/n)‖xn − x̄‖2. Using Assumption 1 we obtain

d(0,Γ(xn + sn)) ≤ ‖h(xn + sn) − cn‖
≤ ‖h(xn) + h′(x̄)sn − cn‖ + ‖h(xn + sn) − h(xn) − h′(x̄)sn‖
≤ (2/n)‖xn − x̄‖2 + η(‖xn − x̄‖ + ‖sn‖)‖sn‖ = o(‖xn − x̄‖2).

Since ‖xn+sn‖ ≥ ‖xn− x̄‖(1−τn), it follows that x̄ is not an essential local minimizer
of second order. To complete the proof of the theorem we must show the if part of
the second assertion. This follows immediately from the inequality

d(0,Γ(x)) = d(h(x), C) ≥ d̂C(h(x), h′(x̄), τ‖x− x̄‖),

valid for all x ∈ X and τ > 0.
In what follows we use the following definition to refer to points satisfying the

necessary condition (3.3).
Definition 3.3. We say that x̄ is a critical point of second order for (P) if x̄ is

feasible for (P), h is Fréchet differentiable at x̄, and condition (3.3) is fulfilled.
Now we derive second-order conditions from Theorem 3.2 by means of a second-

order approximation of h. To simplify the presentation, we restrict ourselves to the
case that some uniform second-order expansion of h at x̄ is possible.

Assumption 2. h is second-order directionally differentiable at x̄ in the sense
that h is Fréchet differentiable at x̄, the limit

h′′(x̄; z) := lim
t→0+

h(x̄ + tz) − h(x̄) − th′(x̄)z

t2/2

exists for all z ∈ X, and convergence is uniform with respect to z in bounded sets.
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If Assumption 2 is satisfied, we obviously have h′′(x̄;αz) = α2h′′(x̄; z) for all
α ≥ 0 and all z ∈ X. Further, a uniform approximation of the form h(x) = h(x̄) +
h′(x̄)(x− x̄)+ 1

2h
′′(x̄;x− x̄)+o(‖x− x̄‖2) holds. Hence, the following corollary follows

immediately.
Corollary 3.4. Suppose x̄ is feasible for (P) and suppose that Assumptions 1

and 2 are satisfied. Then, x̄ is a critical point (respectively, essential local minimizer)
of second order for (P) if and only if there exists some scalar β ≥ 0 (respectively,
β > 0) such that for each sequence (zn, tn, τn) ⊂ SX × R+ × R+ with tn → 0+ and
τn → 0+ one has

lim inf
n→∞

sup
y∗∈SY ∗

{
〈y∗, h(x̄) + tnh

′(x̄)zn〉 − σC(y∗)

t2n

+
1

2
〈y∗, h′′(x̄; zn)〉 − τn

tn
‖h′(x̄)∗y∗‖

}
≥ β.(3.5)

The following two theorems give further details on the optimality conditions of
Theorem 3.2 and Corollary 3.4.

Theorem 3.5. Suppose that a feasible point x̄ is not an essential local minimizer
of second order for (P). Then there exists a twice continuously differentiable mapping
δh := (δf, δg) satisfying δh(x̄) = 0, δh′(x̄) = 0, and δh′′(x̄) = 0, such that x̄ is not a
local weak minimizer for (P) with f and g replaced by f + δf and g+ δg, respectively.

Proof. Since x̄ is not an essential local minimizer, there exists a sequence xn → x̄
satisfying dn := max{d(f(xn) − f(x̄),−L), d(g(xn),K)} = o(‖xn − x̄‖2). Hence,
we can find a sequence yn = (un, vn) in (−intL) × K such that ‖h(xn) − yn‖ =
max{‖f(xn)−f(x̄)−un‖, ‖g(xn)−vn‖} ≤ dn+‖xn−x̄‖3 =: d̄n. Taking a subsequence
if necessary, we may suppose that

∞∑
n=1

d̄n
‖xn − x̄‖2

< ∞.(3.6)

We shall now construct a subsequence of (xn), still denoted by (xn), satisfying

τn := ‖xn − x̄‖ ≤ d(x̄, An−1)

4
≤ τn−1

4
∀n ≥ 2,(3.7)

where An denotes the convex hull of x1, . . . , xn. Let mn denote the dimension of the
linear hull of x1−x̄, . . . , xn−x̄. If the sequence (mn) is bounded, x1−x̄, x2−x̄, . . . are
contained in a finite-dimensional subspace E ⊂ X. Hence, we can find a subsequence
of (xn), still denoted by (xn), and z ∈ E, ‖z‖ = 1 such that (xn − x̄)/τn → z. By
passing once more to a subsequence if necessary, we may also assume that ‖(xn −
x̄)/τn − z‖ ≤ 1/2 for all n and τn ≤ τn−1/8 for all n ≥ 2. Now, let n ≥ 2 and
x ∈ An−1 be arbitrarily fixed. Then x can be expressed as a convex combination∑n−1

i=1 αixi, and we obtain

‖x− x̄‖ =

∥∥∥∥∥
n−1∑
i=1

αi(xi − x̄)

∥∥∥∥∥ ≥
∥∥∥∥∥
n−1∑
i=1

αiτiz

∥∥∥∥∥−
∥∥∥∥∥
n−1∑
i=1

αiτi

(
xi − x̄

τi
− z

)∥∥∥∥∥
≥ 1

2

n−1∑
i=1

αiτi ≥
τn−1

2
.
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Since x ∈ An−1 was arbitrary, we have d(x̄, An−1) ≥ τn−1/2 ≥ 4τn, and (3.7) follows.
On the other hand, if the sequence (mn) is unbounded, we can find a subsequence of
(xn), still denoted by (xn), such that mn = n holds for all n. Then we have x̄ �∈ An

for all n. Since An is the convex hull of finitely many points, An is closed. Therefore,
we have d(x̄, An) > 0 for all n, and by taking again a suitable subsequence, (3.7)
holds.

By the minimum norm duality theorem (see, e.g., [27]), we can find for each n ≥ 2
some p∗n ∈ BX∗ such that d(xn, An−1) = 〈p∗n, xn〉 − σAn−1

(p∗n). Then, for each n′ < n
we have xn′ ∈ An−1, and hence

〈p∗n, xn − xn′〉 ≥ 〈p∗n, xn〉 − σAn−1
(p∗n) = d(xn, An−1) ≥ d(x̄, An−1) − τn ≥ 3τn.

On the other hand, for each n there exists also q∗n ∈ SX∗ such that 〈q∗n, xn − x̄〉 = τn,
implying

〈q∗n, xn − xn′〉 = 〈q∗n, xn − x̄〉 + 〈q∗n, x̄− xn′〉 ≥ τn − τn′ ≥ 3

4
τn

for each n′ > n. Now, for each n let

δhn(x) := max

{
1 − 2

〈p∗n, xn − x〉2 + 〈q∗n, xn − x〉2
τ2
n

, 0

}3

(yn − h(xn)) ∀x ∈ X,

where p∗1 := 0. It follows that

δhn(xn′) =

{
yn − h(xn) for n = n′,

0 for n �= n′.
(3.8)

Further, δhn is twice continuously differentiable and

δh′
n(x)s = −12c2n(x)Bn(x, s)rn,

δh′′
n(x)st = 12cn(x)rn

(
8Bn(x, s)Bn(x, t) − cn(x)

〈p∗n, s〉〈p∗n, t〉 + 〈q∗n, s〉〈q∗n, t〉
τ2
n

)
,

where cn(x) := max{1− 2(〈p∗n, xn−x〉2 + 〈q∗n, xn−x〉2)/τ2
n, 0}, rn := yn−h(xn), and

Bn(x, s) := (〈p∗n, x− xn〉〈p∗n, s〉 + 〈q∗n, x− xn〉〈qn, s〉)/τ2
n. Obviously, 0 ≤ cn(x) ≤ 1

holds for all x ∈ X. If cn(x) > 0, we have |〈p∗n, x− xn〉| ≤ τn/
√

2 and |〈q∗n, x− xn〉| ≤
τn/

√
2, implying |Bn(x, s)| ≤

√
2‖s‖/τn. Hence, by these facts and (3.6), we obtain

∞∑
n=1

‖δhn(x)‖ ≤
∞∑

n=1

d̄n < ∞,

∞∑
n=1

‖δh′
n(x)‖ ≤

∞∑
n=1

12
√

2
d̄n
τn

< ∞,

∞∑
n=1

‖δh′′
n(x)‖ ≤

∞∑
n=1

216
d̄n
τ2
n

< ∞

for all x ∈ X. Since Y is a Banach space, we may conclude that δh :=
∑∞

n=1 δhn

is well defined and twice continuously differentiable due to the uniform convergence
with respect to x of

∑
n δhn,

∑
n δh

′
n, and

∑
n δh

′′
n. Because 〈q∗n, xn − x̄〉 = τn, we

have cn(x̄) = 0 for all n. Therefore, δh(x̄) = 0, δh′(x̄) = 0, δh′′(x̄) = 0. Splitting
δh into the two components δf and δg, it remains to show that x̄ is not a local weak
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minimizer for (P), with f and g replaced by f + δf and g + δg. Since δh(x̄) = 0, x̄
is feasible also for the perturbed problem, and the value of the objective function at
x̄ remains unchanged. However, since δh(xn) = yn − h(xn) for each n by (3.8), we
obtain

(g + δg)(xn) = g(xn) + (vn − g(xn)) = vn ∈ K,

(f + δf)(xn) − (f + δf)(x̄) = f(xn) + un − (f(xn) − f(x̄)) − f(x̄) = un ∈ −intL.

Since xn → x̄, this completes the proof.
Theorem 3.6. Assume that x̄ is a critical point of second order for problem (P).

Further assume that

int (h′(x̄)BX − C) �= ∅.(3.9)

Then there exist a mapping δh = (δf, δg) with δh(x) = ψ(‖x− x̄‖)y, where y ∈ Y and
ψ : R+ → R+ is a twice continuously differentiable function satisfying ψ(0) = ψ′(0) =
ψ′′(0) = 0, such that x̄ is a strict local minimizer for (P) with f and g replaced by
f + δf and g + δg, respectively.

Proof. Define

η(r) := −min

{
0, inf

x̄	=x∈x̄+rBX

d̂C(h(x), h′(x̄), ‖x− x̄‖3/2)

‖x− x̄‖2

}
, r > 0.

Then, η is monotonically increasing and limr→0+
η(r) = 0 =: η(0). We shall now

construct a twice continuously differentiable function ψ : R+ → R+ so that ψ(0) =
ψ′(0) = ψ′′(0) = 0 and ψ(r) > r2η(r) for all r ∈ (0, 1). At first we define recursively a
sequence (ϕn) of positive reals by ϕ0 := η(1) + 1 and ϕn := max{ϕn−1/2, η(2

−n)}. If
ϕn = ϕn−1/2, we obviously have ϕn < ϕn−1. On the other hand, if ϕn = η(2−n), then
by the monotonicity of η we have ϕn ≤ η(2−(n−1)) ≤ ϕn−1. Hence, the sequence (ϕn)
is decreasing. Moreover, it is easy to see that limn ϕn = 0. Hence, we can construct a
continuously increasing function ϕ : R+ → R+ in such a way that ϕ(0) = 0, ϕ is linear
on every interval [2−(n+1), 2−n], ϕ(2−n) = ϕn, and ϕ(t) = ϕ0 + (t − 1)ϕ0 for t > 1.
Define ψ′(r) := 256

∫ r

0
ϕ(ξ)dξ for all r ≥ 0. Since ϕ(ξ) is positive and increasing for

ξ > 0 and since ϕn+1 ≥ ϕn/2, we get

ψ′(2−n) > 256

∫ 2−n

2−(n+1)

ϕ(2−(n+1))dξ = 256 · 2−(n+1)ϕn+1 ≥ 64 · 2−nϕn

for all n. Now define ψ(r) :=
∫ r

0
ψ′(ξ)dξ for r ≥ 0. Let r ∈ (0, 1) be arbitrarily

fixed and let n denote the unique number such that r ∈ [2−(n+1), 2−n). Using similar
arguments as above we obtain

ψ(r) >

∫ 2−(n+1)

2−(n+2)

ψ′(2−(n+2))dξ = 2−(n+2)ψ′(2−(n+2))

> 64 · (2−(n+2))2ϕn+2 ≥ (2−n)2ϕn ≥ (2−n)2η(2−n) ≥ r2η(r).

Further, it is easy to see that ψ has the claimed differentiability properties.
By virtue of (3.9) we can find some ỹ ∈ Y so that 0 ∈ int (ỹ+h(x̄)+h′(x̄)BX−C).

By Proposition 2.6 we have −2ρ := d̂C(ỹ + h(x̄), h′(x̄), 1) < 0. Now let δh(x) :=
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ψ(‖x − x̄‖)y, where y := −ỹ/ρ. Now we show that x̄ is a strict local minimizer for

the perturbed problem. By Lemma 2.7, d̂C(·, h′(x̄), ·) is convex. Thus

d̂C((1 + α)h(x) − α(ỹ + h(x̄)), h′(x̄), (1 + α)‖x− x̄‖3/2 − α)

≥ (1 + α)d̂C(h(x), h′(x̄), ‖x− x̄‖3/2) − αd̂C(ỹ + h(x̄), h′(x̄), 1)

≥ −(1 + α)‖x− x̄‖2η(‖x− x̄‖) + 2αρ

for all α ≥ 0 and all x. By Lipschitz continuity of d̂C(·, h′(x̄), κ) we obtain

d̂C(h(x) − αỹ, h′(x̄), (1 + α)‖x− x̄‖3/2 − α)

≥ −‖x− x̄‖2η(‖x− x̄‖) + α[2ρ− ‖x− x̄‖2η(‖x− x̄‖) − ‖h(x) − h(x̄)‖].(3.10)

Finally, we can find some R ∈ (0, 1) such that for all x ∈ x̄ + RBX we have

‖x− x̄‖2η(‖x− x̄‖) + ‖h(x) − h(x̄)‖ < ρ,
ψ(‖x− x̄‖)

ρ
≤ ‖x− x̄‖3/2.

Hence, for all x ∈ x̄ + RBX , x �= x̄, we have

κ(x) :=

(
1 +

ψ(‖x− x̄‖)
ρ

)
‖x− x̄‖3/2 − ψ(‖x− x̄‖)

ρ
≥ ψ(‖x− x̄‖)

ρ
‖x− x̄‖3/2 > 0,

and by using (3.10) with α = ψ(‖x− x̄‖)/ρ,

d̂C((h + δh)(x), h′(x̄), κ(x)) ≥ −‖x− x̄‖2η(‖x− x̄‖) + ψ(‖x− x̄‖) > 0,

which together with Proposition 2.6 shows that d((h+ δh)(x), C) > 0. Using δf(x̄) =
0, we obtain that x̄ is a strict local minimizer for the perturbed problem.

Now, the smoothness of the perturbation function δh given by Theorem 3.6 de-
pends on geometric properties of the underlying space X. However, in any case, δh
fulfills Assumptions 1 and 2: It is easy to see that δh is Fréchet differentiable at x̄
with δh′(x̄) = 0 and second-order directionally differentiable with

δh′′(x̄; z) = lim
t→0+

ψ(t‖z‖) − ψ(0) − tψ′(0)

t2/2
y = 0 ∀z ∈ X,(3.11)

and that the convergence in (3.11) is uniform with respect to z in bounded sets.
Further, δh fulfills Assumption 1 with arbitrarily small η. In fact, let η > 0 be
arbitrarily fixed. Since ψ is twice continuously differentiable with ψ′′(0) = ψ′(0) = 0,
we can find some rη > 0 so that ‖y‖|ψ′(r)| ≤ ηr for all r ∈ [0, rη]. By the mean-value
theorem, for every x1, x2 ∈ x̄+rηBX we can find some r in the interval [‖x1−x̄‖, ‖x2−
x̄‖] ⊂ [0, rη] so that ψ(‖x1 − x̄‖) − ψ(‖x2 − x̄‖) = ψ′(r)(‖x1 − x̄‖ − ‖x2 − x̄‖). Since
‖y‖|ψ′(r)| ≤ ηr ≤ ηmax{‖x1 − x̄‖, ‖x2 − x̄‖} and δh′(x̄) = 0, we obtain

‖δh(x1) − δh(x2) − δh′(x̄)(x1 − x2)‖ = ‖ψ′(r)(‖x1 − x̄‖ − ‖x2 − x̄‖)y‖
≤ |ψ′(r)|‖y‖‖x1 − x2‖ ≤ ηmax{‖x1 − x̄‖, ‖x2 − x̄‖}‖x1 − x2‖.

Hence, Assumption 1 is fulfilled for δh.
Moreover, it is easy to see that δh is twice continuously differentiable if X is a

Hilbert space. Similarly, if X is Hilbertizable (i.e., there exists a norm |‖ · ‖| that is
equivalent to the one of X and for which X is a Hilbert space), some straightforward
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modifications of the proof of Theorem 3.6 yield that the assertion remains valid with
some twice continuously differentiable perturbation function of the form δh(x) =
ψ(|‖x− x̄‖|)y.

Now let us discuss condition (3.9). If (3.9) is not fulfilled, as a consequence of
Proposition 2.6 we have that the necessary conditions (3.3) and (3.5) with β = 0
automatically hold, regardless of whether x̄ is a local weak minimizer or not. In this
case, the necessary conditions only reflect some degeneration of the problem.

Definition 3.7. Let h be differentiable at x̄. Then x̄ is called nondegenerate if
(3.9) holds, i.e., int (h′(x̄)BX − C) �= ∅.

Note that condition (3.9) is actually a condition on the constraints: since we
assume intL �= ∅, (3.9) holds if and only if

int (g′(x̄)BX −K) �= ∅.(3.12)

As a consequence of the generalized open mapping theorem [33, Thm. 1], this can also
be equivalently written as int (g′(x̄)X −K) �= ∅. This shows that condition (3.12) is
weaker than Robinson’s constraint qualification

0 ∈ int (g(x̄) + g′(x̄)X −K),(3.13)

stating the metric regularity of the constraint mapping g(x) −K at (x̄, 0).
If intK �= ∅, then (3.12) is trivially fulfilled. If the constraints can be subdivided

into general inequality constraints of the form g̃(x) ∈ K̃ with int K̃ �= ∅ and “equality”
constraints G(x) ∈ Q, where the interior of the closed convex set Q is possibly empty,
intQ = ∅, then condition (3.12) holds if and only if the condition on the “equality”
constraints

int (G′(x̄)BX −Q) �= ∅(3.14)

holds. For instance, in the case of the mathematical programming problem, we have
Q = {0}, and then conditions (3.12) and (3.14), respectively, are equivalent to the
well-known Lyusternik condition G′(x̄)X = V̂ . It has been already observed by sev-
eral authors (see, e.g., [4], [5], [18], [26]) that only some regularity assumptions on
the equality constraints are required for the development of second-order necessary
conditions. Another special case of interest appears when the “equality” constraints
are explicit constraints of the form x ∈ Q, i.e., G(x) = x. Then condition (3.14),
and hence also condition (3.12), is fulfilled for such structured constraints, and con-
sequently x̄ is nondegenerate.

Note that condition (3.9) is essential in Theorem 3.6: For the scalar problem

min
x∈R2

−x2
1 − x2

2 subject to x1x2 = 0,

the point x̄ = (0, 0) is degenerate (i.e., (3.9) is not fulfilled) and by using the second-
order necessary conditions [1, Thm. 3.2] one can see that the conclusion of Theorem
3.6 does not hold. For a survey on second-order conditions in the degenerate case for
a special class of problems, we refer to the monograph [2]. Note that our definition of
degenerate points corresponds to that of abnormal points in [1] and [2].

In this paper we restrict ourselves to necessary optimality conditions for non-
degenerate local minimizers only. However, in another paper [13] we present new
second-order necessary conditions which are meaningful also in the degenerate case.
These conditions rest also upon Propositions 2.4 and 2.10; however, second-order
derivatives are used to build first-order approximations of first derivatives, whereas
in this paper second-order derivatives are used only to build second-order expansions
of our problem functions.
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4. First-order necessary conditions revisited. Up to now we have said noth-
ing about first-order necessary conditions. One reason is that some kind of first-order
necessary conditions are implicitly contained in the second-order conditions; another
reason is that at an essential local minimizer of second order the classical multiplier
conditions need not hold, as can be seen from an example that will be presented in
the next section.

Throughout this section we assume that h is strictly differentiable at x̄. Then,
Fritz John–type optimality conditions can be written in the form

f ′(x̄)∗u∗ + g′(x̄)∗v∗ = 0, 0 �= (u∗, v∗) ∈ L∗ ×NK(g(x̄)) ⊂ U∗ × V ∗,(4.1)

where L∗ := {u∗ ∈ U∗ : 〈u∗, u〉 ≥ 0 for all u ∈ L} is the dual cone of the cone L and
NK(z) := {v∗ ∈ V ∗ : 〈v∗, v − z〉 ≤ 0 for all v ∈ K} is the normal cone to K at z.
Setting y∗ := (u∗, v∗) and using the notation of h and C, condition (4.1) can also be
written in a shorter form as

h′(x̄)∗y∗ = 0, y∗ ∈ NC(h(x̄)), y∗ �= 0.(4.2)

In what follows we denote the set of multipliers y∗ satisfying the Fritz John conditions
(4.2) by ΛFJ . It should be noted that in general ΛFJ may be empty. An additional
condition has to be imposed to ensure the existence of a nontrivial multiplier y∗ at
a local weak minimizer for (P). For instance, condition (3.9) can be used, as easily
follows from Theorem 3 in [34].

We say that the Kuhn–Tucker conditions hold if the Fritz John conditions (4.1)
hold with u∗ �= 0. It is well known that at a local weak minimizer the Kuhn–Tucker
conditions hold under Robinson’s constraint qualification (3.13); see [34, Thm. 4]. We
denote by ΛKT the set of multipliers y∗ satisfying the Kuhn–Tucker conditions.

We now discuss some aspects of first-order conditions in terms of the material pre-
sented in section 2. If x̄ is a local weak minimizer of problem (P), then by Proposition
2.3 h(·) − C is not metrically regular near (x̄, 0), or equivalently, since h is assumed
to be strictly differentiable at x̄,

d̂C(h(x̄), h′(x̄), 1) = sup
y∗∈SY ∗

{〈y∗, h(x̄)〉 − σC(y∗) − ‖h′(x̄)∗y∗‖} ≥ 0.

Since h(x̄) ∈ C we have 〈y∗, h(x̄)〉 − σC(y∗) ≤ 0 for all y∗. Hence, h(·) − C is not
metrically regular near (x̄, 0) if and only if there exists a sequence (y∗n) ⊂ SY ∗ with

lim
n→∞

{σC(y∗n) − 〈y∗n, h(x̄)〉} = 0, lim
n→∞

‖h′(x̄)∗y∗n‖ = 0.(4.3)

Lemma 4.1. If x̄ is a critical point of second order for problem (P), then h(·)−C
is not metrically regular at (x̄, 0).

Proof. We argue by contraposition. Assume on the contrary that h(·) − C is
metrically regular near (x̄, 0). Then x̄ is not a local weak minimizer; i.e., there exist a
sequence (xn) → x̄ such that xn �= x̄ and h(xn) ∈ C for all n. Define τn := ‖xn − x̄‖.
Then, by the definition of a critical point of second order, we obtain a sequence
(y∗n) ⊂ SY ∗ such that

lim inf
n→∞

{
〈y∗n, h(xn)〉 − σC(y∗n)

‖xn − x̄‖2
− ‖h′(x̄)∗y∗n‖

}
≥ 0.

Since h(xn) ∈ C we have 〈y∗n, h(xn)〉 − σC(y∗n) ≤ 0, implying limn→∞ ‖h′(x̄)∗y∗n‖ =
limn→∞〈y∗n, h(xn)〉−σC(y∗n) = 0. By continuity of h at x̄, we obtain that the sequence
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(y∗n) satisfies (4.3). Hence, h(·) − C is not metrically regular at (x̄, 0), which is a
contradiction.

Now let (y∗n) ⊂ SY ∗ be an arbitrary sequence satisfying (4.3). By the Alaoglu–
Bourbaki theorem, BY ∗ is weakly∗ compact, and hence the sequence (y∗n) has at least
one weak∗ accumulation point. Let ȳ∗ ∈ BY ∗ denote an arbitrary weak∗ accumu-
lation point of (y∗n). Since both σC(·) − 〈·, h(x̄)〉 and ‖h′(x̄)∗ · ‖ are weakly∗ lower
semicontinuous, we have h′(x̄)∗ȳ∗ = 0 and σC(ȳ∗) − 〈ȳ∗, h(x̄)〉 = 0, where the latter
can also be written as ȳ∗ ∈ NC(h(x̄)). This implies ȳ∗ ∈ ΛFJ , provided ȳ∗ �= 0. Now
assume that x̄ is nondegenerate and let ȳ ∈ h(x̄) + int (h′(x̄)BX − C) and −ρ :=

d̂C(h(x̄)− ȳ, h′(x̄), 1) < 0. Then we have 〈y∗n, h(x̄)− ȳ〉 − σC(y∗n)− ‖h′(x̄)∗y∗n‖ ≤ −ρ,
implying 〈ȳ∗, ȳ〉 ≥ ρ > 0. Therefore, 0 �= ȳ∗ and consequently ȳ∗ ∈ ΛFJ . Thus, we
have shown the following result, which will be useful in what follows.

Proposition 4.2. Assume that x̄ is nondegenerate and let (y∗n) ⊂ SY ∗ be a
sequence satisfying (4.3). Then, for each weak∗ accumulation point ȳ∗ of (y∗n) one has
ȳ∗ ∈ ΛFJ ∩BY ∗ .

In the case of scalar minimization the commonly used set of Lagrange multipliers
is given by {v∗ ∈ V ∗ : (1, v∗) ∈ ΛFJ}. It is well known that the set of Lagrange
multipliers is convex and weakly∗ compact if Robinson’s constraint qualification (3.13)
is fulfilled (see, e.g., [7, Thm. 3.9]). Now we generalize this result to problem (P),
where we also replace the assumption of Robinson’s constraint qualification with the
weaker condition (3.9).

For arbitrary y ∈ Y let Λy
FJ := {y∗ ∈ ΛFJ : 〈y∗, y〉 = 1}. Note that in the

case of scalar minimization the set of Lagrange multipliers is related to Λy
FJ with

y = (1, 0) ∈ R × V and that Robinson’s constraint qualification holds if and only if
(1, 0) ∈ int (h(x̄) + h′(x̄)X − C). The following theorem appears to be new even in
the scalar case.

Theorem 4.3. Let ΛFJ �= ∅ and assume that x̄ is nondegenerate. Then for all
y ∈ int (h(x̄)+h′(x̄)BX −C) the set Λy

FJ is a nonempty, convex, and weakly∗ compact
subset of Y ∗ and ΛFJ is generated by Λy

FJ in the sense that ΛFJ = (0,+∞)Λy
FJ .

Proof. It is clear that Λy
FJ is convex and weakly∗ closed for all y ∈ Y , but

possibly empty. Now let y ∈ int (h(x̄) + h′(x̄)BX − C) be arbitrarily chosen and let

−ρ := d̂C(h(x̄) − y, h′(x̄), 1) < 0. Then, for all y∗ ∈ ΛFJ we have〈
y∗

‖y‖∗ ,−y

〉
=

〈
y∗

‖y‖∗ , h(x̄) − y

〉
− σC

(
y∗

‖y‖∗

)
−
∥∥∥∥h′(x̄)∗

y∗

‖y‖∗

∥∥∥∥ ≤ −ρ,

implying 〈y∗, y〉 ≥ ρ‖y∗‖. Hence, Λy
FJ is also nonempty and ΛFJ is generated by

Λy
FJ . Moreover, for all y∗ ∈ Λy

FJ ⊂ ΛFJ we have 1 = 〈y∗, y〉 ≥ ρ‖y∗‖ showing that
Λy
FJ is bounded. Hence, together with the Alaoglu–Bourbaki theorem, the weak∗

compactness follows.
For the sake of completeness we state the following corollary (see [34, Thm. 4]).
Corollary 4.4. Let ΛFJ �= ∅ and assume that Robinson’s constraint qualifica-

tion 0 ∈ int (g(x̄) + g′(x̄)X −K) is fulfilled. Then one has ΛFJ = ΛKT .

5. Simplification of the second-order conditions. Needless to say, the second-
order optimality conditions given by Corollary 3.4 can be verified in practice only with
some great effort. We derive now second-order conditions which are easier to handle.
However, we restrict ourselves to those conditions which are equivalent to those of
Corollary 3.4, at least under some additional assumptions on the problem. We devote
this section also to comparisons with other works.
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Throughout this section we assume that Assumptions 1 and 2 are fulfilled. It
follows that h′′(x̄; ·) is Lipschitzian on bounded sets. Indeed, let z1, z2 ∈ X be fixed.
For any ε > 0 there exists some δ > 0 such that for all t ∈ (0, δ) one has∥∥∥∥h(x̄ + tzi) − h(x̄) − th′(x̄)zi

t2/2
− h′′(x̄; zi)

∥∥∥∥ ≤ ε, i = 1, 2.

Hence, using Assumption 1, it follows for all t > 0 sufficiently small that

‖h′′(x̄; z1) − h′′(x̄; z2)‖ ≤
∥∥∥∥h(x̄ + tz1) − h(x̄ + tz2) − th′(x̄)(z1 − z2)

t2/2

∥∥∥∥ + 2ε

≤ 2ηmax{‖z1‖, ‖z2‖}‖z1 − z2‖ + 2ε.

Since ε was arbitrary, the claimed Lipschitz continuity of h′′(x̄; ·) on bounded sets
follows.

Lemma 5.1. Let (zn, tn, τn) ⊂ SX × R+ × R+ be a sequence such that tn → 0+,
τn → 0+. If there is some β > 0 such that d(h(x̄) + tnh

′(x̄)zn, C) ≥ βtn for all n,

then lim infn→∞ t−2
n d̂C(h(x̄) + tnh

′(x̄)zn +
t2n
2 h′′(x̄; zn), h′(x̄), τntn) = ∞.

Proof. For each n let y∗n ∈ SY ∗ be with 〈y∗n, h(x̄) + tnh
′(x̄)zn〉 − σC(y∗n) =

d(h(x̄) + tnh
′(x̄)zn, C) according to the minimum norm duality theorem. Then, by

the definition of d̂C we have t−2
n d̂C(h(x̄) + tnh

′(x̄)zn +
t2n
2 h′′(x̄; zn), h′(x̄), τntn) ≥

1
2 〈y∗n, h′′(x̄; zn)〉 + t−1

n (β − τn‖h′(x̄)∗y∗n‖) → ∞.
Therefore, in order to verify the second-order conditions (3.5) we need only con-

sider sequences (zn, tn, τn) with d(h(x̄) + tnh
′(x̄)zn, C) = o(tn), which can also be

written as d(h′(x̄)zn, TC(h(x̄))) → 0.
Lemma 5.2. If x̄ is not a critical point (respectively, essential local minimizer)

of second order, then there are a scalar ρ > 0 (respectively, ρ ≥ 0) and a sequence
(zn, tn, τn) ⊂ SX × R+ × R+ with tn → 0+, τn → 0+ such that d(h(x̄) + tnh

′(x̄)zn +
t2n
2 h′′(x̄; zn), C) = o(t2n) and

lim inf
n→∞

t−2
n d̂C

(
h(x̄) + tnh

′(x̄)zn +
t2n
2
h′′(x̄; zn), h′(x̄), C

)
≤ −ρ.

Proof. If x̄ is not a critical point of second order, consider the sequences (xn) → x̄,
(τn) → 0+, (κn), (x̃n) and the scalars β > 0, η used in the proof of Theorem 3.2. By
using the last assertion of Proposition 2.10 we also obtain

d̂C(h(x̃n), h′(x̄), 3κn) ≤ d̂C(h(x̃n), h′(x̄), κn + ‖x̃n − xn‖)

≤ −β‖xn − x̄‖2 + 2η(‖xn − x̄‖ + κn)κn ≤ −3

4
β‖xn − x̄‖2.(5.1)

By Assumption 2 the assertion follows with t̃n := ‖x̃n − x̄‖, z̃n := t−1
n (x̃n − x̄),

τ̃n := 3κn/tn, and ρ = 3β/4.
The assertion about essential local minimizers follows easily from Definition

3.1.
Next we consider the optimality conditions (3.5) for sequences (zn, tn, τn) ⊂ SX×

R+ × R+, where (zn) is convergent to some z ∈ SX . By Lemma 5.1 we have only to
consider the case z ∈ C(x̄), where the set

C(x̄) := {z ∈ X : h′(x̄)z ∈ TC(h(x̄))}



SECOND-ORDER OPTIMALITY CONDITIONS 989

is called the critical cone of problem (P) at x̄. We also need a tool to describe the
possible curvature of a set. As a consequence of Lemma 5.2, the use of the second-
order compound tangent set introduced by Penot [30] seems to be an appropriate
approach.

Definition 5.3. Let E,F be normed spaces, let D be a subset of F , let A ∈
L(E,F ) be a continuous linear operator, and let f̄ ∈ D. Then for z ∈ E the second-
order compound tangent set to D at (f̄ , z) (with respect to A) is the set

D′′
A(f̄ , z) := {w ∈ F : ∃zn → z, tn → 0+ : d(f̄ + tnAzn + t2nw/2, D) = o(t2n)}.

Theorem 5.4. If x̄ is an essential local minimizer (respectively, nondegenerate
critical point) of second order for problem (P), then there exists a scalar β > 0 (re-
spectively, β ≥ 0) such that for each z ∈ C(x̄)∩SX either we have C ′′

h′(x̄)(h(x̄), z) = ∅
or for each w ∈ C ′′

h′(x̄)(h(x̄), z) there exists a multiplier y∗ ∈ ΛFJ ∩BY ∗ with

〈y∗, h′′(x̄; z) − w〉 ≥ β.(5.2)

Proof. Assume that x̄ is a critical point (respectively, essential local minimizer)
of second order, let β ≥ 0 (respectively, β > 0) be as in Corollary 3.4, and let
z ∈ C(x̄)∩SX be arbitrarily chosen. In the case of C ′′

h′(x̄)(h(x̄), z) = ∅ there is nothing

to prove. Thus, let w ∈ C ′′
h′(x̄)(h(x̄), z). By the definition of C ′′

h′(x̄)(h(x̄), z), there is

a sequence (zn, tn, wn) with limit (z, 0+, w) such that h(x̄) + tnh
′(x̄)zn + 1

2 t
2
nwn ∈ C.

Since z ∈ SX and zn → z, we may also assume that (zn) ⊂ SX . By Corollary 3.4,
taking τn =

√
tn, there exists a sequence (y∗n) ⊂ SY ∗ , approaching the supremum in

(3.5) sufficiently accurately, such that

lim inf
n→∞

{
〈y∗n, h(x̄) + tnh

′(x̄)zn〉 − σC(y∗n)

t2n

+
1

2
〈y∗n, h′′(x̄; zn)〉 − ‖h′(x̄)∗y∗n‖√

tn

}
≥ β.(5.3)

Since h′′(x̄, ·) is continuous, 〈y∗n, h′′(x̄; zn)〉 is uniformly bounded. Therefore, we have
〈y∗n, h(x̄) + tnh

′(x̄)zn〉 − σC(y∗n) ≥ (β − k)t2n for some constant k > 0 and all n suffi-
ciently large, and together with 〈y∗n, h(x̄)〉 ≤ σC(y∗n) we obtain 〈y∗n, h(x̄)〉−σC(y∗n) →
0. We also have 〈y∗n, h(x̄) + tnh

′(x̄)zn + 1
2 t

2
nwn〉 ≤ σC(y∗n), and by (5.3) we obtain

lim inf
n→∞

{
1

2
〈y∗n,−wn + h′′(x̄; zn)〉 − 1√

tn
‖h′(x̄)∗y∗n‖

}
≥ β.

Hence, h′(x̄)∗y∗n → 0 and lim infn→∞〈y∗n, h′′(x̄; z)−w〉 ≥ β. By the Alaoglu–Bourbaki
theorem, the sequence (y∗n) has at least one weak∗ accumulation point y∗ ∈ BY ∗ . If x̄
is nondegenerate, every accumulation point y∗ belongs to ΛFJ by Proposition 4.2 and
also fulfills (5.2). Hence, the assertion about nondegenerate critical points is proved.
If x̄ is an essential local minimizer, it follows that every weak∗ accumulation point y∗

of (y∗n) satisfies 〈y∗, h′′(x̄; z)−w〉 ≥ β > 0, showing y∗ �= 0 and hence y∗ ∈ ΛFJ . This
completes the proof of the theorem.

Note that the case C ′′
h′(x̄)(h(x̄), z) = ∅ may be treated as a kind of second-order

condition where no multipliers are involved.
Corollary 5.5. Let x̄ be an essential local minimizer (respectively, nondegen-

erate critical point) of second order for (P). Then there exists a scalar β > 0 (respec-
tively, β ≥ 0) such that for every z ∈ C(x̄) ∩ SX satisfying C ′′

h′(x̄)(h(x̄), z) �= ∅ and
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every convex subset W of C ′′
h′(x̄)(h(x̄), z) there exists a multiplier y∗ ∈ ΛFJ such that

〈y∗, h′′(x̄; z)〉 − σW (y∗) ≥ β.
Proof. Let Λ̃ := (ΛFJ ∪ {0}) ∩ BY ∗ (respectively, Λ̃ := Λy

FJ with y ∈ int (h(x̄) +
h′(x̄)BX −C)). Then, by Theorem 5.4 we have infw∈W supy∗∈Λ̃〈y∗, h′′(x̄; z)−w〉 ≥ β.

Since Λ̃ is weakly∗ compact, the assertion follows from the classical minsup theorem
of Moreau.

Theorem 5.4 and Corollary 5.5 generalize the necessary optimality conditions [30]
to vector optimization problems. Moreover, the assumption on metric regularity of
the constraints used in [30] is replaced with condition (3.9). As a consequence, we
have to formulate the necessary conditions in terms of Fritz John multipliers y∗ ∈ ΛFJ

instead of multipliers y∗ ∈ ΛKT .
Theorem 5.6. Let X be finite dimensional. Suppose that for each z ∈ C(x̄) ∩

SX satisfying C ′′
h′(x̄)(h(x̄), z) �= ∅ there is a scalar βz ≥ 0 such that for each w ∈

C ′′
h′(x̄)(h(x̄), z) there exists a multiplier y∗ ∈ ΛFJ with

〈y∗, h′′(x̄; z) − w〉 ≥ βz.(5.4)

Then x̄ is a critical point of second order for (P). If βz > 0 for all z ∈ C(x̄) ∩ SX

satisfying C ′′
h′(x̄)(h(x̄), z) �= ∅, then x̄ is even an essential local minimizer of second

order.
Proof. The proof is by contraposition. Suppose that x̄ is not an essential local

minimizer of second order. Let the scalar ρ ≥ 0 and the sequence (zn, tn, τn) ⊂
SX × R+ × R+ be chosen so that the conclusion of Lemma 5.2 holds. Since X is
finite dimensional we may assume that (zn) converges to some z ∈ SX , where we have
eventually passed to a subsequence. Since d(h(x̄) + tnh

′(x̄)zn + 1
2 t

2
nh

′′(x̄, zn), C) =
o(t2n) we have z ∈ C(x̄) and h′′(x̄; z) ∈ C ′′

h′(x̄)(h(x̄), z). By taking w = h′′(x̄; z) we

see that (5.4) cannot hold with βz > 0, which is a contradiction. Now assume that
x̄ is not even a critical point of second order. Then ρ > 0, and we may also assume
that d̂C(h(x̄) + tnh

′(x̄)zn + (1/2)t2nh
′′(x̄; zn), h′(x̄), τntn) < −ρt2n/2 for all n. Then,

for each w ∈ ρ
2BY and each n there is some ξn,w ∈ BX with h(x̄) + tnh

′(x̄)(zn +
τnξn,w) + 1

2 t
2
n(h′′(x̄; zn) + w) ∈ C. Thus, h′′(x̄; z) + w ∈ C ′′

h′(x̄)(h(x̄), z). Let ε > 0

be chosen so small such that w := −εh′′(x̄; z) ∈ ρ
2BY . By our hypothesis there is

some ȳ∗ ∈ ΛFJ such that 〈ȳ∗,−w〉 = ε〈ȳ∗, h′′(x̄; z)〉 ≥ 0. Since ȳ∗ �= 0 and ΛFJ is a
cone we may assume that ȳ∗ ∈ ΛFJ ∩SY ∗ . Since 〈ȳ∗, h(x̄)〉 − σ(ȳ∗) = ‖h′(x̄)∗ȳ∗‖ = 0
we obtain 〈ȳ∗, h′′(x̄; zn)〉 = 2t−2

n (〈ȳ∗, h(x̄) + tnh
′(x̄)zn + 1

2 t
2
nh

′′(x̄; zn)〉 − σC(ȳ∗) −
τntn‖h′(x̄)∗ȳ∗‖) < −ρ for all n. Passing to the limit, we obtain 〈ȳ∗, h′′(x̄; z)〉 ≤ −ρ <
0, which clearly contradicts ε〈ȳ∗, h′′(x̄; z)〉 ≥ 0.

Theorem 5.6 generalizes the sufficient conditions of [31, Prop. 5.1] to vector opti-
mization problems. Moreover, we do not assume under any circumstances that the set
of Fritz John multipliers ΛFJ is nonempty: Theorem 5.6 states that x̄ is an essential
local minimizer of second order if C ′′

h′(x̄)(h(x̄), z) = ∅ for every z ∈ C(x̄)∩SX and X is

finite dimensional, even if ΛFJ = ∅. On the other hand, from Theorem 5.4 it follows
that at an essential local minimizer of second order, the set ΛFJ of multipliers is not
empty if there is some z ∈ C(x̄) ∩ SX with C ′′

h′(x̄)(h(x̄), z) �= ∅.
Corollary 5.7. Let X be finite dimensional and assume that the set of Fritz

John multipliers ΛFJ at x̄ is empty ΛFJ = ∅. Then the element x̄ is an essential local
minimizer of second order for problem (P) if and only if for all z ∈ C(x̄) ∩ SX one
has C ′′

h′(x̄)(h(x̄), z) = ∅.
The following example illustrates the situation of Corollary 5.7.
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Example 5.1. Let X = R and choose a closed convex set K ⊂ V of an infinite-
dimensional space V such that K does not have a supporting functional at some
boundary point v̄ ∈ bdK, i.e., NK(v̄) = {0}. Let s ∈ V be a direction such that
v̄ + xs ∈ K if x ≥ 0 and v̄ + xs �∈ K if x < 0. Consider the scalar optimization
problem

min
x∈R

f(x) := x subject to g(x) := v̄ + xs ∈ K.

Clearly, x̄ = 0 is a strictly local minimizer; however, the set of multipliers ΛFJ is
empty. Indeed, the Fritz John conditions read as

u∗ + 〈v∗, s〉 = 0, u∗ ≥ 0, v∗ ∈ NK(v̄)

and can be fulfilled only by the trivial solution (u∗, v∗) = 0. Since NK(v̄) = {0}, we
have TK(v̄) = V . Hence, −s ∈ TK(v̄) and therefore C(0) = R−. We obtain from the
definition that x̄ = 0 is an essential local minimizer of second order if and only if s
is so that lim infx→0− x−2d(g(x),K) > 0. By Corollary 5.7, this is also equivalent
to the condition that the second-order compound tangent set of C = R− × K at
(0, v̄) in direction −1 is empty. To be more concrete, let V = L1([0, 1]) be the
Banach space of measurable, absolutely integrable functions on [0, 1], K = {v ∈
L1([0, 1]) : v(ξ) ≥ 0 a.e.}, v̄(ξ) = ξ, s(ξ) = 1. Then g(x)(ξ) = ξ + x and we obtain

d(g(x),K) =
∫ 1

0
−min{ξ + x, 0}dξ = 1

2x
2 for x < 0. Hence, x̄ = 0 is an essential

local minimizer in this case. Now let us show that C ′′
h′(x̄)(h(x̄),−1) = ∅. To do this

we show that the second-order compound tangent set K ′′
s (v̄,−1) is empty. Assume

that there is a sequence (zn, tn, vn) ∈ R × R
+ × L1([0, 1]) with limit (−1, 0+, v) such

that v̄ + tnzns + 1
2 t

2
nvn ∈ K. It follows that vn(ξ) ≥ −2t−2

n (ξ + tnzn) for almost all

ξ ∈ [0,−tnzn] and therefore
∫ −tnzn
0

vn(ξ)dξ ≥ z2
n → 1. On the other hand, we have∫ −tnzn

0
v(ξ)dξ → 0, and therefore vn �→ v, which is a contradiction. This shows that

the compound tangent set K ′′
s (v̄,−1) (and hence also C ′′

h′(x̄)(h(x̄),−1)) is empty.
The computation of second-order compound tangent sets is a rather complex

task. In some situations the compound tangent set can be equivalently replaced with
another set which is easier to handle. Let us consider the following notion of outer
second-order regularity as introduced in [6].

Definition 5.8. Let D be a subset of the normed space F and let f̄ ∈ D, s ∈ F .
1. The outer second-order tangent set to D at f̄ in direction s is the set

T 2
D(f̄ , s) := {r ∈ F : ∃tn → 0+ such that d(f̄ + tns + t2nr/2, D) = o(t2n)}.

2. Let E be another normed space and let A ∈ L(E,F ) be a continuous linear
mapping. We say that a set AD,A(f̄ , s) is an upper second-order approximation set
for D at the point f̄ in direction s with respect to A if for any sequence (fn) ⊂ D of
the form fn = f̄ + tns + 1

2 t
2
nrn, where tn → 0+ and rn = Aen + wn with (wn) being

a convergent sequence in F and (en) being a sequence in E satisfying tnen → 0, the
following condition holds:

lim
n→∞

d(rn,AD,A(f̄ , s)) = 0.

We say that D is outer second-order regular at the point f̄ in direction s with respect
to A if T 2

D(f̄ , s) is an upper second-order approximation set at the point f̄ in direction
s with respect to A.
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Obviously, T 2
D(f̄ , Az) ⊂ D′′

A(f̄ , z) always hold. Hence, Theorem 5.4 remains true
if we replace C ′′

h′(x̄)(h(x̄), z) with the smaller set T 2
C(h(x̄), h′(x̄)z). Further, D′′

A(f̄ , z)

is always an upper second-order approximation set for D at f̄ in direction Az with
respect to A. Indeed, let fn = f̄ + tnAz + 1

2 t
2
nrn ∈ D be a sequence, where tn → 0+,

rn = Aen + wn with wn → w ∈ F , and tnen → 0. Then, since fn = f̄ + tnA(z +
1
2 tnen) + 1

2 t
2
nwn, we obtain w ∈ D′′

A(f̄ , z). Hence, d(rn, D
′′
A(f̄ , z) + Range(A)) → 0.

Noting that D′′
A(f̄ , z) + Range(A) = D′′

A(f̄ , z), we see that D′′
A(f̄ , z) is an upper

second-order approximation set.
Using similar arguments we can also show that any upper second-order approxi-

mation set AD,A(f̄ , Az) satisfies D′′
A(f̄ , z) ⊂ cl (AD,A(f̄ , Az) + Range(A)).

Use of the concepts of outer second-order tangent sets and upper second-order
approximation sets has the advantage that the constraints and the objective can be
treated separately.

Theorem 5.9.

1. Let x̄ be an essential local minimizer (respectively, nondegenerate critical
point) of second order for problem (P). Then there is a real β > 0 (respectively, β ≥ 0)
such that for every critical direction z ∈ C(x̄)∩SX satisfying T 2

K(g(x̄), g′(x̄)z) �= ∅ and
for every v ∈ T 2

K(g(x̄), g′(x̄)z) there exists some multiplier y∗ = (u∗, v∗) ∈ ΛFJ ∩BY ∗

such that

〈u∗, f ′′(x̄; z)〉 + 〈v∗, g′′(x̄; z) − v〉 ≥ β.

2. Assume that X is finite dimensional. To every z ∈ C(x̄) ∩ SX let there
correspond an upper second-order approximation set AK(z) := AK,g′(x̄)(g(x̄), g′(x̄)z)
for the set K at the point g(x̄) in the direction g′(x̄)z with respect to g′(x̄). Assume
that for each z ∈ C(x̄) ∩ SX there is some βz ≥ 0 such that for each v ∈ AK(z) there
exists some y∗ = (u∗, v∗) ∈ ΛFJ ∩BY ∗ with

〈u∗, f ′′(x̄; z)〉 + 〈v∗, g′′(x̄; z) − v〉 ≥ βz.(5.5)

Then, x̄ is a critical point of second order. In addition, if βz > 0 for every z ∈
C(x̄) ∩ SX , then x̄ is even an essential local minimizer of second order.

Proof. Since for every v ∈ T 2
K(g(x̄), g′(x̄)z) we have (0, v) ∈ T 2

C(h(x̄), h′(x̄)z) ⊂
C ′′

h′(x̄)(h(x̄), z), the first part follows immediately from Theorem 5.4. To show the

second part, we use Theorem 5.6. Let z ∈ C(x̄) ∩ SX , satisfying C ′′
h′(x̄)(h(x̄), z) �= ∅

and w ∈ C ′′
h′(x̄)(h(x̄), z), be arbitrarily fixed. By the definition of compound tangent

sets there is a sequence (zn, tn, wn) with limit (z, 0+, w) such that h(x̄) + tnh
′(x̄)zn +

1
2 t

2
nwn ∈ C. Setting wn = (un, vn) we have g(x̄) + tng

′(x̄)z + 1
2 t

2
n(2t−1

n g′(x̄)(zn − z) +
vn) ∈ K. Hence, there is a sequence (ṽn) ⊂ AK(z) with νn := 2t−1

n g′(x̄)(zn − z) +
vn− ṽn → 0. Now let y∗n := (u∗

n, v
∗
n) ∈ ΛFJ ∩BY ∗ with 〈u∗

n, f
′′(x̄; z)〉+ 〈v∗n, g′′(x̄; z)−

ṽn〉 ≥ βz. Since ΛFJ is a cone we may assume y∗n ∈ SY ∗ . Because of tnf
′(x̄)z +

1
2 t

2
n(2t−1

n f ′(x̄)(zn − z) + un) ∈ −L, u∗
n ∈ L∗, and because L is a cone, we have

〈u∗
n, 2t

−1
n f ′(x̄)(zn − z) + un〉 ≤ −2t−1

n 〈u∗
n, f

′(x̄)z〉. Together with h′(x̄)∗y∗n = 0 we
obtain

〈y∗n, wn〉 = 〈y∗n, 2t−1
n h′(x̄)(zn − z) + wn〉

= 〈u∗
n, 2t

−1
n f ′(x̄)(zn − z) + un〉 + 〈v∗n, ṽn + νn〉

≤ −2t−1
n 〈u∗

n, f
′(x̄)z〉 − βz + 〈u∗

n, f
′′(x̄; z)〉 + 〈v∗n, g′′(x̄; z)〉 + 〈v∗n, νn〉.

Rearranging yields 〈y∗n, h′′(x̄; z) − wn〉 ≥ βz + 2t−1
n 〈u∗

n, f
′(x̄)z〉 − 〈v∗n, νn〉. Since z ∈

C(x̄) we have (f ′(x̄)z, g′(x̄)z) ∈ T−L(0) × TK(g(x̄)) and, because of (u∗
n, v

∗
n) ∈ L∗ ×
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NK(g(x̄)) we obtain 〈u∗
n, f

′(x̄)z〉 ≤ 0 and 〈v∗n, g′(x̄)z〉 ≤ 0. Thus, 0 = 〈y∗n, h′(x̄)z〉 =
〈u∗

n, f
′(x̄)z〉 + 〈v∗n, g′(x̄)z〉 ≤ 0 and consequently 〈u∗

n, f
′(x̄)z〉 = 〈v∗n, g′(x̄)z〉 = 0.

Together with (wn, νn) → (w, 0) we obtain lim infn→∞〈y∗n, h′′(x̄; z)−w〉 ≥ βz. By the
Alaoglu–Bourbaki theorem the sequence y∗n has a weak∗ accumulation point y∗, and
by definition of the weak∗ topology, we also have 〈y∗, h′′(x̄; z) − w〉 ≥ βz. If βz > 0,
we obviously have y∗ �= 0 and thus y∗ ∈ ΛFJ . If βz = 0, and x̄ is nondegenerate, then
we have y∗ ∈ ΛFJ by Proposition 4.2. Finally, if x̄ is degenerate, then x̄ is always a
critical point of second order for problem (P). Now the assertion follows from Theorem
5.6.

For ease of presentation we have not included in the sufficient conditions of The-
orem 5.9 the case that for some directions z ∈ C(x̄) ∩ SX no upper second-order
approximation set AK(z) := AK,g′(x̄)(g(x̄), g′(x̄)z) whatsoever exists. We also dis-
pense with formulating a corollary analogous to Corollary 5.5. Theorem 5.9 improves
the results of [6] even for scalar optimization problems. Our necessary conditions for
a local minimum require only x̄ to be nondegenerate, whereas Robinson’s constraint
qualification (3.13) is used in [6]. However, second-order necessary conditions are
stated in [7, Thm. 3.50] for a special case of nondegenerate minimizers x̄ without
presuming Robinson’s constraint qualification, namely when the constraints can be
written in the form g(x) = (g̃(x), x), K = K̃ × Q, where int K̃ �= ∅, i.e., general
inequality constraints together with explicit constraints.

The second-order sufficient conditions in [6] state that if for each z ∈ C(x̄) ∩ SX

there exists an upper second-order approximation set AK(z) := AK,g′(x̄)(g(x̄), g′(x̄)z),
and if there exists y∗ = (u∗, v∗) ∈ ΛFJ such that

〈u∗, f ′′(x̄; z)〉 + 〈v∗, g′′(x̄; z)〉 > σAK(z)(v
∗),(5.6)

then x̄ is a strict locally optimal solution fulfilling the quadratic growth condition
(3.2). Note that (5.6) always implies (5.5), and condition (5.5) is actually weaker for
nonconvex approximation sets AK(z).

Example 5.2. Let S
m denote the Hilbert space of symmetric m × m matrices

equipped with the scalar product 〈x, y〉 = trace(xy), and denote by S
m
+ ⊂ S

m the
cone of positive semidefinite m × m matrices. Consider for arbitrarily fixed γ the
scalar problem

min
x∈S2

f(x) :=
1

2
(x2

11 − x2
12)

subject to g1(x) :=
1

2
(detx + 〈s̄, x〉) + γ(x12 − 1)2 = 0,

x ∈ S
2
+,

at x̄ := (1
1

1
1 ), where s̄ := ( 1

−1
−1
1 ). In terms of problem (P) we have g(x) = (g1(x), x)

and K = {0} × S
2
+. There holds g′1(x̄) = s̄ �= 0, and together with int S

2
+ �= ∅ it easily

follows that x̄ is nondegenerate. Now one can show that NS
2
+
(x̄) = {ts̄ : t ≤ 0}, and

hence we have g′(x̄)∗v∗ = 0 with v∗ := (1,−s̄) ∈ NK(0, x̄), and it follows that Robin-
son’s constraint qualification (3.13) is not fulfilled. It also follows that the second-order
qualification condition (TR) used in [22], [31], g′(x̄)X − TTK(g(x̄))(g

′(x̄)z) = V , is not
fulfilled for any z ∈ C(x̄). Some straightforward calculations show that x̄ is the only
feasible point, and hence is a strict minimizer when γ > 0. When γ = 0 the feasible
set amounts to the ray tx̄, t ≥ 0, and hence every feasible point is a local nonstrict
minimizer. Finally, when γ < 0, x̄ is no longer a local minimizer. Now let us consider
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the second-order conditions of Theorem 5.9. It is possible to show (see section 5.3.1
in [7]) that the critical cone evaluates as C(x̄) = {z ∈ S

2 : z11 ≤ z12, 〈s̄, z〉 = 0} and
that T 2

K((0, x̄), (0, z)) = {(0, v) : 〈s̄, v〉 + 2 det z ≥ 0} holds for all z ∈ C(x̄). The set
ΛFJ of multipliers is given by all y∗ := (α, μ, η) ∈ R+ × R × S

2 �= (0, 0, 0) so that

αf ′(x̄) + μg′1(x̄) + η = α

(
1 − 1

2
− 1

2 0

)
+ μs̄ + η = 0, η ∈ NS

2
+(x̄) = {ts̄ : t ≤ 0}.

Thus, ΛFJ = {(0, μ,−μs̄) : μ > 0}. Now, for arbitrary z ∈ C(x̄), v ∈ T 2
K((0, x̄), (0, z)),

and y∗ = (0, μ,−μs̄), where μ > 0, the left-hand side of relation (5.5) amounts to

κ(z, v, μ) := μ(2γz2
12 + det z + 〈s̄, v〉).

By setting z := 1√
6
( 0
1

1
2 ) ∈ C(x̄) ∩ SX , v := ( 1

1
1
1 ) ∈ T 2

K((0, x̄), (0, z)) we obtain

κ(z, v, μ) = μγ/3, and from the first part of Theorem 5.9 we conclude that x̄ is
not a critical point of second order, and therefore also not a local minimizer when
γ < 0. Note that the second-order necessary conditions known from the literature
cannot be applied to this problem. In the case of γ = 0 it follows that the point x̄ is
not an essential local minimizer of second order.

Now let us turn to sufficient conditions. For z ∈ C(x̄) we have z11 ≤ z12 ≤ z22,
0 ≤ z12 − z11 = z22 − z12 =: ε, and 0 ≤ ε2 = (z12 − z11)(z22 − z12) = −det z − 2z2

12 +
z12(z11 + z22) = −det z. Thus, ‖z‖2 = z2

11 + 2z2
12 + z2

22 = 4z2
12 + 2ε2 = 4z2

12 − 2 det z,
and since 〈s̄, v〉 ≥ −2 det z holds for v ∈ T 2

K((0, x̄), (0, z)) we obtain

κ(z, v, μ) ≥ μ(2γz2
12 − det z) ≥ 1

2
μmin{γ, 1}‖z‖2

for γ ≥ 0. Using [7, Prop. 3.89] and [6, Cor. 4.6] we obtain that K = {0} × S
2
+

is outer second-order regular at (0, x̄) in any direction (0, z), z ∈ TS
2
+
(x̄), and with

respect to any mapping A. By using the second part of Theorem 5.9 with AK(z) =
T 2
K((0, x̄), (0, z)) we obtain that x̄ is an essential local minimizer (respectively, critical

point) of second order when γ > 0 (respectively, γ ≥ 0). Note that for γ = 0 the
point x̄ is a nondegenerate critical point but not an essential local minimizer of second
order. Hence, from Theorems 3.5 and 3.6 it follows that, on the one hand, there exist
twice continuously differentiable perturbations of the objective and the constraints
with vanishing function values and first- and second-order derivatives such that x̄ is
a strict local minimum for the perturbed problem, and on the other hand, there exist
perturbations of this kind such that x̄ is not a local minimum. Further note that the
second-order necessary conditions make sense even though the multiplier associated
with the objective is always zero; i.e., the Kuhn–Tucker conditions are not fulfilled.

The necessary conditions of Theorem 5.4 can be considerably simplified if

0 ∈ C ′′
h′(x̄)(h(x̄), z) ∀z ∈ C(x̄).(5.7)

This condition is fulfilled, for instance, when K is a generalized polyhedral set (i.e.,
K can be represented as the intersection of a closed affine subspace and a finite
number of closed half spaces), or more generally, if 0 ∈ T 2

K(g(x̄), g′(x̄)z) for all z
in a dense subset of C(x̄) (this is the so-called extended polyhedricity condition in
[7]). It is clear from the definition of compound tangent sets that C ′′

h′(x̄)(h(x̄), z) ⊂
cl (TC(h(x̄))+Range(h′(x̄))). Hence, for each w ∈ C ′′

h′(x̄)(h(x̄), z) and every y∗ ∈ ΛFJ
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we have 〈y∗, w〉 ≤ 0. Therefore, if (5.7) holds, the necessary conditions (5.2) of
Theorem 5.4 can be rewritten as

∀z ∈ C(x̄) ∩ SX ∃y∗ ∈ ΛFJ : 〈y∗, h′′(x̄; z)〉 ≥ β.

In the case of the mathematical programming problem, with β = 0, we obtain exactly
the common second-order necessary conditions [16].

In order to prove sufficiency we need the following regularity condition on the
cone of critical directions.

Condition 5.10. For every sequence (zn) ⊂ SX with d(h′(x̄)zn, TC(h(x̄))) → 0
there holds d(zn, C(x̄)) → 0.

Theorem 5.11. Assume that Condition 5.10 holds at x̄ and assume that there
exists some β ≥ 0 such that for each z ∈ C(x̄) ∩ SX we can find some multiplier
y∗ ∈ ΛFJ ∩ BY ∗ satisfying 〈y∗, h′′(x̄; z)〉 ≥ β. Then x̄ is a critical point of second
order. If β > 0, then x̄ is even an essential local minimizer of second order.

Proof. The proof is by contraposition. Assume that x̄ is not a critical point
(respectively, essential local minimizer). Let the scalar ρ > 0 (respectively, ρ ≥ 0)
and the sequence (zn, tn, τn) ⊂ SX × R+ × R+ be chosen so that the conclusion of
Lemma 5.2 holds. From d(h(x̄) + tnh

′(x̄)zn + 1
2 t

2
nh

′′(x̄; zn), C) = o(t2n) we obtain
d(h′(x̄)zn, TC(h(x̄))) = O(tn) and by Condition 5.10 we can find another sequence,
say (z′n), with (z′n) ⊂ C(x̄) ∩ SX and zn − z′n → 0. By the assumptions of the
theorem there is some β ≥ 0 (respectively, β > 0) so that for each n we can find
some (y∗n) ⊂ ΛFJ ∩BY ∗ with 〈y∗n, h′′(x̄; z′n)〉 ≥ β. Without loss of generality we have
y∗n ∈ SY ∗ . Since h′′(x̄; ·) is Lipschitzian on bounded sets we get

−ρ ≥ lim inf
n→∞

d̂C(h(x̄) + tnh
′(x̄)zn + 1

2 t
2
nh

′′(x̄; zn), h′(x̄), τntn)

t2n

≥ lim inf
n→∞

1

2
〈y∗n, h′′(x̄; zn)〉 ≥ 1

2
(β + lim inf

n→∞
〈y∗n, h′′(x̄; zn) − h′′(x̄; z′n)〉) =

1

2
β,

which is a contradiction.
Apart from the case when X is finite dimensional, Condition 5.10 is fulfilled

also in other situations. For instance, for the mathematical programming problem,
when Range(h′(x̄)) is closed, we can apply Hoffman’s lemma [17] to verify Condition
5.10, and we obtain the standard second-order sufficient conditions [16] from the above
theorem. Hence, the common second-order conditions are equivalent characterizations
of critical points and essential local minimizers of second order, respectively.

The following result is new even in the case of scalar minimization and even when
Robinson’s constraint qualification condition (3.13) is fulfilled.

Theorem 5.12. Assume that x̄ is a nondegenerate critical point (respectively,
essential local minimizer) of second order for problem (P). Then there is a real β ≥ 0
(respectively, β > 0) such that the following holds: For any pair (ȳ, w) ∈ Y × Y such
that there is a sequence (zn, tn) ⊂ SX × R+ with tn → 0+, d(h(x̄) + tnh

′(x̄)zn +
1
2 t

2
nw,C) = o(t2n), and h′′(x̄; zn) → ȳ, we can find some y∗ ∈ ΛFJ ∩ BY ∗ such that

〈y∗, ȳ − w〉 ≥ β.
Proof. The proof follows along the same lines as the proof of Theorem 5.4 and is

therefore omitted.
Using a proof similar to that of Theorem 5.6 one can show that the second-order

conditions of Theorem 5.12 are also sufficient for critical points (respectively, essential
local minimizers) if Y is finite dimensional.
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Example 5.3 (cf. [7, Ex. 3.25]). Consider the scalar minimization problem

min
x∈�2

∞∑
i=1

1

i
xi − x2

i subject to x ∈ K,

where X = �2 is the Hilbert space of square summable sequences and K := {(xi) :
xi ≥ 0 for all i}. It follows that Y = R × �2 and C = R− × K. Since g(x) = x,
x̄ = 0 is nondegenerate and the cone of critical directions and the set of multipliers,
respectively, are given by C(0) = {0} and ΛFJ = {(u∗, v∗) ∈ R × �2 : u∗ > 0, v∗i =
u∗/i for all i}. Now consider the sequence of directions zn = (znk ) ∈ �2, n = 1, . . . ,
with znk = 1 if k = n and znk = 0 if k �= n, and the sequence of scalars tn = 2n−1.
Clearly, h′′(x̄; zn) → ȳ := (−2, 0) ∈ R × �2. For w := (−1, 0) ∈ R × �2 we obtain
d(h(x̄) + tnh

′(x̄)zn + 1
2 t

2
nw,C) = 0. Hence, we have 〈y∗, ȳ − w〉 = u∗(−2 − (−1)) =

−u∗ < 0 for all y∗ := (u∗, v∗) ∈ ΛFJ , and from Theorem 5.12 it follows that x̄ = 0 is
not a critical point.

Acknowledgments. The author thanks the anonymous referees for their helpful
comments and suggestions.
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DUAL KALMAN–BUCY FILTERS AND INTERACTIVE ENTROPY
PRODUCTION∗
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Abstract. This paper investigates partially observed linear Gaussian systems in continuous time
from an information-theoretic viewpoint. It identifies information supply, storage, and dissipation
processes that quantify various dependencies between the unobservable and observable components
of the state variables of such systems, which we call the signal and observation processes. The storage
is that information in the past of the observation useful for estimating the present and future of the
signal. It is so called because it is the information “stored” in the state variable of the Kalman–
Bucy filter. The optimal properties of the Kalman–Bucy filter bring about a particular symmetry
in its joint dynamics with the signal. This enables a dual system, with the same structure as the
original, to be derived by time reversal. The information supply and dissipation processes of this dual
problem are those of the original, with roles interchanged. The same symmetry enables us to define
an entropic measure of the local time-asymmetry of the interaction between the signals and filters,
which we call the rate of interactive entropy production. This is shown to be directly connected with
the rates of information supply and dissipation. It is also intimately connected with the entropy
production of an abstract statistical mechanical system at or near a stationary nonequilibrium state.

Key words. Bayesian inference, dual filters, entropic derivative, information theory, non-
equilibrium statistical mechanics, statistical filtering
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1. Introduction. This article investigates continuous-time, partially observed
linear systems from an information-theoretic viewpoint. The systems considered have
state variables comprising unobservable and observable components, which we call
the signal and the observation, respectively. The key property of the state variable
here is that it is Markov. This allows the future and the past of certain estimation
problems to be separated by the present. More specifically, we define information
supply, storage, and dissipation processes, which quantify the information contained
in the past and present values of the observation on, respectively, the entire path of
the signal, the present and future values of the signal, and the past of the signal.
In the context of filtering, one is not concerned with the improvement of estimates
of past values of the signal as new information supply becomes available, but rather
with the optimal estimation of the current signal value from the current supply. For
this reason it is not necessary for the filter state variable to hold the entire current
information supply, but only that part useful for estimating the present and the future
of the signal, i.e., the storage. The storage is so called because it is “stored” in the
state variable of the Kalman–Bucy filter.
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The signal and filter processes are jointly and marginally Markov, and because
of this the processes have a particular symmetry that yields a dual filtering problem
when time reversed. This dual problem has a structure identical to that of the original.
Furthermore, its information supply, storage, and dissipation processes are intimately
related to those of the original problem; the information flows occurring in the dual
problems are time-reversed versions of each other.

We build on earlier work appearing in [12], which is centered on a statistical
mechanical analogy for stable, time-homogeneous, nondegenerate, Gaussian processes.
In this analogy, an abstract statistical mechanical system characterized by the process
interacts with a heat bath in such a way that the “universe” comprising the system
and the heat bath obeys a law of nondecrease of entropy analogous to the second law
of thermodynamics. Under the special conditions of [12] (stability, time-homogeneity,
and nondegeneracy) the process has a unique invariant distribution to which other
distributions of the process converge. This invariant distribution is the maximum
entropy “state” of the abstract universe. In the theory of nonequilibrium statistical
mechanics, invariant distributions are called stationary equilibrium states or stationary
nonequilibrium states according to the flow of some quantity (often energy) in the
state, an equilibrium state being one for which this flow is zero. (See, for example,
[1], [5], or [8].)

This statistical mechanical analogy is applied in [12] to the joint process compris-
ing the signal and its Kalman–Bucy filter. It is shown there that, whatever the nature
of the invariant distribution of the signal process alone, that of the joint process is
a stationary nonequilibrium state. Energy is shown to flow, in the stationary state,
around a loop comprising the heat bath and two subsystems termed the “conditional
signal” and the “filter.” This energy flow is accompanied by an entropy flow, which
can be isolated from any flows of entropy occurring within either of the subsystems.
This is done by what we define as interactive entropy production. This quantity can
be interpreted, independently of the statistical mechanical analogies in [12], as an en-
tropic measure of the time-asymmetry of the interaction between the signal and filter
processes. This interpretation is meaningful without the special conditions of [12].
The definition of interactive entropy production is extended in this paper to the more
general case, and its properties are investigated. It is intimately related to the infor-
mation flows that occur in the original and dual filtering problems.

Information-theoretic aspects of filters have received much attention in the liter-
ature. For example, a variety of information-theoretic measures of optimality, such as
the mutual information between the observation and the estimation error, are consid-
ered in [4], [7], and [16]. In particular, these papers show that many of these measures
are optimized by the Kalman–Bucy filter in the linear Gaussian case. More interesting
is the fact that they provide a framework for deriving suboptimal filters in the non-
linear case. The measure of interest in this paper is the mutual information between
the observation path and the signal value. The results can be extended to nonlinear
systems (see [13] and [14]), but then involve the infinite-dimensional nonlinear filter.
The results most closely connected with the information flow aspects of this paper
are to be found in [3] and [15].

2. Information flow in the Kalman–Bucy filter. This section investigates
the information flows that occur between signal and observation processes in a par-
tially observed linear Gaussian system. Up to a point it interprets classical results;
what we call here the information supply was first evaluated for partially observed dif-
fusions in [3], and a study of the mutual information for the filter and path estimators
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was made in [15]. (See also [10].) Results of the type presented in this section, only
for the time-homogeneous, nondegenerate case, were developed in [12].

All random quantities are defined on the filtered probability space (Ω,F , (Ft,
t ∈ [−T, T ]),P). (The use of a symmetric time interval simplifies the discussion of
the dual filter in section 3.) The signal, X, is an R

n-valued continuous-time process
satisfying

Xt = ξ +

∫ t

−T

A(s)Xs ds + Vt for t ∈ [−T, T ],(2.1)

where A is a continuous R
n×n-valued function on [−T, T ], ξ is an F−T -measurable R

n-
valued Gaussian random variable with mean zero and nonsingular covariance matrix
Pi, and

Vt =

∫ t

−T

Ψ(s) dṼs for t ∈ [−T, T ].

Here, Ψ is a Lipschitz continuous R
n×r-valued function on [−T, T ], and (Ṽt,Ft) is an

r-vector Brownian motion, left-shifted in time by T, for some r ≤ n. With this defini-
tion, X is a zero-mean Gaussian process with covariance matrix process P satisfying
the following equation:

P (t) = Pi +

∫ t

−T

(A(s)P (s) + P (s)A(s)′ + ΣV (s)) ds for t ∈ [−T, T ],

where ΣV = ΨΨ′.
The observation, Y, is an R

n-valued continuous-time process satisfying

Yt = ξ + ζ +

∫ t

−T

ΣW (s)Xs ds + Wt for t ∈ [−T, T ],(2.2)

where ζ is an F−T -measurable Gaussian random variable, independent of ξ, with
mean zero and nonsingular covariance matrix M ,

Wt =

∫ t

−T

Γ(s) dW̃s for t ∈ [−T, T ],

Γ is a Lipschitz continuous R
n×d-valued function on [−T, T ] for some d ≤ n, (W̃t,Ft)

is a d-vector left-shifted Brownian motion, independent of V , and ΣW = ΓΓ′.
Remark 2.1. Y comprises an “initial” observation Y i (= ξ+ ζ), and a “running”

observation (Yt − Y i, t ∈ [−T, T ]). The former can be thought of as summarizing
partial observations of an extended version of X that solves an equation of type (2.1)
over times prior to −T .

Remark 2.2. The running observation is essentially of dimension d since it can
be replaced with the d-dimensional process

Ỹ r
t =

∫ t

−T

Γ(s)′Xs ds + W̃t for t ∈ [−T, T ],

with no loss in information content regarding the signal.
Remark 2.3. The signal and observation noise processes, V and W , have “built-

in” nonstandard quadratic covariations

d[V, V ′]t = ΣV (t) dt and d[W,W ′]t = ΣW (t) dt.
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This avoids any further need for specific square roots of ΣV and ΣW and clarifies the
discussion of duality in section 3.

Remark 2.4. The more general model, in which ξ and ζ have nonzero means and
the linear drift coefficients in (2.1) and (2.2) are replaced with affine functions, can
easily be re-expressed in the form above. It is then an equivalent filtering problem to
estimate the centered signal from a centered version of the observations.

The Kalman–Bucy filter generates the conditional distribution of Xt given (Ys,
s ∈ [−T, t]), which is Gaussian. The covariance form of the filter propagates the mean
vector, X̂, and covariance matrix, Q, of the conditional distribution. These evolve as
follows:

X̂−T = Pi(Pi + M)−1Y i,

dX̂t = (A(t) −Q(t)ΣW (t)) X̂t dt + Q(t) dYt,

Q(−T ) =
(
P−1
i + M−1

)−1
,

Q̇(t) = A(t)Q(t) + Q(t)A(t)′ + ΣV (t) −Q(t)ΣW (t)Q(t).

(2.3)

(See, for example, [2].) Since Pi and M are positive definite, the inverse matrices here
are well defined, and P (t), Q(t), and P (t) −Q(t) are all positive definite for all t.

Let FY be the filtration generated by Y , and let ν be the associated innovations
process:

FY
t := σ(Ys, s ∈ [−T, t])

νt := Yt − X̂−T −
∫ t

−T

ΣW (s)X̂s ds
for t ∈ [−T, T ].(2.4)

Then (νt,FY
t ) is a continuous n-vector Gaussian martingale with the same quadratic

covariation as W , but with a nonzero initial value having the n-variate Gaussian
distribution N(0,M − Q(−T )). (Here, and in what follows, we denote the n-variate
Gaussian distribution with mean vector μ and covariance matrix Σ by N(μ,Σ) and
denote its density (when |Σ| �= 0) by n(μ,Σ).) Of course the filter can be expressed
entirely in terms of the innovations process as follows:

X̂t = PiM
−1ν−T +

∫ t

−T

A(s)X̂s ds +

∫ t

−T

Q(s) dνs.(2.5)

(This, together with the representation (2.4) for Y, and the fact that (2.5) has a strong
solution, confirms that the filtration generated by ν coincides with FY .)

We define information supply, storage, and dissipation processes as follows:

S(t) := I(X ; (Ys, s ∈ [−T, t])),

C(t) := I((Xs, s ∈ [t, T ]) ; (Ys, s ∈ [−T, t])) for t ∈ [−T, T ],(2.6)

D(t) := S(t) − C(t),

where, for random variables Θ and Φ taking values in Borel spaces and having joint
and marginal distributions PΘΦ, PΘ, and PΦ, I(Θ ; Φ) is the mutual information:

I(Θ ; Φ) =

∫
log

(
dPΘΦ

d(PΘ ⊗ PΦ)

)
dPΘΦ if the integral exists,

+∞ otherwise.

(2.7)
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Since X is Markov, and the increments of W are independent of X and of each
other, X̂t is a sufficient statistic for the problem of estimating the future of X (Xs,
s ∈ [t, T ]), from the past of Y (Ys, s ∈ [−T, t]), and so

C(t) = I((Xs, s ∈ [t, T ]) ; X̂t)

= I(Xt ; X̂t)

=
1

2
log |Pi + M | − 1

2
log |M | + 1

2

∫ t

−T

tr(ΣW (s)Q(s)) ds(2.8)

− 1

2

∫ t

−T

tr
(
ΣV (s)(Q(s)−1 − P (s)−1)

)
ds.

The information supply can be evaluated by means of a simple generalization of
Theorem 3 in [3]. This involves a measure transformation on (Ω,FT ). Let P

M be the
measure on FT whose Radon–Nikodym derivative with respect to P is LT , where L
is the continuous process defined as follows:

Lt :=
n(0, Pi + M)(Y i)

n(ξ,M)(Y i)
exp

(
−
∫ t

−T

(Xs − X̂s)
′ dWs

− 1

2

∫ t

−T

(Xs − X̂s)
′ΣW (s)(Xs − X̂s) ds

)
.

(2.9)

Lemma 2.1.

(i) P and P
M are mutually absolutely continuous probability measures.

(ii) Under P
M , (ξ, V ) and ν are independent, but retain the marginal distribu-

tions they have under P.
(iii) Under P

M , the processes X and X̂ are independent, but retain the marginal
distributions they have under P.

Proof. It is a standard result that

E

(
exp

(
1

2

∫ T

−T

(Xt − X̂t)
′ΣW (t)(Xt − X̂t) dt

) ∣∣∣∣F−T

)
< ∞ a.s.

(See, for example, [9].) Thus it follows from the Girsanov theorem that, under P,
(Lt,Ft) is a martingale with

E (Lt | F−T ) =
n(0, Pi + M)(Y i)

n(ξ,M)(Y i)
for all t ∈ [−T, T ]

so that ELT = 1, and this establishes part (i). Now, for each t ∈ [−T, T ],

[
Vt

νt

]
=

[
0

ν−T

]
+

∫ t

−T

[
0

ΣW (s)(Xs − X̂s)

]
ds +

[
Vt

Wt

]
,

and so it follows from Girsanov’s theorem that, under P
M , ((Vt, νt),Ft) is a 2n-

dimensional Gaussian martingale with quadratic covariation

d

[[
V
ν

]
,

[
V
ν

]′]
t

=

[
ΣV (t) 0

0 ΣW (t)

]
dt.(2.10)
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The independence of ξ and ν−T under P
M follows from elementary manipulations

of the n-variate Gaussian densities in (2.9), and this establishes part (ii). Part (iii)
follows from part (ii) and the innovations representation of X̂ in (2.5).

In what follows, we shall call P
M the product-of-marginals measure.

The information supply can now be evaluated as follows:

S(t) = E log
(
L−1
t

)
=

1

2
log |Pi + M | − 1

2
log |M | + 1

2

∫ t

−T

tr(ΣW (s)Q(s)) ds,
(2.11)

and so the dissipation has the form

D(t) =
1

2

∫ t

−T

tr
(
ΣV (s)(Q(s)−1 − P (s)−1)

)
ds.(2.12)

It also easily follows that, for any s ≤ t,

S(t) −D(s) = C(s) + E log
(
L−1
t Ls

)
= I((Xr, r ∈ [s, T ]) ; (Yr, r ∈ [−T, t])),

so that the dissipation, D(s), is the information on X derived from (Yr, r ∈ [−T, t])
that is of no use in estimating the values that X takes from time s onward.

In one respect, the Kalman–Bucy filter can be thought of as being a data encoder.
At time t, it partially encodes the observation path (Ys, s ∈ [−T, t]) as the statistic
X̂t. Clearly this encoding is lossy because the observation path cannot be recovered
from X̂t. Since both (Ys, s ∈ [−T, t]) and X̂t take values in uncountably infinite
spaces, we cannot define absolute information quantities for them, and so we cannot
define a meaningful measure of the total information loss arising from the encoding.
However, we can define a meaningful measure of information loss in the context
of a specific estimation problem; this is simply the amount by which the mutual
information between the estimand and X̂t is less than that between the estimand and
(Ys, s ∈ [−T, t]). For the problem of estimating the whole process X, the encoding of
the Kalman–Bucy filter at time t loses information, but for the problem of estimating
the future of X, (Xs, s ∈ [t, T ]), it is lossless. We note that S, C, and D are all
mutual information quantities and, as such, have absolute meaning.

In a dynamic sense, the Kalman–Bucy filter can be thought of as an information
processor that receives new observation-derived information at the rate Ṡ(t), and
dissipates historical information at the rate Ḋ(t). It stores an amount of observation-
derived information C(t), which is that part of the supply to date useful for estimating
the present and future of X.

3. The dual filter. The duality ideas for discrete-time systems in [6] are ex-
tended here to the continuous-time system (2.1), (2.2). These ideas use the concept
of dual bases for finite-dimensional, linear spaces. When the state and observation
processes of a finite-dimensional, discrete-time system, evolving over a finite time in-
terval, are taken as a set of basis vectors, the vectors of a dual basis can be shown to
be the state and observation processes of another system, which is naturally termed
the dual system. In the continuous-time setting of this article, the dual system is
derived through time reversal.

It turns out that the dual filters are most conveniently expressed in information
form. For the Kalman–Bucy filter of section 2, this propagates the vector process Z
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(:= Q−1X̂) instead of X̂. The signal and information filter processes, X and Z, are
coupled Markov processes evolving jointly according to the following equations:[

X−T

Z−T

]
=

[
In 0

M−1 M−1

] [
ξ
ζ

]
,

d

[
Xt

Zt

]
= AJ(t)

[
Xt

Zt

]
dt + d

[
Vt

Wt

]
,

(3.1)

where In is the n× n identity matrix, and

AJ(t) :=

[
A(t) 0

ΣW (t) −
(
A(t) + ΣV (t)Q(t)−1

)′ ]
.(3.2)

Under the product-of-marginals measure, P
M , X, and Z are independent Markov

processes whose evolutions are conveniently expressed by the “marginal” equations:[
X−T

Z−T

]
=

[
In 0
0 M−1(Pi + M)M−1

] [
ξ

ν−T

]
,

d

[
Xt

Zt

]
= AM (t)

[
Xt

Zt

]
dt + d

[
Vt

νt

]
,

(3.3)

where

AM (t) :=

[
A(t) 0

0 −
(
A(t) + ΣV (t)Q(t)−1

)′
+ ΣW (t)Q(t)

]
.(3.4)

The dual system is obtained by time-reversing (X,Z). For each t ∈ [−T, T ], let

X∗
t := Z−t,

Z∗
t := X−t,

F∗
t := σ(X∗

s , Z
∗
s , s ∈ [−T, t]),

A∗(t) := A(−t)′ + Q(−t)−1ΣV (−t) − ΣW (−t)
(
Q(−t)−1 − P (−t)−1

)−1
,

Σ∗
V (t) := ΣW (−t),

Σ∗
W (t) := ΣV (−t),(3.5)

Q∗(t) := Q(−t)−1 − P (−t)−1,

V ∗
t := X∗

t −X∗
−T −

∫ t

−T

A∗(s)X∗
s ds,

W ∗
t := Z∗

t − Z∗
−T −

∫ t

−T

(
Σ∗

W (s)X∗
s − (A∗(s) + Σ∗

V (s)Q∗(s)−1)′Z∗
s

)
ds,

ν∗t := P (T )−1Z∗
−T +

∫ t

−T

Σ∗
W (s) (X∗

s −Q∗(s)Z∗
s ) ds + W ∗

t .

Proposition 3.1.

(i) Under P, the process ((V ∗
t ,W

∗
t ), F∗

t , t ∈ [−T, T ]) is a 2n-dimensional,
Gaussian martingale with initial value zero and quadratic covariation[[

V ∗

W ∗

]
,

[
V ∗

W ∗

]′]
t

=

∫ t

−T

[
Σ∗

V (s) 0
0 Σ∗

W (s)

]
ds.(3.6)
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(ii) Under P
M , the process ((V ∗

t , ν
∗
t ), F∗

t , t ∈ [−T, T ]) is a 2n-dimensional,
Gaussian martingale with initial value (0, P (T )−1Z∗

−T ) (which is independent of X∗
−T )

and the quadratic covariation of (3.6).
(iii) For each t ∈ [−T, T ],

F∗
t = σ(X∗

−T , Z
∗
−T ; (V ∗

s , W
∗
s ), s ∈ [−T, t])

= σ(X∗
−T , Z

∗
−T ; (V ∗

s , ν
∗
s ), s ∈ [−T, t]).

(3.7)

Proof. Let (Θ(s, t), −T ≤ s ≤ t ≤ T ) be the matrix fundamental solution of (3.1)
without the “driving” process; i.e.,

Θ(s, s) = I2n for −T ≤ s ≤ T,

∂Θ(s, t)

∂t
= AJ(t)Θ(s, t) for −T ≤ s ≤ t ≤ T.

(3.8)

Then it follows that for −T ≤ s ≤ t ≤ T ,

E

[
Z∗
s

X∗
s

] [
Z∗
t

X∗
t

]′
= Θ(−t,−s)PJ(−t),

where PJ(t) is the covariance matrix of (Xt, Zt):

PJ(t) :=

[
P (t) (P (t) −Q(t))Q(t)−1

Q(t)−1(P (t) −Q(t)) Q(t)−1(P (t) −Q(t))Q(t)−1

]
.(3.9)

Straightforward calculations now show that, for any −T ≤ r ≤ s ≤ t ≤ T ,

E

[
Z∗
r

X∗
r

] [
V ∗
t − V ∗

s

W ∗
t −W ∗

s

]′
= 0,

and that (3.6) holds, and so (V ∗,W ∗) is a zero-mean, independent-increments, Gauss-
ian process, independent of (X∗

−T , Z
∗
−T ) and with the quadratic covariation of (3.6).

It is thus a Gaussian martingale with this quadratic covariation with respect to the
filtration it generates. It now follows from the definitions of V ∗ and W ∗ that

(X∗, Z∗) = Φ∗ ((X∗
−T , Z

∗
−T ) , (V ∗,W ∗)

)
,

where Φ∗ is the strong solution of (3.10) below. This proves the first equation in (3.7)
and proves part (i) of the proposition. The second equation in (3.7) and part (ii)
of the proposition can be proved in a similar manner, but starting from the matrix
fundamental solution of (3.3).

It follows from the definitions of V ∗, W ∗, and ν∗ that (X∗, Z∗) satisfies the
following two equations:[

X∗
−T

Z∗
−T

]
=

[
In 0

(M∗)−1 (M∗)−1

] [
ξ∗

ζ∗

]
,

d

[
X∗

t

Z∗
t

]
= A∗

J(t)

[
X∗

t

Z∗
t

]
dt + d

[
V ∗
t

W ∗
t

]
,

(3.10)

and [
X∗

−T

Z∗
−T

]
=

[
In 0
0 (M∗)−1(P ∗

i + M∗)(M∗)−1

] [
ξ∗

ν∗−T

]
,

d

[
X∗

t

Z∗
t

]
= A∗

M (t)

[
X∗

t

Z∗
t

]
dt + d

[
V ∗
t

ν∗t

]
,

(3.11)
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where A∗
J and A∗

M are defined as in (3.2) and (3.4), but with dual quantities, and

ξ∗ := X∗
−T ,

ζ∗ := M∗Z∗
−T −X∗

−T ,

M∗ := Q(T )−1,

P ∗
i := Q(T )−1(P (T ) −Q(T ))Q(T )−1.

(3.12)

Equations (3.10) and (3.11) are the equivalents of (3.1) and (3.3) for a dual filtering
problem: straightforward calculations show that X∗ is a zero-mean Gaussian process,
that X∗(t) has covariance matrix

P ∗(t) := Q(−t)−1(P (−t) −Q(−t))Q(−t)−1,

and that Z∗ is its information filter process given the dual observations

Y ∗
t = ξ∗ + ζ∗ +

∫ t

−T

Σ∗
W (s)X∗

s ds + W ∗
t for t ∈ [−T, T ].

These are made up of initial and running components in the same way as was Y . To
complete the duality, we note that Q∗, as defined in (3.5), is indeed the conditional
covariance matrix for this filter. Thus, in reverse time, the information filter of the
original problem, Z, becomes an autonomous signal process, and the signal process of
the original problem, X, becomes its Kalman–Bucy filter, in information form, given
the dual observations Y ∗.

In analogy with the definitions of S(t), C(t), and D(t) of section 2, we can identify
the information supply, storage, and dissipation for the dual filter:

S∗(t) := I(X∗ ; (Y ∗
s , s ∈ [−T, t]))

=
1

2
log |P ∗

i + M∗| − 1

2
log |M∗| + +

1

2

∫ t

−T

tr(Σ∗
W (s)Q∗(s)) ds

= S∗(−T ) + (D(T ) −D(−t)),

C∗(t) := I((X∗
s , s ∈ [t, T ]) ; (Y ∗

s , s ∈ [−T, t]))(3.13)

= C(−t),

D∗(t) := S∗(t) − C∗(t)

=
1

2

∫ t

−T

tr
(
Σ∗

V (s)
(
Q∗(s)−1 − P ∗(s)−1

))
ds

= S(T ) − S(−t).

This shows that the time-reversed information flows for the original problem can be
interpreted as the forward-time information flows for the dual problem, with supply
and dissipation swapping roles.

It may seem, at first sight, that Ṡ∗(−t) should equal Ṡ(t) since both concern
the supply of information between X and Z over the short time interval [t, t + δt].
That this is not so is because S and S∗ are cumulative information quantities with
derivatives that represent the flow rate of new information. What constitutes new
information between X and Z depends on the time direction over which information
is being accumulated. Over the time interval [t, t + δt] an amount S(t + δt) − S(t) of
new information is supplied in the forward problem. Because this is new, it relates to



DUAL FILTERS 1007

a dependency between Xt+δt and Zt+δt that is not present between (Xs, s ∈ [−T, t])
and (Zs, s ∈ [−T, t]). For this reason the dual filter dissipates it and

D∗(−t) −D∗(−t− δt) = S(t + δt) − S(t).

A central role is played in the information supply rate of the original filter by the
“signal-to-noise ratio” matrix ΣW (t). Its dual, ΣV (t), controls the rate of information
dissipation for the forward filter: the larger it is, the greater is the effect of the signal
noise, and this increases the rate at which the signal “forgets its past.” We can think
of information for the forward filter as being supplied by the observation process,
Y , stored temporarily in the filter state, Zt, and then absorbed by the signal noise
process, V . This notion that the signal noise can erase past information supply is at
the heart of some statistical mechanical analogies developed in [12].

Equation (3.10) provides an “inverse construction” of the pair (X,Z). In (3.1), X
is defined in an autonomous fashion, and Z is defined in a way that couples it to X and
results in a particular joint distribution, PXZ . In the inverse construction (3.10), this
dependency is reversed. Clearly Y can be found from Z (and vice versa) by means of
(3.3) and (2.4), and so (3.10) also provides an inverse construction of the pair (X,Y ).
This construction can be formulated in terms of optimal control, as follows.

The equations for Z∗ in (3.11) and (3.10) can be rewritten as

dZ∗
t = Ā(t)Z∗

t dt + dν∗t(3.14)

and

dZ∗
t = Ā(t)Z∗

t dt + ΣV (−t)U∗(Z∗
t , t) dt + dW ∗

t ,(3.15)

respectively, where

Ā(t) := −
(
A∗(t) + Σ∗

V (t)Q∗(t)−1
)′

+ Σ∗
W (t)Q∗(t)

= −A(−t) − ΣV (−t)P (−t)−1
(3.16)

and

U∗(z∗, t) = X∗
t −

(
Q(−t)−1 − P (−t)−1

)
z∗.(3.17)

Equation (3.14) is the autonomous equation for X, (2.1), reversed in time; (3.15)
can be thought of as being a controlled version of (3.14), in which the control, U∗,
is random through its dependence on X∗. Regarding the outcome of Y (and hence
X∗) as a fixed parameter, the effect of the control is to change the distribution of
the path Z∗ into a regular version of its Y -conditional distribution. In fact U∗ is
the optimal control in an LQG (linear quadratic Gaussian) problem for Z∗ with the
apparent information for estimators of X given Y as cost. (See [11].) The use of
a suboptimal control in this time-reversed problem corresponds to the dissipation of
information at a rate exceeding Ḋ. This fact is useful in the study of suboptimal
filtering. (See [14].) Of course, the same arguments can be applied to the equations
for Z in (3.3) and (3.1) to characterize the dissipation of the dual filtering problem
in terms of a dual LQG control problem for Z in forward time.

4. Interactive entropy production. This section further investigates the in-
teraction between the signal and filter processes of (3.1). Starting from a concept of
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entropy production for the signal, it defines an entropic measure of the local time-
asymmetry of this interaction, which we shall call the rate of interactive entropy pro-
duction between the signal and filter processes. This was introduced in the context
of a statistical mechanical analogy for the signal and filter under special conditions
in [12]. The (pertinent) special conditions are recalled here, as follows:

(S1) ΣV and ΣW are not dependent on t;
(S2) ΣV and ΣW are positive definite for all t ∈ [−T, T ].

We first consider the signal process alone under these conditions. For each −T ≤ t−
ε < t+ ε ≤ T , let ΠX

t+ε|t and ΠX
t−ε|t be regular Xt-conditional distributions of the pro-

cesses (Xu, u ∈ [t, t+ ε]) and (Z∗
u, u ∈ [−t,−t+ ε]), respectively. (These are segments

of the process X extending forward and backward from time t by an amount ε.) It
follows from (S1), (S2), and the Girsanov theorem that ΠX

t+ε|t ∼ ΠX
t−ε|t (a.s.), and that

dΠX
t+ε|t

dΠX
t−ε|t

(X) = exp

(∫ t+ε

t

X ′
s(A(s) − Ā(s− 2t))′Σ−1

V dVs

+
1

2

∫ t+ε

t

X ′
s(A(s) − Ā(s− 2t))′Σ−1

V (A(s) − Ā(s− 2t))Xs ds

)
,

where Ā is as defined in (3.16). The rate of entropy production of X at time
t ∈ (−T, T ), when (S1) and (S2) hold, can then be defined as follows:

RX(t) := lim
ε↓0

ε−1Eh
(
ΠX

t+ε | t|ΠX
t−ε|t

)
=

1

2
tr
(
(A(t) − Ā(−t))′Σ−1

V (A(t) − Ā(−t))P (t)
)
,

(4.1)

where, for measures α and β on the same measurable space, h(α |β) is the relative
entropy

h(α |β) =

∫
log

(
dα

dβ

)
dα if the integral exists,

+∞ otherwise.

(4.2)

This definition of RX is too strong in the general case since it is then possible for
the measures ΠX

t+ε|t and ΠX
t−ε|t to be relatively singular. This can occur even if (S2)

holds, since a small difference between the quadratic variations of X on either side
of time t will result in the relative singularity of ΠX

t+ε|t and ΠX
t−ε|t. We weaken the

definition here by replacing ΠX
t+ε|t and ΠX

t−ε|t in (4.1) with their respective t + ε and

t − ε marginals. The eventuality that ΣW (t) is singular is handled by a relaxation
argument, as follows. For any δ ∈ (0, 1], let Xδ be the R

n-valued process defined by
the following equation:

Xδ
t = ξ +

∫ t

−T

A(s)Xδ
s ds + Vt + δBt for t ∈ [−T, T ],(4.3)

where (Bt,Ft) is a left-shifted n-vector Brownian motion independent of V (and W ).
Let Lδ(t, x) and L̄δ(t, x) be the forward and backward generators of the process Xδ:

Lδ(t, x) :=

n∑
i=1

(A(t)x)i
∂

∂xi
+

1

2

n∑
i,j=1

(
ΣV (t) + δ2In

)
i,j

∂2

∂xi∂xj
,

L̄δ(t, x) :=

n∑
i=1

(Āδ(t)x)i
∂

∂xi
+

1

2

n∑
i,j=1

(
ΣV (t) + δ2In

)
i,j

∂2

∂xi∂xj
,
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where

Āδ(t) := −A(−t) −
(
ΣV (−t) + δ2In

)
P δ(−t)−1,(4.4)

and P δ is the covariance matrix process of Xδ. Let L (= L0) and L̄ (= L̄0) be
the forward and backward generators of the original signal X. The following lemma
provides some justification for the definition that follows, and it establishes some facts
about the processes (Xδ, δ ∈ (0, 1]).

Lemma 4.1.

lim
δ↓0

sup
t∈[−T,T ]

|Xt −Xδ
t | = 0 a.s.,(4.5)

lim
δ↓0

sup
t∈[−T,T ]

‖P (t) − P δ(t)‖ = 0,(4.6)

and, for any f ∈ C2
b (Rn; R),

lim
δ↓0

sup
t,x

∣∣(Lf) (t, x) −
(
Lδf

)
(t, x)

∣∣ = 0,

lim
δ↓0

sup
t,x

∣∣(L̄f) (t, x) −
(
L̄δf

)
(t, x)

∣∣ = 0.
(4.7)

Proof. The difference, X − Xδ, satisfies a simple linear equation and can be
represented by the following convolution integral:

Xt −Xδ
t = δ

∫ t

−T

[
In 0

]
Θ(s, t)

[
In
0

]
dBs,

where Θ is as defined in (3.8). Equations (4.5) and (4.6) readily follow from this.
It now follows from (4.6) that supt ‖Ā(t) − Āδ(t)‖ converges to zero, and this

establishes (4.7).
Definition 4.2. For each t ∈ (−T, T ), the rate of entropy production of the

process X at time t is

RX(t) := lim
δ↓0

lim
ε↓0

ε−1Eh
(
πX,δ
t+ε|t |π

X,δ
t−ε|t

)
if the limit in δ exists,

+∞ otherwise,
(4.8)

where, for each δ ∈ (0, 1] and each ε ∈ (0,max(T − t, T + t)], πX,δ
t+ε|t and πX,δ

t−ε|t are

regular Xδ
t -conditional distributions of Xδ

t+ε and Xδ
t−ε, respectively.

The following proposition shows that this definition is consistent with that in
(4.1), and evaluates RX(t).

Proposition 4.3.

(i) For any t ∈ (−T, T ),

RX(t) = lim
δ↓0

1

2
tr
(
(A(t) − Āδ(−t))′

(
ΣV (t) + δ2In

)−1
(A(t) − Āδ(−t))P δ(t)

)
if the limit exists,(4.9)

+∞ otherwise.

(ii) For any t ∈ (−T, T ) such that |ΣV (t)| �= 0,

RX(t) =
1

2
tr
(
(A(t) − Ā(−t))′ΣV (t)−1(A(t) − Ā(−t))P (t)

)
.(4.10)
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Proof. πX,δ
t+ε|t and πX,δ

t−ε|t are nondegenerate Gaussian distributions on R
n, with

means m+δ(ε) and m−δ(ε), and covariance matrices P+δ(ε) and P−δ(ε), satisfying

m+δ(ε) = Xδ
t +

∫ t+ε

t

A(s)m+δ(s) ds,

m−δ(ε) = Xδ
t +

∫ t+ε

t

Āδ(s− 2t)m−δ(s) ds,

P+δ(ε) =

∫ t+ε

t

(
A(s)P+δ(s) + P+δ(s)A(s)′ + ΣV (s) + δ2In

)
ds,

P−δ(ε) =

∫ t+ε

t

(
Āδ(s− 2t)P−δ(s) + P−δ(s)Āδ(s− 2t)′ + ΣV (2t− s) + δ2In

)
ds.

Since ΣV is Lipschitz continuous, it follows that, for each δ ∈ (0, 1],

P+δ(ε) = (ΣV (t) + δ2In)ε + O(ε2),

P−δ(ε) = (ΣV (t) + δ2In)ε + O(ε2),

P−δ(ε)−1P+δ(ε) = In + O(ε),

and

log
(
P−δ(ε)−1P+δ(ε)

)
= P−δ(ε)−1P+δ(ε) − In + O(ε2).

From these expressions it follows that

h
(
πX,δ
t+ε | t |π

X,δ
t−ε|t

)
= − 1

2
log

(∣∣P−δ(ε)−1P+δ(ε)
∣∣) +

1

2
tr
(
P−δ(ε)−1P+δ(ε) − In

)
+

1

2

(
m+δ(ε) −m−δ(ε)

)′
P−δ(ε)−1

(
m+δ(ε) −m−δ(ε)

)
=

1

2

(
m+δ(ε) −m−δ(ε)

)′
P−δ(ε)−1

(
m+δ(ε) −m−δ(ε)

)
+ O(ε2)

=
1

2

(
Xδ

t

)′
(A(t) − Āδ(−t))′

(
ΣV (t) + δ2In

)−1
(A(t) − Āδ(−t))Xδ

t ε

+ r(Xδ
t , δ, ε)ε

2,

where r(Xδ
t , δ, ε) is quadratic in the components of Xδ

t with coefficients that are
uniformly bounded in (δ, ε). So

lim
ε↓0

ε−1Eh
(
πX,δ
t+ε|t |π

X,δ
t−ε|t

)
=

1

2
tr
(
(A(t) − Āδ(−t))′

(
ΣV (t) + δ2In

)−1
(A(t) − Āδ(−t))P δ(t)

)
,

which proves part (i). Part (ii) follows from this and (4.6).

Remark 4.1. RX(t) measures the degree of time-asymmetry of the process X at
time t. Imagine a game in which one player secretly samples X at the three times
t− ε, t, and t + ε, tosses a coin, reverses the time sequence of the samples if “heads”
occurs, and then shows the other player the sequence, asking whether or not it has
been reversed. RX(t) is a measure of the average degree of ease with which the second
player could answer correctly.
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Remark 4.2. If ΣV (t) is singular, then it is possible (but not necessary) for RX(t)
to be infinite. Consider, for example, the time-homogeneous case in which

A =

[
−2 1
1 −2

]
and ΣV =

[
1 0
0 0

]
.

This has invariant distribution N(0, PSS) with covariance matrix

PSS =
1

24

[
7 2
2 1

]
.

It can be shown that if Xt has this distribution (for example), then RX(t) is infinite.
Furthermore, the second player in the game described above could determine whether
or not the sequence of samples had been reversed with probability one by comparing
the signs of Xt,1−2Xt,2 and Xt+ε,2−Xt−ε,2 for sufficiently small ε. Even though this
example is hypoelliptic, this is not enough to make RX(t) finite.

Remark 4.3. The rate of entropy production of the time-reversed process Z∗ at
time t is the same as that of the forward process X at time −t.

Remark 4.4. RX is homeomorphism invariant. If f is a continuous, one-to-one
mapping from R

n to R
n, then it induces new distributions on R

n corresponding to
πX,δ
t+ε|t and πX,δ

t−ε|t. These can be used to define the rate of entropy production of the

process f(Xt) at time t. This is, of course, equal to RX(t).

Remark 4.5. RX(t) is nonnegative. It is zero if and only if Ā(−t) = A(t), in
which case the dynamics of X are locally time symmetric at time t.

We now use the rates of entropy production of the joint process (X,Z), and those
of the signal and filter processes, X and Z, to define an information-theoretic measure
of the interaction between the latter two, which we shall call the rate of interactive
entropy production. Crucial to the definition is the fact that X and Z are both
marginally as well as jointly Markov. Like that of (marginal) entropy production, the
definition of interactive entropy production relies on a relaxation argument. Let Xδ

be as defined in (4.3), and let Y δ be the following relaxed observation process:

Y δ
t = ξ + ζ +

∫ t

−T

(ΣW (s) + δ2In)Xδ
s ds + Wt + δB̃t,(4.11)

where (B̃t,Ft) is a left-shifted n-vector Brownian motion, independent of V , W , and
B. Let (Zδ, Qδ) be the information form of the Kalman–Bucy filter for Xδ given
Y δ, and let P

M,δ be the associated product-of-marginals measure. (See the discussion
preceding Lemma 2.1.)

The following lemma provides some justification for the definition that follows,
and it establishes some facts about the processes (Zδ, Qδ, δ ∈ (0, 1]).

Lemma 4.4.

lim
δ↓0

sup
t∈[−T,T ]

|Zt − Zδ
t | = 0 a.s.,(4.12)

lim
δ↓0

sup
t∈[−T,T ]

‖Q(t) −Qδ(t)‖ = 0,(4.13)
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and, for any f ∈ C2
b (R2n; R),

lim
δ↓0

sup
t,x

∣∣(LJf
)
(t, x) −

(
LJ,δf

)
(t, x)

∣∣ = 0,

lim
δ↓0

sup
t,x

∣∣(L̄Jf
)
(t, x) −

(
L̄J,δf

)
(t, x)

∣∣ = 0,
(4.14)

where LJ,δ and L̄J,δ are the forward and backward generators of the joint process
(Xδ, Zδ), and LJ (= LJ,0) and L̄J (= L̄J,0) are the forward and backward generators
of (X,Z).

Proof. The difference Q−Qδ satisfies the following equation:

d

dt

(
Q−Qδ

)
(t) = A(t)

(
Q−Qδ

)
(t) +

(
Q−Qδ

)
(t)A(t)′

−
(
Q + Qδ

)
(t)ΣW (t)

(
Q−Qδ

)
(t) + δ2Qδ(t)2.

Since supt,δ ‖Qδ(t)‖ is bounded, there exist finite positive constants K1 and K2 such
that

d

dt
‖Q(t) −Qδ(t)‖ ≤ K1‖Q(t) −Qδ(t)‖ + K2δ

2 for all t ∈ [−T, T ],

and so (4.13) follows from the Gronwall lemma. Equation (4.12) now follows from
(3.1) and (4.6) by straightforward approximation. The fact that P δ(t), Qδ(t), and
Āδ(t) converge to P (t), Q(t), and Ā(t), respectively, establishes (4.14).

Since the joint process (Xδ, Zδ) is Markov under both P and P
M,δ, it has rates of

entropy production (Rδ
J(t) and Rδ

M (t)) under these measures. The difference Rδ
J(t)−

Rδ
M (t) isolates that part of Rδ

J(t) associated with the interaction of Xδ and Zδ. This
is the rationale for the following definition.

Definition 4.5. For each t ∈ (−T, T ), the rate of interactive entropy production
between the signal and filter processes X and Z at time t is

RI(t) := lim
δ↓0

(
lim
ε↓0

ε−1Eh
(
πJ,δ
t+ε|t |π

J,δ
t−ε|t

)
− lim

ε↓0
ε−1Eh

(
πM,δ
t+ε|t |π

M,δ
t−ε|t

))
,(4.15)

where πJ,δ
t+ε|t is a regular (Xδ

t , Z
δ
t )-conditional distribution of (Xδ

t+ε, Z
δ
t+ε) under P,

πJ,δ
t−ε|t is a regular (Xδ

t , Z
δ
t )-conditional distribution of (Xδ

t−ε, Z
δ
t−ε) under P, and

πM,δ
t+ε|t and πM,δ

t−ε|t are corresponding regular conditional distributions under P
M,δ.

Proposition 4.6. For any t ∈ (−T, T ),

RI(t) = Ṡ(t) + Ḋ(t),(4.16)

where S and D are the information supply and dissipation processes of (2.6).
Proof. It follows from Proposition 4.3 that

Rδ
J(t) := lim

ε↓0
ε−1Eh

(
πJ,δ
t+ε|t |π

J,δ
t−ε|t

)

=
1

2
tr

(
(Aδ

J(t) − UAδ∗
J (−t)U)′(ΣJ(t) + δ2I2n)−1(4.17)

× (Aδ
J(t) − UAδ∗

J (−t)U)P δ
J (t)

)
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and

Rδ
M (t) := lim

ε↓0
ε−1EMh

(
πM,δ
t+ε|t |π

M,δ
t−ε|t

)

=
1

2
tr

(
(Aδ

M (t) − UAδ∗
M (−t)U)′(ΣJ(t) + δ2I2n)−1(4.18)

× (Aδ
M (t) − UAδ∗

M (−t)U)P δ
M (t)

)
,

where Aδ
J , Aδ∗

J , Aδ
M , Aδ∗

M , and P δ
J are the equivalents of AJ , A∗

J , AM , A∗
M , and PJ

for the relaxed problem, U is the 2n× 2n transposition matrix

U =

[
0 In
In 0

]
,(4.19)

ΣJ is the joint quadratic covariation rate matrix of (2.10), and P δ
M is the product-of-

marginals covariance matrix process for the relaxed problem,

P δ
M =

[
P δ 0
0 (Qδ)−1(P δ −Qδ)(Qδ)−1

]
.(4.20)

Straightforward calculations now show that

Rδ
j(t) −Rδ

M (t) =
1

2
tr
(
(ΣW (t) + δ2In)Qδ(t)

)
+

1

2
tr
(
(ΣV (t) + δ2In)

(
Qδ(t)−1 − P δ(t)−1

))
,

which, together with (2.11), (2.12), (4.6), and (4.13), completes the proof.
Remark 4.6. RI inherits the properties of RX discussed in Remarks 4.1, 4.3, 4.4,

and 4.5. It measures the time-asymmetry of the interaction between the signal and
filter processes, and as shown by Proposition 4.6, this is entirely associated with the
flow of information. The rate of interactive entropy production of the dual system at
time −t is the same as that of the original system at time t.

Remark 4.7. RI(t) is finite even if RJ(t) and RM (t) are not. Consider the
example system with signal as in Remark 4.2 and with the time-homogeneous ob-
servation covariance matrix ΣW = ΣV . When in their joint invariant distribution,
the signal and filter processes are strongly locally time asymmetric in the sense that
RX(t) = RZ(t) = +∞. However, their interaction is not, in the sense that RI(t) is
finite. The strong time-asymmetry of the joint process is associated with the marginal
dynamics of X and Z and not with their interaction.

Remark 4.8. If |ΣV (t)| �= 0 and |ΣW (t)| �= 0, then

RI(t) = RJ(t) −RM (t)

= RJ(t) −RX(t) −RZ(t),
(4.21)

where RJ and RM are the (finite) rates of entropy production of the joint process
(X,Z) under P and P

M , respectively, and RZ is the rate of entropy production of the
filter process, Z.

5. Connections with statistical mechanics. In [12] a statistical mechanical
analogy for the signal is developed that depends on (S1), (S2), and an additional
condition, as follows:
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(S3) A does not depend on t, and all of its eigenvalues have negative real parts.
Under these conditions X has the unique invariant distribution, N(0, PSS), where

APSS + PSSA
′ + ΣV = 0.(5.1)

The analogy involves an abstract statistical mechanical system whose state is a prob-
ability measure on (Rn,Bn). In fact the state at time t is the distribution of Xt,
N(0, P (t)). In state μ, the system has energy E(μ), entropy S(μ), and free energy
F(μ), where

E(μ) :=

∫
H(x)μ(dx),

S(μ) := −h(μ |Leb),(5.2)

F(μ) := E(μ) − S(μ);

h is the relative entropy of (4.2), Leb is the Lebesgue measure, and H is the following
Hamiltonian:

H(x) :=
1

2
x′P−1

SS x.(5.3)

It is shown in [12] that the free energy F is minimized by the stationary state,
N(0, PSS), and that, for any state process (μt, t ∈ [−T, T ]) satisfying the Kolmogorov
forward (Fokker–Planck) equation associated with X, the free energy is nonincreas-
ing. In particular this is true of the state process (N(0, P (t)), t ∈ [−T, T ]). The state
evolves toward the minimum free energy state, N(0, PSS), in such a way that the free
energy is nonincreasing. The introduction of a heat bath, with which the abstract
statistical mechanical system interacts, connects this property with the second law of
thermodynamics. (See [12].)

In the statistical mechanics literature, stationary states are referred to as station-
ary equilibrium states, or stationary nonequilibrium states, according to the net flow
of some quantity (often energy) in the state, an equilibrium state being one for which
this flow is zero. (See, for example, [1], [5], or [8].) Stationary nonequilibrium states
of physical systems are typically associated with strictly increasing entropy. For ex-
ample, if a cylinder of gas is heated at one end and cooled at the other, a stationary
nonequilibrium state is eventually set up in the gas, in which heat flows from the hot
end to the cool end—heat flowing from a hot object to a cool object causes entropy
to increase in the universe. For this reason, nonequilibrium states have associated
nonzero rates of entropy production. For the abstract system associated with the
signal process, X, the rate of entropy production is defined in Definition 4.2. This is
zero (and N(0, PSS) is a stationary equilibrium state) if and only if X is self-adjoint
in the sense that PSSA

′ = APSS . Otherwise N(0, PSS) is a stationary nonequilibrium
state.

The statistical mechanical analogy of [12] is also applied there to the joint process
(X,Z), again under the special conditions (S1)–(S3). This describes a “joint” system
with Hamiltonian

HJ(x, z) :=
1

2

[
x′ z′

]
P−1
J,SS

[
x
z

]
,(5.4)

where PJ,SS is the stationary covariance matrix, to which PJ(t) of (3.9) converges.
This joint system is shown to exhibit, when in its stationary state N(0, PJ,SS), an
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energy flow around a loop comprising two subsystems and a heat bath. These sub-
systems are termed the “conditional signal” and the “filter” systems. They are char-
acterized by the processes X − QZ and Z in the same way that the original system
is characterized by X, and the joint system by (X,Z). The subsystems are “physi-
cally distinct” in the sense that (i) their characterizing processes, X −QZ and Z, are
marginally Markov; (ii) the energy of the joint system is the sum of the energies of
the subsystems; and (iii) the entropy of the joint system is the sum of the entropies of
the subsystems. Property (i), in particular, shows that it is possible to identify rates
of entropy production for each of the two subsystems as well as for the joint system.
These rates correspond to nonequilibrium statistical mechanics occurring within the
subsystems. By subtracting them from that of the joint system, a rate of entropy
production associated purely with the interaction between the subsystems is isolated.
Of course, this is the rate of interactive entropy production, defined in section 4. The
energy flow in the stationary nonequilibrium state of this analogy is, therefore, di-
rectly connected with the information flows of the Kalman–Bucy filter. The reader is
referred to [12] for a complete discussion of this analogy.

These statistical mechanical analogies can be extended to the more general setting
of this paper in a number of ways. For example, one can regard the time-varying
nature of A and ΣV as being the effect of external forces applied to the abstract
system associated with X. Suppose that (S2) holds and that

(S3′) for each t ∈ [−T, T ], all eigenvalues of A(t) have negative real parts.
Then we can define a “stationary” covariance matrix, PSS(t), for each t as the solution
of the following equation:

A(t)PSS(t) + PSS(t)A(t)′ + ΣV (t) = 0.(5.5)

The time-varying nature of PSS now gives rise to a time-varying Hamiltonian

H(t, x) :=
1

2
x′PSS(t)−1x.(5.6)

If the energy, entropy, and free energy functionals of the abstract system remain
as defined in (5.2), but with this time-varying Hamiltonian, then the minimum free
energy state, N(0, PSS(t)), changes with time. If the external force remains constant
on some interval [s, t], then the state of the system will evolve toward N(0, PSS(s))
on this interval, and will do so in a manner that gives rise to a nonincreasing free
energy. On the other hand, if the external force continues to change, then the state
will “attempt to track” the moving target, N(0, PSS(t)). In this case, the abstract
system will rarely, if ever, be in its minimum free energy state.

If the changes in A and ΣV occur on a time scale that is large in comparison
to the magnitude of the eigenvalues of A, then the system state may be close to the
minimum free energy state at all times. The changing nature of E(N(0, P (t))) is then
partly due to interaction with the heat bath (short time scale), and partly due to
energy transferred to or from the system by the time-varying force (long time scale).
This is analogous to a cylinder of gas (with identical or different end temperatures)
whose volume is changed slowly by the movement of a piston.

Of course, the abstract system associated with the joint process (X,Z) can also
be thought of in this way. Even though, in general, the energy of this system will be
time-varying, it is still possible to identify a circular flow of energy around a loop of
subsystems. As in the special case of [12], this is directly connected with the flow of
information between the signal and filter processes.
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The reader interested in further discussion of statistical mechanical analogies is
referred to [12] and [14].

6. Conclusions. This paper has developed dual linear filtering problems and has
defined and related information flows for them. The information processing carried
out by the dual filter has been shown to be a time-reversed version of that carried
out by the original. The information flow rates between signal and filter processes are
intimately connected with entropy production in nonequilibrium statistical mechanical
systems. This interpretation is developed fully elsewhere (see [12] and [14]).

The derivation of dual filters by the techniques of this paper is not restricted to
linear models. The same approach can be taken with nonlinear filters. (See [13].) The
dual filters thus obtained are finite-dimensional and typically nonlinear. Of course this
does not herald the “El Dorado” of finite-dimensional nonlinear filtering because the
finite-dimensionality of these particular filters depends on a very special relation ex-
isting between the distribution and dynamics of the signal and observation processes.
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REGULARITY OF THE EIKONAL EQUATION WITH NEUMANN
BOUNDARY CONDITIONS IN THE PLANE: APPLICATION TO

FRONTS WITH NONLOCAL TERMS∗

PIERRE CARDALIAGUET† AND CLAUDIO MARCHI‡

Abstract. The first part of the paper is devoted to length estimates of the boundary of the
reachable set for the plane and state constrained controlled system x′(t) = c(t, x(t))b(t) (where
|b(t)| ≤ 1 a.e.). This study is motivated in the second part by the analysis of dislocation dynamics,
which can be modeled as a curve Γ(t) moving in an open set Ω ⊂ R

2 according to some nonlocal law
with Neumann boundary conditions on ∂Ω. The length estimates of the first part play a crucial role
in the proof of the existence and uniqueness of a viscosity solution for this model.

Key words. dislocation dynamics, eikonal equation, Hamilton–Jacobi equations, Neumann
boundary condition, discontinuous viscosity solutions, nonlocal equations

AMS subject classifications. 35F25, 35D05

DOI. 10.1137/050635894

1. Introduction. In this paper, we study the dynamics of a curve Γ(t) ⊂ Ω
which moves according to the following nonlocal law:

Vt,x = c̄1(t, x) + I
(
1K(t)

)
(t, x),(1)

where Ω is an open subset of R
2, Vt,x is the normal velocity at the point x at time t,

K(t) is the set enclosed by the curve Γ(t), the map I is defined by

I(ρ)(t, x) :=

∫
Ω

c̄2(t, x, y)ρ(y) dy ∀ρ ∈ L
1(Ω),

and c̄2 solves the elasticity equation (see [2, 3]). Moreover, the curve Γ can touch
the boundary ∂Ω only orthogonally. Our investigation originated from the so-called
phase field model of dislocation, introduced by Rodney, Le Bouar, and Finel [13]: a
dislocation is a line of crystal defect, and it moves on its slip plane with a normal
velocity proportional to the Peach–Koehler force acting on the line:

Vt,x = c̄1(t, x) + c̄2 �x 1K(t)(t, x),(2)

where c̄1 is the contribution given by an exterior field, while c̄2�x1K(t) (the convolution
is done only w.r.t. the space variable x ∈ R

2) is a force created by the dislocation
itself. Equations of this type have been studied only in the whole space: one of the
main issues of this note is that we reduced the slip plane to a open subset Ω and
addressed the dynamics’ modifications given by the presence of ∂Ω.
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For dynamics in the whole space, let us recall that if we set

ρ(t, x) = 1K(t)(x) ≡
{

1 if x ∈ K(t),
0 otherwise,

(3)

then ρ is a (discontinuous) viscosity solution to the following Cauchy problem for a
nonlocal Hamilton–Jacobi equation{

∂ρ
∂t = (c̄1 + c̄2 �x ρ) |∇ρ| in (0,+∞) × R

2,
ρ(0, x) = 1K0(x) on R

2,

where K0 is the starting set. For c̄2 ≥ 0, the equation fulfills the inclusion principle, so
the existence and uniqueness of the solution follow from a result by Cardaliaguet [9];
from a physical point of view, however, this case is not interesting because c̄2 needs to
have zero mean. For c̄2 changing sign, Alvarez, Hoch, Le Bouar, and Monneau [2, 3]
proved the short time existence and uniqueness of the solution, provided that the
dislocation starts from a Lipschitz graph. Finally, in a forthcoming paper, Alvarez,
Cardaliaguet, and Monneau [1] addressed the existence and uniqueness of the solution
in an arbitrary time interval under the assumption that the starting set K0 fulfills
the interior sphere condition of radius r > 0 (i.e., for every x ∈ ∂K0, there exists
a unitary vector p such that B(x − rp, r) ⊆ K0) and that c̄i fulfills (beside some
regularity assumptions)

c̄1(t, x) ≥ ‖c̄2(t, ·)‖L1(R2) ∀(t, x) ∈ (0,+∞) × R
2

(which assures that the dislocation is noncontracting: c̄1 + c̄2 �x 1K ≥ 0 for every
Borel set K). Actually, these results also apply when the space is R

N , even if the
only interesting case for the phase field model is N = 2.

In our study of (1), the function ρ defined by (3) is a discontinuous solution to
the following problem with Neumann boundary conditions in the viscosity sense:⎧⎨

⎩
∂ρ
∂t =

(
c̄1 + I(ρ)

)
|∇ρ| in (0,+∞) × Ω,

ρ(0, x) = 1K0(x) on Ω,
∂ρ
∂ν = 0 on (0,+∞) × ∂Ω

(4)

(ν is the outward unity normal to ∂Ω). One of the main issues of this paper is
that we establish the existence and uniqueness (in a sense that will be specified in
section 4) of the solution to the above initial boundary value problem under some
interior sphere condition on the initial set K0 and a condition on c̄1 and c̄2 ensuring
that the dislocation is expanding.

As in [1], we shall use the Banach fixed point theorem for the mapping Φ on
C0([0, T ],L1(Ω)) that associates to any ρ0 ∈ C0([0, T ],L1(Ω)) the unique discontinu-
ous solution to ⎧⎨

⎩
∂ρ
∂t = cρ0 |∇ρ| in (0, T ) × Ω,
ρ(0, x) = 1K0(x) on Ω,
∂ρ
∂ν = 0 on (0, T ) × ∂Ω

with cρ0 :=
(
c̄1 + I(ρ0)

)
. In order to prove that Φ is a well-defined contraction,

we use the representation formula: for 0 ≤ ρ0 ≤ 1, the level set {Φ(ρ0)(t, ·) = 1}
coincides with the reachable set (for the precise definition, see formula (7) below) of
the following control problem with reflecting boundary:{

y′(s) = cρ0(s, y(s))
[
b(s) − 〈b(s); ν(y(s))〉1∂Ω(y(s))ν(y(s))

]
a.e. in [0, t],

y(0) ∈ K0, y(s) ∈ Ω ∀s ∈ [0, t],
(5)
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where the control b : [0, t] → B(0, 1) is a measurable map and ν(y(s)) is the outward
unitary normal to ∂Ω in y(s); namely, z ∈ {Φ(ρ0)(t, ·) = 1} if and only if there exists
a measurable map b : [0, t] → B(0, 1) and a solution y to (5) with y(t) = z.

For proving that Φ is a contraction, we are led to estimate the Lebesgue measure
of the reachable set and the Hausdorff measure of its boundary. In the case Ω = R

N

treated in [1], these estimates were based on the fact that the interior sphere assump-
tion stated on the initial set K0 propagates: the reachable set of the (unconstrained)
control system satisfies the interior sphere condition for all times (see [7]). This gives
a bound from above for the curvature of the reachable set at each time t, from which
an estimate of the length of its boundary is derived. In our case, when Ω �= R

2, the
interior sphere condition does not propagate: as we show below, the curvature of the
reachable set can blow up near the boundary of Ω. The main contribution of this pa-
per is to explain how to overcome this difficulty, at least in dimension 2. In particular
we show that the boundary of the reachable set has bounded length, although not
necessarily finite curvature. From this we deduce estimates on the Lebesgue measure
of the reachable set and the existence and uniqueness for problem (4).

The paper is organized as follows: In the rest of this introduction we give an
example in which many features of our problem appear, and we set some notation.
Section 2 is devoted to the estimates of the volume and the boundary of the reachable
set of problem (5). The existence and uniqueness of the solution to (4) (and, in
particular, the dynamics of Γ) are established in section 4 (using some technical
estimates stated in section 3). Finally, the appendix is devoted to the proof of an
extension of the Pontryagin maximum principle (stated in section 2).

1.1. Toy example. We give here an elementary example showing that the reach-
able set of a reflected controlled system of the form (5) can have a curvature which
blows up at some point.

Consider c ≡ 1, Ω = R
2\B(0, 1), and K0 = B ((−4, 0), 1). In this case the

reachable set R(t) for the reflected control problem (5) can be explicitly computed.
For this we note that R(t) is just the set of points x ∈ Ω which is at a geodesic distance
(in Ω) from K0 not larger than t.

Hence for t ∈ [0, 2], R(t) = B̄
(
(−4, 0), 1 + t

)
(see Figure 1). For t ∈ [2,

√
15],

R(t) = B̄
(
(−4, 0), 1 + t

)
\B(0, 1) (see Figure 2).

After t̄ =
√

15 − 1, some geodesics need to bend around ∂Ω for reaching the
points in the “cone of shade” due to the presence of CΩ (see Figure 3). In this
case, all the points in this cone of shade are reached by geodesics passing through
either the point P1 = (−1/4,−

√
15/4) or the point P2 = (−1/4,

√
15/4). These

geodesics are made up of a straight line from (−4, 0) to P1 or P2, an arc on ∂Ω, and
again a straight line tangent to ∂Ω. For the sake of simplicity, let us consider the
coordinate system centered in (0, 0) with the ξ-axis and η-axis given, respectively, by
the vector (−1/4,−

√
15/4) and (

√
15/4,−1/4) (i.e., in the new system P1 = (1, 0)).

For t ∈ (t̄, 4), the coordinates of the point of ∂R(t) reached by a geodesic passing
through P1 and remaining on ∂Ω from the time t̄ to the time s (for some s ∈ [t̄, t])
are given by

{
ξ(s) = cos(s− t̄) − (t− s) sin(s− t̄),
η(s) = sin(s− t̄) + (t− s) cos(s− t̄).

By standard arguments, one can verify that the curvature of ∂R(t) at that point is
(t− s)−2; in particular, as s → t, it tends to +∞.
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Fig. 3.

Notation. For each K ⊂ R
2, ∂R2K and ∂K stand for its boundary in the natural

topology of R
2 and, respectively, in the induced topology of Ω; in other words, we

have

∂K := ∂R2K ∩ Ω.

Moreover, CK := R
2\K, and 1K is the characteristic function of K; i.e., 1K(x) = 1

if x ∈ K, and 1K(x) = 0 if x ∈ CK. For all sets K and H in R
2, dH(K,H) stands for

the Hausdorff distance between the sets K and H:

dH(K,H) := max

{
max
s∈K

dist(s,H), max
u∈H

dist(u,K)

}
,

where dist(s,H) := min{|s− u| : u ∈ H}. We denote by B(p, r) the ball centered in
p ∈ R

2 with radius r > 0; B is the abridged notation of B(0, 1). For every x, y ∈ Ω,
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dΩ(x, y) is their geodesic distance; namely,

dΩ(x, y) := inf

{
l | ∃ an AC arc, contained in Ω, with length l

and extremities in x and y

}
.

For a function ρ, ρ∗ (resp., ρ∗) denotes the upper semicontinuous envelope (resp.,
the lower semicontinuous envelope) of ρ.

2. Main estimates for the reachable set. In this section we consider the
reachable set for the reflected control problem⎧⎨

⎩
y′(t) = c(t, y(t))

[
b(t) − 〈b(t), ν(y(t))〉1∂Ω(y(t))ν(y(t))

]
a.e. in (0, T ),

y(t) ∈ Ω ∀t ≥ 0,
y(0) = y0 ∈ K0,

(6)

where b : (0, T ) → B is a time measurable control and ν(y(t)) is the outward unit
normal to ∂Ω at y(t). Let us recall that if Ω has a C2 boundary and c is sufficiently
regular, then, for any measurable control b : (0, T ) → B and any initial position
y0 ∈ K0, (6) has a unique solution.

The reachable set at time t > 0 for this reflected control system is given by

R(t) = {x ∈ Ω | ∃y solution to (6) on [0, t] with y(t) = x}.(7)

Our aim is to show that the boundary of this set has a finite Hausdorff measure and
that its volume depends in a Lipschitz continuous way on the time.

For doing this we will need the following conditions on c, K0, and Ω:⎧⎪⎪⎨
⎪⎪⎩

(i) c is continuous and derivable w.r.t. the second variable,
(ii) 0 < m ≤ c(t, x) ≤ M ∀(t, x) ∈ R

+ × Ω,
(iii) |c(t, x1) − c(t, x2)| ≤ L0|x1 − x2| ∀(t, x1), (t, x2) ∈ R

+ × Ω,
(iv) |Dxc(t, x1) −Dxc(t, x2)| ≤ L1|x1 − x2| ∀(t, x1), (t, x2) ∈ R

+ × Ω

(8)

for some positive constants m, M , L0, and L1.
The initial set K0 ⊂ Ω has to satisfy the following:

K0 is compact and fulfills the interior sphere condition with radius r;(9)

namely, for any x ∈ ∂K0, there is some p ∈ R
2, |p| = 1, with B(x− rp, r) ⊂ K0.

On Ω we assume that{
Ω is connected, ∂Ω is of class C2, and CΩ fulfills the

interior sphere condition with radius r1 > 0.
(10)

We also require that

∃ k0 > 0 such that |x− y| ≤ dΩ(x, y) ≤ k0|x− y| ∀x, y ∈ Ω(11)

(the first inequality being obvious).
We finally introduce the minimal time function τ , which plays a crucial role in

our study:

τ(x) := inf {t : x ∈ R(t)} ;(12)

it is the time needed by the reflected controlled system to reach a point x when
starting from K0.
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By standard argument (see [5]), we have the following lemma.
Lemma 2.1. The function τ is Lipschitz continuous with a Lipschitz constant

less than k0/m, where m and k0 are defined in (8) and (11). Moreover, τ satisfies the
Hamilton–Jacobi equation c(τ(x), x)|∇τ(x)| = 1 in the viscosity sense in Ω \K0.

We also note that the level sets of τ fulfill

{x : τ(x) = t} ⊇ ∂R(t);(13)

in general, the inclusion is strict.

2.1. Extremal solutions and the Pontryagin maximum principle.
Definition 2.2. An admissible trajectory y is called extremal on [0, t] if

τ(y(t)) = t.
It is well known (for a detailed study of extremal trajectories, see [4, 8, 10, 15] and

the references therein) that if y is an extremal trajectory on [0, t], then τ(y(s)) = s for
any s ∈ [0, t]. Throughout this section, Y(t) denotes the set of extremal trajectories
on [0, t]:

Y(t) = {y extremal trajectory on [0, t]}.

The following result, proved in the appendix, is an extension of the Pontryagin
maximum principle for our reflected control problem. It is inspired by similar results
of Frankowska [12] on the regularity of the state and the adjoint for state constraints
system. Let us note that the equation on p′ is new in this context.

Here we denote by d the signed distance to the boundary of Ω:

d(x) =

{
−d∂Ω(x) if x ∈ Ω,
dΩ(x) otherwise.

From assumption (10), the function d is C2 in a neighborhood of ∂Ω. Finally, for any
s ∈ R, we set (s)+ = max{s, 0}.

Lemma 2.3. Let x(·) be an extremal trajectory on the time interval [0, T ]. Then
there is a Lipschitz continuous function p : [0, T ] → R

N\{0} and a measurable map
λ : [0, T ] → R such that

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x′(t) = c(t, x(t))
p(t)

|p(t)| ∀t ∈ (0, T ),

p′(t) = − [Dxc(t, x(t)) − λ(t)Dd(x(t))] |p(t)| for a.e. t ∈ (0, T ),

λ(t) =
(
−

〈
D2d(x(t))c(t, x(t)) p(t)

|p(t)| ,
p(t)
|p(t)|

〉
+ 〈Dd(x(t)), Dxc(t, x(t))〉

)
+
1∂Ω(x(t)) for a.e. t ∈ (0, T ),

x(t) ∈ Ω ∀t ∈ (0, T ).

(14)

The map p is called the adjoint of x.
Remark 2.4. Lemma 2.3 states, in particular, that any extremal trajectory is

C1,1.
Remark 2.5. Problem (6) can be rewritten as a constraint problem; actually, its

extremal trajectories coincide with those of problem{
y′(t) = c(t, y(t))b(t) a.e. in (0, T ),
y(t) ∈ Ω ∀t ≥ 0, y(0) = y0 ∈ K0,
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and the function λ is a multiplier. Of course, other types of Neumann boundary
conditions give rise to control problems that fail this property.

We now state several consequences of Lemma 2.3.
Corollary 2.6. For any T > 0, the set Y(T ) is compact w.r.t. the C1 norm.
Proof. From standard arguments the set Y(T ), endowed with the C0 norm, is

compact. Let (yn) be a converging sequence of Y(T ) for the C0 norm, and let y be its
limit. We claim that yn converges to y for the C1 norm.

From Lemma 2.3, for any n, there is some Lipschitz map pn : [0, T ] → R
N\{0}

such that |pn(0)| = 1 and (14) holds. In particular, the (pn) are Lipschitz continuous
with a Lipschitz constant depending only on the regularity of Ω and of c. Hence
a subsequence, still denoted (pn), converges uniformly to some Lipschitz continuous
function p such that |p(0)| = 1 and p is a solution to⎧⎪⎪⎪⎨

⎪⎪⎪⎩

p′(t) = − [Dxc(t, x(t)) − λ(t)Dd(x(t))] |p(t)|,

λ(t) =
(
−

〈
D2d(x(t))c(t, x(t)) p(t)

|p(t)| ,
p(t)
|p(t)|

〉
+ 〈Dd(x(t)), Dxc(t, x(t))〉

)
+
1∂Ω(x(t))

for a.e. t ∈ (0, T ). In particular, we deduce that p(t) �= 0. Therefore, since y′n(t) =
c(t, yn(t))pn(t)/|pn(t)|, (y′n) uniformly converges to y′(t) = c(t, y(t))p(t)/|p(t)|.

So we have proved that for any sequence (yn) of Y(T ), there is a subsequence
which converges in the C1 norm, whence we get the desired result.

The next statement explains that two extremal trajectories on [0, T ] when crossing
on (0, T ) necessarily have the same velocity.

Lemma 2.7. Let y1 and y2 be two extremal trajectories on [0, T ] for which there
is some t ∈ (0, T ) with y1(t) = y2(t) ∈ ∂Ω. Then y′1(t) = y′2(t).

Remark 2.8. Contrary to what happens in the unconstrained case (Ω = R
2), two

different extremal trajectories of our reflected control problem can indeed cross, in
particular on the boundary of Ω (as shown in Figure 3).

Proof. Since Ω has a C2 boundary, y1(t) = y2(t) ∈ ∂Ω, and y1 and y2 are C1

and remain in Ω on [0, T ], we deduce that the vectors y′1(t) and y′2(t) are necessarily
tangent to ∂Ω. Since, moreover, |y′1(t)| = c(t, y1(t)) = |y′2(t)| and we are in the plane,
this leads to y′1(t) = ±y′2(t). Suppose for a while that y′1(t) = −y′2(t). Then, thanks
to Lemma 2.1, we have for any h > 0 sufficiently small

2h = τ(y2(t + h)) − τ(y1(t− h)) ≤ k0

m
|y1(t− h) − y2(t + h)| =

k0

m
hε(h),

where ε(h) → 0 as h → 0+. This is impossible. So y′1(t) = y′2(t).
As a consequence, we have the following technical result which shall be useful in

the proof of the main perimeter estimate.
Corollary 2.9. Let δ > 0 and T > 0 be fixed. There is some positive σ such

that if y1 and y2 are two extremal trajectories on some interval [0, t1+δ] and [0, t2+δ],
for t1, t2 ∈ (0, T ], and if y1(t1) ∈ ∂Ω, y2(t2) ∈ ∂Ω with |y1(t1) − y2(t2)| ≤ σ, then∣∣∣∣ y′1(t1)|y′1(t1)|

− y′2(t2)

|y′2(t2)|

∣∣∣∣ ≤ cb|y1(t1) − y2(t2)|,

where cb depends only on the C2 regularity of ∂Ω.
Proof. Let us first define the constant cb. Since we are in the plane and Ω has a

C2 boundary, there is a constant cb (depending on the curvature of ∂Ω in K0 +BMT )
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such that, for any y1, y2 ∈ ∂Ω ∩ (K0 + BMT ) and for any v1, v2 unit tangent vector
to ∂Ω at y1 and y2, we have either

|v1 − v2| ≤ cb|y1 − y2| or |v1 + v2| ≤ cb|y1 − y2|.

We now argue by contradiction, by assuming that there is a sequence σn → 0+

and, for any n, some pair yn1 and yn2 of extremal trajectories on some time intervals
[0, tn1 + δ] and [0, tn2 + δ], such that

|yn1 (tn1 ) − yn2 (tn2 )| ≤ σn(15)

and ∣∣∣∣ (yn1 )′(tn1 )

|(yn1 )′(tn1 )| −
(yn2 )′(tn2 )

|(yn2 )′(tn2 )|

∣∣∣∣ > cb|yn1 (tn1 ) − y2(t
n
2 )|.

Let us observe that by conditions (8), we have

yni (t) ∈ K0 + BMT ∀n ∈ N, t ∈ [0, T ] (i = 1, 2).

From the definition of cb, the previous inequality implies that∣∣∣∣ (yn1 )′(tn1 )

|(yn1 )′(tn1 )| +
(yn2 )′(tn2 )

|(yn2 )′(tn2 )|

∣∣∣∣ ≤ cb|yn1 (tn1 ) − y2(t
n
2 )|,(16)

because (yn1 )′(tn1 )/|(yn1 )′(tn1 )| and (yn2 )′(tn2 )/|(yn2 )′(tn2 )| are tangent to ∂Ω at yn1 (tn1 ) and
yn2 (tn2 ), respectively.

Thanks to Corollary 2.6 we can extract subsequences of (yn1 ), (yn2 ), (tn1 ), and
(tn2 )—still denoted (yn1 ), (yn2 ), (tn1 ), and (tn2 )—converging to some y1, y2, t1, and
t2, where y1 and y2 are extremal, on [0, t1 + δ] and [0, t2 + δ]. From (15), we have
y1(t1) = y2(t2) and therefore t1 = t2. Then (16) becomes y′1(t1) = −y′2(t2) with
y′(t1) �= 0 because of Lemma 2.3. This is in contradiction with Lemma 2.7.

2.2. Main estimates. We now state the main results of this section. The first
one states, thanks to (13), that the length of the boundary of the reachable set—or,
more precisely, its Hausdorff measure H1 (see [11])—remains bounded. The second
one explains that the volume of the reachable set depends in a Lipschitz continuous
way on the time.

Proposition 2.10. For T > 0, there exists a constant C such that

H1
(
{τ = t}

)
≤ C ∀t ∈ [0, T ].

The constant C depends on Ω and on the constants r, m, M , L0, L1, and T in
assumptions (8)–(11).

As a consequence we have the following corollary.
Corollary 2.11. Under the assumptions of Proposition 2.10,

|R(t1)\R(t0)| ≤ MC(t1 − t0) ∀0 ≤ t0 ≤ t1 ≤ T,

where C is the constant in Proposition 2.10 and M is given by (8).
Remark 2.12. In particular, the map

t → ρ(t) ≡ 1R(t)

is locally Lipschitz continuous in L
1(Ω).
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The proofs of Proposition 2.10 and Corollary 2.11 are the aim of the rest of the
section. For proving Proposition 2.10, we divide the set {τ = t} into two sets: the
first one consists of points which can be reached with extremal trajectories remaining
in the interior of Ω. The second one is made up of points for which the associated
extremal trajectories have to touch ∂Ω. For the first set, the techniques of [1] can be
adapted, although they have to be localized. For the second set, the key idea amounts
to comparing its length with the length of ∂Ω.

Let us introduce more precise notation: for t ≥ 0 we set

Et := {x ∈ ∂Ω | ∃y ∈ Y(t), ∃s ∈ [0, t] with y(s) = x} ,(17)

Dint
t := {x ∈ Ω | ∃y ∈ Y(t) with y(t) = x and y([0, t]) ∩ ∂Ω = ∅} ,(18)

Dbnd
t := {x ∈ Ω | ∃y ∈ Y(t), ∃s ∈ [0, t) with y(t) = x and y(s) ∈ ∂Ω} .(19)

We note that Dint
t is exactly the subset of points of {τ = t} which can be reached with

extremal trajectories remaining in the interior of Ω, while Dbnd
t is the set of points of

{τ = t} reached by extremal trajectories passing by ∂Ω. Furthermore,

{τ = t} = Dint
t ∪Dbnd

t .

2.3. Estimates for the set reachable by passing by ∂Ω. In this part we
estimate the length of Dbnd

t . For this we heavily use the fact that we are dealing
with a plane system. We do not know if similar constructions can be done in higher
dimensions.

Since we cannot directly estimate the length of Dbnd
t , we need to introduce an

approximation of this set given, for any δ > 0, by

Dbnd
t (δ) =

{
x ∈ Ω | ∃y ∈ Y(t), ∃s ∈ [0, t− δ) with y(t) = x,

y(s) ∈ ∂Ω and y((s, t]) ∩ ∂Ω = ∅

}
.

We note for later use that the set Dbnd
t is the increasing limit of the Dbnd

t (δ) as δ
decreases to 0+.

Lemma 2.13. Let T > 0 be fixed. There are C1 > 0 and, for any δ > 0, a
constant σ > 0 such that if y1, y2 belong to Dbnd

t (δ), y1(·), y2(·) belong to Y(t), and
s1, s2 ∈ [0, t− δ) with (for j = 1, 2)

yj(t) = yj , yj(sj) ∈ ∂Ω, yj((sj , t]) ∩ ∂Ω = ∅, and |y1(s1) − y2(s2)| ≤ σ,

then

|y1 − y2| ≤ C1|y1(s1) − y2(s2)|.

The constant C1 depends on the various constants of the problem and on T but
not on δ.

Proof. From Corollary 2.9, there is some positive σ such that if y1 and y2 are
two extremal trajectories on some interval [0, t1 + δ] and [0, t2 + δ] and if y1(t1) ∈ ∂Ω,
y2(t2) ∈ ∂Ω (for some t1, t2 ≤ T ) with |y1(t1) − y2(t2)| ≤ σ, then∣∣∣∣ y′1(t1)|y′1(t1)|

− y′2(t2)

|y′2(t2)|

∣∣∣∣ ≤ cb|y1(t1) − y2(t2)|,(20)

where cb depends only on the C2 regularity of ∂Ω.
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Now let yj , yj(·) and sj (j = 1, 2) be as in the statement. Without loss of
generality, we assume that s1 ≤ s2. Let p1 and p2 be the adjoint of y1 and y2 defined
in Lemma 2.3. On [sj , t], the pair (yj , pj) is the unique solution of the differential
equation ⎧⎨

⎩ y′j(s) = c(s, yj(s))
pj(s)

|pj(s)|
∀s ∈ (sj , t),

p′j(s) = −Dxc(s, yj(s)) |pj(s)| for a.e. s ∈ (sj , t)
(21)

with initial condition (yj(sj), pj(sj)). Without loss of generality, we can assume that
|pj(sj)| = 1. From these equations, we deduce that

d

ds
(|pj(s)|) =

〈p′j(s), pj(s)〉
|pj(s)|

= −〈Dxc(s, yj(s)), pj(s)〉,

whence, for some constant L > 0,

−L|pj(s)| ≤
d

ds
|pj(s)| ≤ L|pj(s)|

and, by integration,

e−L(s−sj) ≤ |pj(s)| ≤ eL(s−sj) ∀s ∈ [sj , t].(22)

In particular, (21) can be written as a Cauchy problem with a Lipschitz right-hand
side.

From the Lipschitz continuity of τ given in Lemma 2.1 we have

|s2 − s1| = τ(y2(s2)) − τ(y1(s1)) ≤
k0

m
|y2(s2) − y1(s1)|.(23)

We also note that inequality (20) can be rewritten as

|p1(s1) − p2(s2)| ≤ cb|y1(s1) − y2(s2)|.(24)

Finally, because of (21) and the bounds on c and Dxc (stated in (8)), there is some
constant C0 such that

|y1(s2) − y1(s1)| + |p1(s2) − p1(s1)| ≤ C0|s2 − s1| ≤
C0k0

m
|y2(s2) − y1(s1)|.(25)

Putting together (23), (24), and (25) and using the Gronwall inequality for (21) then
easily gives

|y1(s) − y2(s)| + |p1(s) − p2(s)| ≤ C1|y1(s1) − y2(s2)|

for any s ∈ [s2, t] for some constant C1 = C1(T,m, cb, k0,M,L0, L1). Setting s = t
gives the desired inequality.

Lemma 2.14. Fix T > 0. With the same constant C1 as in Lemma 2.13, we have

H1(Dbnd
t ) ≤ C1H1(∂Ω) ∀0 ≤ t ≤ T.

Proof. Let C1 and, for δ > 0 fixed, σ be as in Lemma 2.13. Let ε > 0 and a
family of sets {Bi}i∈N be such that

diamBi ≤ inf{ε, σ},
+∞⋃
i=1

Bi ⊇ ∂Ω, and H1(∂Ω) ≥
+∞∑
i=1

diamBi − ε.
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We denote by Ki the set of points of Dbnd
t (δ) which can be reached by an extremal

trajectory touching ∂Ω for the last time in Bi; in other words, x ∈ Ki if and only if
there exists an extremal trajectory y with y(t) = x and y(s0) ∈ Bi for s0 := max{s ∈
[0, t] : y(s) ∈ ∂Ω}.

Since we have chosen diamBi ≤ σ, Lemma 2.13 states that

diam(Ki) ≤ C1diamBi ∀i ∈ N.(26)

Moreover, since

+∞⋃
i=1

Ki = Dbnd
t (δ) and diam(Ki) ≤ C1ε,

we have

H1
C1ε(D

bnd
t (δ)) ≤

+∞∑
i=1

diam(Ki) ≤ C1

(
H1(∂Ω) + ε

)

(for the precise definition of H1
δ , see [11, pp. 60ff.]). As ε → 0, we get

H1(Dbnd
t (δ)) ≤ C1H1(∂Ω).

Recalling that C1 does not depend on δ, we can let δ → 0+ to get the result.

2.4. Estimates for the set reachable by remaining in the interior of Ω.
We now aim at computing the length of Dint

t , the part of the boundary consisting of
the points which can be reached by remaining in the interior of Ω.

Let us recall that the interior sphere condition does not propagate in Ω �= R
2

(contrary to what happens in R
2, eventually with a radius depending on time; see

[1] and [7]). However, a local version of propagation (established in Lemma 2.15)
holds also in Ω. This property and a bound on the measure of ∂K0 (still due to the
interior sphere condition) will be crucial in the proof of our estimate for H1(Dint

t1 )
(see Lemma 2.16 and Remark 2.17).

The estimates below follow the original ideas of Cannarsa and Frankowska [7] and
the computations of [1]. In particular, the two following lemmata are just a localized
version of Lemmata 3.1 and 6.1 of [1].

Lemma 2.15. Under assumption (9), let y(·) be some extremal trajectory on the
time interval [0, t], with adjoint p(·), for which there is some η > 0 with

B(y(s), η) ⊂ Ω ∀s ∈ [0, t].

Then, if we set κ = 3L0 + L1, we have

B

(
y(t) − re−κt p(t)

|p(t)| , re
−κt

)
∩ B

(
y(t), ηe−L0t

)
⊂ R(t).

Proof. We explain only the main differences with the proofs of Lemmata 3.1 and
6.1 of [1]. Without loss of generality, we assume that |p(0)| = 1. We define the
vector field f(s, y) = c(s, y)p(s)/|p(s)| and set κ̄ = 2L0 + L1. We consider, for any
θ ∈ B(0, |p(t)|) such that

re−κ̄t|p(t) − θ| ≤ ηe−L0t,(27)
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the solution yθ of the backward differential equation{
y′θ(s) = f(s, yθ(s)) ∀s ∈ [0, t],
yθ(t) = y(t) − re−κ̄t(p(t) − θ).

Following [1], one can show that yθ(0) ∈ K0. Furthermore, a straightforward applica-
tion of the Gronwall lemma yields to

yθ(s) ∈ B(y(s), ηe−L0s) ⊂ Ω ∀s ∈ [0, t],

because yθ(t) ∈ B(y(t), ηe−L0t) thanks to (27). So yθ is a solution to the control
system (6) which remains in Ω on [0, t], and therefore yθ(t) ∈ R(t). This proves that

B
(
y(t) − re−κ̄tp(t), re−κ̄t|p(t)|

)
∩B

(
y(t), ηe−L0t

)
⊂ R(t).

Since κ = κ̄ + L0 and |p(s)| ≥ e−L0t (thanks to the differential equation satisfied by
p), the proof is complete.

Lemma 2.16. For 0 ≤ t0 ≤ t1 ≤ T , we have

H1(Dint
t1 ) ≤ eC2(t1−t0)H1(Dint

t0 ),

where C2 = L0 + MeκT /r with κ = 3L0 + L1.
Remark 2.17. In particular, since K0 satisfies the interior ball condition, H1(∂K0)

is finite (Lemma 2.2 of [1]), and we have (setting t0 = 0 and t1 = t)

H1(Dint
t ) ≤ eC2tH1(∂K0) ∀t ∈ [0, T ].

Proof. Without loss of generality, we can assume that H1(Dint
t0 ) < +∞. For η > 0

let us set

Dint
t (η) =

{
x ∈ Ω | τ(x) = t and ∃y ∈ Y(t) with y(t) = x

and d∂Ω(y(s)) ≥ η for any s ∈ [0, t]

}
.

We note that Dint
t (η) is closed and that

Dint
t ⊂

⋃
η>0

Dint
t (η).(28)

Let us fix ε > 0 and δ > 0, and let us choose an (at most) countable collection of
compact sets (Ki) such that Ki ⊂ Dint

t0 (η),

Dint
t0 (η) =

⋃
i

Ki, diam(Ki) ≤ min
{
ηe−(L0+C2)T , δe−C2T

}
∀i,(29)

and

H1(Dint
t0 (η)) ≥

∑
i

diam (Ki) − ε.

For any s ∈ [t0, t1], let K ′
i(s) be the set of points y ∈ Dint

s (η) for which there is an
extremal trajectory y(·) with y(s) = y, y(t0) ∈ Ki and d∂Ω(y(t)) ≥ η for any t ∈ [0, s].
We note for later use that

Dint
s (η) ⊂

⋃
i

K ′
i(s) ∀s ∈ [t0, t1].(30)
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We claim that

diam(K ′
i(s)) ≤ min{ηe−L0T , eC2sdiam(Ki)} ∀s ∈ [t0, t1].(31)

For proving the claim, let

θ = inf{s ∈ [t0, t1] : diam(K ′
i(s)) ≥ ηe−L0T }

with convention inf ∅ = t1. One readily checks from its definition that s → diam(K ′
i(s))

is right upper semicontinuous and left continuous. Therefore θ > t0 because

diam(K ′
i(t0)) = diam(Ki) < ηe−L0T .

For y1, y2 ∈ K ′
i(θ), let y1(·) and y2(·) be two extremal trajectories on [0, θ] with

yj(θ) = yj , d∂Ω(yj(t)) ≥ η for any t ∈ [0, θ] and yj(t0) ∈ Ki for j = 1, 2. We denote
by pj(·) the adjoint of yj(·). Since yj(s) ∈ K ′

i(s) for s ∈ [t0, θ), and from the definition
of θ, we have

|y1(s) − y2(s)| ≤ diam(K ′
i(s)) < ηe−L0T ∀s ∈ [t0, θ).

In particular, y2(s) belongs to B(y1(s), ηe
−L0s). Since d∂Ω(y1(s)) ≥ η for any s ∈

[0, t1], and since y2(s) lies on the boundary of the reachable set, Lemma 2.15 states that
y2(s) does not belong to the interior of the ball centered at y1(s)− re−κsp1(s)/|p1(s)|
and of radius re−κs. Hence

|y2(s) − y1(s)|2 + 2re−κs〈y2(s) − y1(s), p1(s)/|p1(s)|〉 ≥ 0.

Reversing the roles of y1 and y2 also gives

|y2(s) − y1(s)|2 + 2re−κs〈y1(s) − y2(s), p2(s)/|p2(s)|〉 ≥ 0.

whence we get〈
y1(s) − y2(s),

p1(s)

|p1(s)|
− p2(s)

|p2(s)|

〉
≤ eκT

r
|y1(s) − y2(s)|2.(32)

Setting ρ(s) = 1
2 |y1(s) − y2(s)|2, we have, for s ∈ [t0, θ),

ρ′(s) = 〈y′1(s) − y′2(s), y1(s) − y2(s)〉

=
〈
c(s, y1(s))

p1(s)
|p1(s)| − c(s, y2(s))

p2(s)
|p2(s)| , y1(s) − y2(s)

〉

= 1
2 (c(s, y1(s)) − c(s, y2(s)))

〈
p2(s)
|p2(s)| + p1(s)

|p1(s)| , y1(s) − y2(s)
〉

+ 1
2 (c(s, y1(s)) + c(s, y2(s)))

〈
p1(s)
|p1(s)| −

p2(s)
|p2(s)| , y1(s) − y2(s)

〉
≤ L0|y1(s) − y2(s)|2 + MeκT

r |y1(s) − y2(s)|2

(in the last inequality, relations (8) and (32) have been used). Therefore, by the
definition of C2, we have ρ′(s) ≤ 2C2ρ(s) and deduce that

|y1(s) − y2(s)| ≤ |y1(t0) − y2(t0)|eC2(s−t0) ≤ diam(Ki)e
C2(s−t0) ∀s ∈ [t0, θ],
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because y1(t0) and y2(t0) belong to Ki. So we have proved that, for all s ∈ [t0, θ],

diam(K ′
i(s)) ≤ diam(Ki)e

C2(s−t0).

Therefore, because of the definition of θ, we complete the proof of our claim (31) if
we show that θ = t1. To this end, for s = θ, we get

diam(K ′
i(θ)) ≤ diam(Ki)e

C2(θ−t0) < ηe−L0T

from the choice of diam(Ki) in (29). In particular, since s → diam(K ′
i(s)) is right

upper semicontinuous, we necessarily have θ = t1, and (31) is proved.
We now complete the proof of the lemma: the family (K ′

i(t1)) is a covering of
Dint

t1 (η), from (30), with

diam(K ′
i(t1)) ≤ diam(Ki)e

C2(t1−t0) ≤ δ

from (29). Therefore

H1
δ(D

int
t1 (η)) ≤

∑
i

diam(K ′
i(t1)) ≤ eC2(t1−t0)(H1(Dint

t0 (η)) + ε).

Letting δ, ε, η → 0+ gives the desired result.

2.5. Proofs of Proposition 2.10 and of Corollary 2.11.
Proof of Proposition 2.10. Taking into account Lemmata 2.14 and 2.16, we obtain

H1
(
{τ = t}

)
= H1

(
Dbnd

t

)
+ H1

(
Dint

t

)
≤ C1H1(∂Ω) + eC2TH1(∂K0),

where H1(∂K0) is finite because K0 is compact and satisfies the interior ball condition
(see, for instance, [1]).

Proof of Corollary 2.11. Let us recall that τ is Lipschitz continuous and satisfies
the Hamilton–Jacobi equation c(τ(x), x)|∇τ(x)| = 1 in the viscosity sense and thus
a.e. in Ω \K0. From assumption (8), we therefore have that

1

M
≤ |∇τ(x)| ≤ k0

m
a.e. in Ω \K0.(33)

The coarea formula states that∫
R(t1)\R(t0)

|∇τ(x)| dx =

∫ t1

t0

H1
(
{τ = s}

)
ds.(34)

By assumption (33) and Proposition 2.10, we deduce, respectively, that

∫
R(t1)\R(t0)

|∇τ(x)| dx ≥ 1

M
|R(t1)\R(t0)|,

∫ t1

t0

H1
(
{τ = s}

)
ds ≤ C(t1 − t0).

Substituting the previous two inequalities into (34) completes the proof.
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3. Estimate for contraction. Let us consider two velocities c1 and c2, both
satisfying assumptions (8), and the corresponding reflected control problems (for j =
1, 2) {

y′(t) = cj(t, y(t))
[
b(t) − 〈b(t), ν(y(t))〉1∂Ω(y(t))ν(y(t))

]
a.e. in (0, T ),

y(0) ∈ Kj ,
(35)

where b : R+ → B denotes the time measurable control. We assume that the sets
K1 and K2 fulfill the interior sphere condition of radius r > 0 and that Ω satisfies
(10)–(11). We denote by Rj(t) the reachable set of (35) at time t.

The main result of this section is some estimate of the volume of the symmetric
difference R1(t)ΔR2(t).

Proposition 3.1. Under the above assumptions on cj, Kj, and Ω, there exists
for any T > 0 a constant N = N(Ω, r,m,M,L0, L1, T ) such that

|R1(t)ΔR2(t)| ≤ Nγ(t)

with

γ(t) := dH(K1,K2)e
(L0+M/r1)t +

∫ t

0

‖c1(s, ·) − c2(s, ·)‖∞e(L0+M/r1)(t−s)ds,

where r1 is the constant introduced in (10).
The proof is postponed until the end of the section.

Our starting point is the following lemma.
Lemma 3.2. Under the previous hypotheses on cj, Kj, and Ω, we have

R2(t) ⊆ R1(t) + γ(t)B.

In particular, we deduce that

R2(t) ⊆ R1(t + k0γ(t)/m),

where k0 is the constant introduced in inequality (11).
Proof. We set γ0 := dH(K1,K2) and, without loss of generality (thanks to Re-

mark 2.5), consider an extremal trajectory z of (35) for j = 2 having the form{
z′(t) = c2(t, z(t))b2(t),
z(0) = z0 ∈ K2.

We define y as the reflected trajectory with velocity c1, driven by the control b2:{
y′(t) = c1(t, y(t))

[
b2(t) − 〈b2(t), ν(y(t))〉1∂Ω(y(t))ν(y(t))

]
,

y(0) = y0,

where y0 ∈ K1 satisfies |z0 − y0| ≤ γ0. For the sake of simplicity, we denote

b1(t) := b2(t) − 〈b2(t), ν(y(t))〉1∂Ω(y(t))ν(y(t)).

For g(s) := |z(s) − y(s)|2/2, there holds that

g′(s) = 〈c2(s, z(s))b2(s) − c1(s, y(s))b1(s), z(s) − y(s)〉
= 〈[c2(s, z(s)) − c1(s, z(s))] b2(s), z(s) − y(s)〉

+ 〈c1(s, z(s))b2(s) − c1(s, y(s))b1(s), z(s) − y(s)〉
≤ ‖c1(s, ·) − c2(s, ·)‖∞|z(s) − y(s)|

+ 〈c1(s, z(s))b2(s) − c1(s, y(s))b1(s), z(s) − y(s)〉.

(36)
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Using assumption (8), we get

〈c1(s, z(s))b2(s) − c1(s, y(s))b1(s), z(s) − y(s)〉
= 〈[c1(s, z(s)) − c1(s, y(s))] b2(s), z(s) − y(s)〉

− c1(s, y(s))〈b1(s) − b2(s), z(s) − y(s)〉
≤ L0|z(s) − y(s)|2

+ c1(s, y(s))〈b2(s), ν(y(s))〉〈ν(y(s)), z(s) − y(s)〉1∂Ω(y(s)).

(37)

Let us recall that CΩ fulfills the interior sphere condition with radius r1. We claim
that, for almost every s ∈ [0, t], there holds that

〈b2(s), ν(y(s))〉〈ν(y(s)), z(s) − y(s)〉1∂Ω(y(s)) ≤ 1

r1
|z(s) − y(s)|2.(38)

This inequality is obvious if y /∈ ∂Ω. Consider y ∈ ∂Ω, whence we get

|z(s) − y(s) − r1ν(y(s))|2 ≥ r2
1,

from which we deduce that

〈ν(y(s)), z(s) − y(s)〉 ≤ 1

2r1
|z(s) − y(s)|2.

By the arbitrariness of points y(s) and z(s), we deduce our claim (38).
Substituting relations (37) and (38) into (36), we deduce that

g′(s) ≤ ‖c1(s, ·) − c2(s, ·)‖∞|z(s) − y(s)| + (L0 + M/r1)|z(s) − y(s)|2;

in particular, for ρ(s) := |z(s) − y(s)|, the previous inequality gives

ρ′(s) ≤ ‖c1(s, ·) − c2(s, ·)‖∞ + (L0 + M/r1)ρ(s).

Applying the Gronwall lemma, we get

ρ(t) ≤ ρ(0)e(L0+M/r1)t +

∫ t

0

‖c1(s, ·) − c2(s, ·)‖∞e(L0+M/r1)(t−s) ds.

By the arbitrariness of z0, the first part of the statement is proved.
By assumption (8) and inequality (11), the minimal time for reaching a point

y ∈ Ω starting from ȳ ∈ Ω is less than or equal to k0|y − ȳ|/m (this value is the time
needed to follow the geodesic between y and ȳ at the minimal velocity m). There-
fore, the second part of the statement is an immediate consequence of the previous
one.

Proof of Proposition 3.1. We estimate only the measure of |R2(t)\R1(t)|; the
other difference can be estimated by similar arguments, so we shall omit it. From
Lemma 3.2 and Corollary 2.11 we have

|R2(t)\R1(t)| ≤ |R1(t + k0γ(t)/m)\R1(t)| ≤ MCk0γ(t)/m.

Setting N = MCk0/m completes the proof.
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4. Application to dislocation dynamics in a region. The aim of this section
is to investigate the existence and uniqueness of the solution to the following nonlocal
problem: ⎧⎨

⎩
∂ρ
∂t =

(
c̄1 + I(ρ)

)
|∇ρ| in (0,+∞) × Ω,

ρ(0, x) = ρ0(x) ≡ 1K0(x) on Ω,
∂ρ
∂ν = 0 on (0,+∞) × ∂Ω,

(39)

where ν is the outward unitary normal to ∂Ω and the map I is defined as follows:

I(ρ)(t, x) =

∫
Ω

c̄2(t, x, y)ρ
∗(y) dy ∀ρ ∈ L

1(Ω)(40)

for any function ρ : Ω → [0, 1], where ρ∗ denotes the upper semicontinuous envelope
of ρ.

Besides assumptions (9)–(11) on the sets Ω and K0, we require throughout this
section that the maps c̄1 : R

+ × R
2 → R and c̄2 : R

+ × R
2 × R

2 → R satisfy the
following:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(i) c̄1 and c̄2 are continuous and derivable w.r.t. the second variable,
(ii) |c̄1(t, x)| + ‖c̄2(t, x, ·)‖1 ≤ M ∀(t, x) ∈ R

+ × Ω,
(iii) |c̄1(t, x1) − c̄1(t, x2)| + ‖c̄2(t, x1, ·) − c̄2(t, x2, ·)‖1 ≤ L0|x1 − x2|

∀(t, x1), (t, x2) ∈ R
+ × Ω,

(iv) |Dxc̄1(t, x1) −Dxc̄1(t, x2)| + ‖Dxc̄2(t, x1, ·) −Dxc̄2(t, x2, ·)‖1

≤ L1|x1 − x2|, ∀(t, x1), (t, x2) ∈ R
+ × Ω,

(v) |c̄2(t, x, y)| ≤ M ∀(t, x, y) ∈ R
+ × Ω × Ω

(41)

(where ‖ · ‖1 denotes the L
1 norm in Ω) for some positive constants M , L0, and L1,

and, for some m > 0, the following relation holds:

c̄1(t, x) − ‖c̄2(t, x, ·)‖1 ≥ m ∀(t, x) ∈ [0,+∞) × Ω.(42)

This assumption implies that the dislocation is always expanding. We note that
under the assumption (41) and (42), the map cρ := c̄1 + I(ρ) satisfies (8) for any map
ρ ∈ C0([0,+∞),L1(Ω, [0, 1])). Moreover, the constants entering into relations (8) do
not depend on the function ρ.

Let us recall that in the framework of discontinuous viscosity solutions (see the
monographs by Barles [5] and by Bardi and Capuzzo-Dolcetta [4] for an overview)
uniqueness of the solution means that two solutions ρ1 and ρ2 have the same upper
and lower semicontinuous envelopes: (ρ1)

∗ = (ρ2)
∗ and (ρ1)∗ = (ρ2)∗. Now we can

introduce our definition of viscosity solution.
Definition 4.1. A function ρ is a viscosity solution to problem (39) if ρ ∈

C0([0,+∞),L1(Ω)) and if the unique discontinuous solution u to the initial-boundary
value problem ⎧⎨

⎩
∂u
∂t = cρ(t, x)|∇u| in (0,+∞) × Ω,
u(0, x) = ρ0(x) ≡ 1K0(x) on Ω,
∂u
∂ν = 0 on (0,+∞) × ∂Ω

(43)

with cρ(t, x) := c̄1(t, x) + I(ρ)(t, x) fulfills u∗ = ρ∗ and u∗ = ρ∗ in [0,+∞) × Ω.
The well-posedness of system (43) is ensured by the following lemma, which also

provides a representation formula for this system.



1034 PIERRE CARDALIAGUET AND CLAUDIO MARCHI

Lemma 4.2. Under the above assumptions on Ω, K0, c̄1, and c̄2, for any
ρ ∈ C0([0,+∞),L1(Ω)) there exists a unique discontinuous solution u to the initial
boundary value problem (43). Moreover, for t > 0, we have

u(t, x) ∈ {0, 1} ∀x ∈ Ω and {x | u∗(t, x) = 1} = R(t),(44)

where R(t) is the reachable set for the control problem (6) introduced in section 2 with
c(t, x) = cρ(t, x).

Proof. In order to show the relation between the level sets of the solution ρ and the
reachable set R(t), let us introduce the following Mayer problem: the value function
ψ(t, x) is defined as

ψ(t, x) := max
b

1K0(y(0)),

where y is the solution to the following backward reflected control problem:{
y′(s) = c(s, y(s))

[
b(s) − 〈b(s), ν(y(s))〉1∂Ω(y(s))ν(y(s))

]
a.e. in [0, t],

y(t) = x.

Arguing as in [14], one can easily prove that ψ is a solution to (43).
In order to prove the uniqueness of the solution, let us first show that the fattening

phenomenon (for the precise definition, see [6]) does not occur in [0, T ] for every T ∈
R

+. To this end, we introduce u0 ∈ BUC(Ω), u0 ≤ 1, such that {x | u0(x) ≥ 0} = K0

and {x | u0(x) > 0} = Int K0, and we consider the following problem:⎧⎨
⎩

∂u
∂t = cρ(t, x)|∇u| in (0,+∞) × Ω,
u(0, x) = u0(x) on Ω,
∂u
∂ν = 0 on (0,+∞) × ∂Ω.

(45)

It is well known (see [6]) that there exists exactly one solution u ∈ UC of this problem.
For every s ∈ R, we set Ks := {u0 ≥ s} and denote Rs(t) the reachable set in time t
when starting from Ks. The function 1Rs(t)(x) is a (discontinuous) viscosity solution
to problem (45) with u0 replaced by 1Ks . The comparison principle (which applies
because u is sufficiently regular; see [6]) entails

u(t, x) − s− ε ≤ 1Rs(t)(x) ∀s, ε ∈ R, x ∈ R
2, t ∈ R

+

and, in particular,

{(t, x) | u(t, x) ≥ s + ε} ⊆ Rs(t) ∀s, ε ∈ R, t ∈ R
+.(46)

On the other hand, let vε be the UC solution to problem (45) with u0 replaced by
v0ε ∈ UC such that {v0ε ≥ 0} = Ks−ε, {v0ε > 0} = Int Ks−ε and v0ε ≥ 1 on Ks.
Therefore, again by the comparison principle, we have 1Rs ≤ vε and also

Rs(t) ⊆ {vε(t, x) ≥ 0} = {u(t, x) − s + ε ≥ 0}(47)

(the equality is due to the geometricity of the partial differential equation; see [6]).
By the stability theorem, passing to the limit as ε → 0 in relations (46)–(47), we

obtain

{(t, x) | u(t, x) > s} ⊆ ∪tRs(t) ⊆ {(t, x) | u(t, x) ≥ s} ∀s ∈ R.
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Taking into account assumptions (8) and (11), we have

lim
η→0+

∪t∈[0,T ]Rs+η(t) = ∪t∈[0,T ]Rs(t).

From the last two relations, we deduce that

{(t, x) ∈ [0, T ] × Ω | u(t, x) > s} = {(t, x) ∈ [0, T ] × Ω | u(t, x) ≥ s} ∀s ∈ R,

whence, by the arbitrariness of T , fattening does not occur. Finally, the uniqueness
of the solution follows by an adaptation of the arguments used by Barles, Soner, and
Souganidis [6].

Let us state the main result of this section.
Theorem 4.3. Under the assumptions (9)–(11) on the sets Ω and K0 and (41)–

(42) on c̄1 and c̄2, the initial boundary value problem (39) has a unique discontinuous
viscosity solution ρ ∈ C0

(
[0,+∞),L1(Ω)

)
.

Proof. Let us fix T0 > 0 and prove the existence and uniqueness of the solution
in a strip [0, T0]. For this it is enough to show that there is some positive τ with the
following property: for any T ∈ [0, T0], if the existence and uniqueness of solutions
hold on [0, T ], then they hold on [0, T + τ ].

Let us first define τ . For this let C, r1, and N be the constants given in Propo-
sitions 2.10 and 3.1 for the time T0 + 1. We fix τ ∈ (0, 1] and 0 < α < 1 with

τ ≤ 1/MC, e(L0+M/r1)τ ≤ 1 + α
L0 + M/r1

NM
.

Next, we define the set

ET :=

{
ρ ∈ C0

(
[0, T + τ ],L1(Ω)

)
|
ρ unique solution to (39) on [0, T ],
0 ≤ ρ ≤ 1, sup

t∈[T,T+τ ]

‖ρ(t)‖1 ≤ ‖ρ(T, ·)‖1 + 1

}
.

Let us introduce the mapping Φ : ET → C0
(
[0, T + τ ],L1(Ω)

)
defined in the following

way: for ρ0 ∈ ET , Φ(ρ0) is the unique viscosity solution to⎧⎨
⎩

∂ρ
∂t =

(
c̄1 + I(ρ0)

)
|∇ρ| in (0, T + τ) × Ω,

ρ(0, x) = ρ0(x) ≡ 1K0(x) on Ω,
∂ρ
∂ν = 0 on (0, T + τ) × ∂Ω.

(48)

The well-posedness of Φ is established in Lemma 4.2. We claim that Φ maps ET into
itself. Combining the representation formula (44) of Lemma 4.2 with Corollary 2.11,
we have, for all t ∈ [T, T + τ ],

‖ρ(t, ·)‖1 ≤ ‖ρ(t, ·) − ρ(T, ·)‖1 + ‖ρ(T, ·)‖1 ≤ ‖ρ(T, ·)‖1 + 1

(in the last inequality, relation τ ≤ 1/MC has been used).
Now we claim that Φ is a contraction. Fix ρ0

1, ρ
0
2 ∈ ET and set

ci := c̄1 + I(ρ0
i ) and ρi := Φ(ρ0

i ) (i = 1, 2).

We note that since ρ0
1 = ρ0

2 on [0, T ], we have c1 = c2 on [0, T ]. Moreover,

‖c1 − c2‖∞ = sup
t∈[0,T+τ ]

∥∥I(ρ0
1 − ρ0

2)(t, ·)
∥∥
∞ ≤ M sup

t∈[0,T+τ ]

∥∥ρ0
1(t, ·) − ρ0

2(t, ·)
∥∥

1
.
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Therefore, using Proposition 3.1 and the fact that c1 = c2 on [0, T ], we have, for
t ∈ [T, T + τ ],

‖ρ1(t, ·) − ρ2(t, ·)‖1 ≤ N ‖c1 − c2‖∞
∫ t

T

e(L0+M/r1)(t−s)ds

≤ NM
e(L0+M/r1)τ − 1

L0 + M/r1
sup

t∈[T,T+τ)

∥∥ρ0
1(t, ·) − ρ0

2(t, ·)
∥∥

1

≤ α sup
t∈[T,T+τ)

∥∥ρ0
1(t, ·) − ρ0

2(t, ·)
∥∥

1

(in the last inequality, relation e(L0+M/r1)τ ≤ 1 + αL0+M/r1
NM has been used). In

particular, we have proved that Φ is a contraction, and by the Banach fixed point
theorem, there exists a unique solution in the strip [0, T + τ ].

Remark 4.4. This result can be immediately extended to the case of functions c̄2
satisfying only (41)(i)–(iv). Actually, in the proof, one just needs the constant

M̃ := max{c̄2(t, x, y)| t ∈ [0, T + 1], x, y ∈ (K0 + BM(T+1))},

which gives an upper estimate of c̄2 in the reachable set in time T + 1. In this case,
τ needs to be chosen in the following way:

τ ≤ 1/MC, e(L0+M/r1)τ ≤ 1 + α
L0 + M/r1

NM̃
.

5. Appendix: Proof of Lemma 2.3. Without loss of generality, we assume
that the function c is defined and fulfills conditions (8) on the whole space R

+ × R
2.

For ε > 0, we introduce the unconstrained controlled problem:

x′ = cε(t, x)b, |b| ≤ 1, where cε(t, x) =

(
c(t, x) − dΩ(x)

ε

)
+

,

where (s)+ = max(0, s). We denote by Rε(t) the reachable set at time t starting from
K0 for this control system. Let us point out that it is a subset of R

2 (and not only of
Ω, as is R(t)). From standard arguments, we have the inclusion R(t) ⊂ Rε(t) for any
t ≥ 0. We are going to prove that for ε > 0 small enough, extremal trajectories for
the perturbed problem ending in Ω are actually extremal trajectories for the initial
problem.

Let ε > 0 small to be chosen later. Also let xε(·) be an extremal trajectory of
the perturbed problem ending at some x ∈ Ω at time T . From the definition of
cε, the Pontryagin maximum principle for Lipschitz continuous dynamics (see, for
instance, [10]) states that there are pε : [0, T ] → (RN\{0}) Lipschitz continuous and
λε : [0, T ] → [0, 1] measurable such that⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
x′
ε(t) = cε(t, xε(t))

pε(t)

|pε(t)|
∀t ∈ (0, T ),

p′ε(t) = −
[
Dxc(t, x(t)) − λε(t)

ε
Dd(x(t))

]
|p(t)| for a.e. t ∈ (0, T ),

λε(t) = 0 if xε(t) ∈ Ω, λε(t) = 1 if xε(t) /∈ Ω.

(49)

We claim that xε(t) ∈ Ω for t ∈ [0, T ]. Indeed, suppose on the contrary that
xε(t) /∈ Ω for some t ∈ [0, T ]. Let (a, b) be the largest interval containing t such that
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xε(s) /∈ Ω for s ∈ (a, b). We note that xε(a) and xε(b) belong to ∂Ω because x(T ) ∈ Ω.
Moreover, at s = a we have

〈Dd(xε(a)), x
′
ε(a)〉 =

〈
Dd(xε(a)), cε(a, xε(a))

pε(a)

|pε(a)|

〉
≥ 0.

In particular, 〈Dd(xε(a)), pε(a)〉 ≥ 0. In the same way, since 〈Dd(xε(b)), x
′
ε(b)〉 ≤ 0,

we have 〈Dd(xε(b)), pε(b)〉 ≤ 0. Hence

0 ≥
∫ b

a

d

dt
〈Dd(xε(s)), pε(s)〉 ds

≥
∫ b

a

[
cε(s, xε(s))

〈
D2d(xε(s))

pε(s)

|pε(s)|
,
pε(s)

|pε(s)|

〉
|pε(s)|

− 〈Dxc(s, xε(s)), Dd(xε(s))〉|pε(s)| + 1
ε |pε(s)|

]
ds,

where we have used the fact that for ε > 0 sufficiently small and s ∈ (a, b), xε(s) is
close to ∂Ω, and therefore d is of class C2 at xε(s) with |Dd(xε(s))| = 1. From our
assumptions, cε, Dc, and D2d are bounded by some constant M , and therefore

0 ≥
∫ b

a

[
−M2 −M +

1

ε

]
|pε(s)|ds.

This leads to a contradiction for ε < 1/[M +M2] because pε(s) �= 0 for s ∈ [0, T ]. So
we have proved that for ε > 0 sufficiently small and t ∈ [0, T ], xε(t) ∈ Ω. In particular,
xε is actually an extremal trajectory of the unperturbed problem on [0, T ].

We now fix ε as above. We now claim that, conversely, any extremal trajectory
x(·) of the unperturbed problem on the time interval [0, T ] is an extremal trajectory
of the perturbed problem. Indeed, let Tε be the minimal time for which there is a
solution of the perturbed problem reaching x(T ). Obviously, Tε ≤ T . Moreover,
there is an extremal trajectory xε(·) for the perturbed problem reaching x(T ) at
time Tε. But we have already proved that this trajectory is actually a trajectory of
the unperturbed problem. So Tε ≥ T , whence we get an equality: Tε = T . This
proves that x(T ) ∈ ∂R2Rε(T ), and thus x(·) is actually an extremal trajectory for the
perturbed problem.

Now let x be an extremal trajectory of the unperturbed problem on the time
interval [0, T ]. Since it is also extremal for the perturbed problem on [0, T ], we can use
again the Pontryagin maximum principle: there are p : [0, T ] → (RN\{0}) Lipschitz
continuous and λε : [0, T ] → [0, 1] measurable such that⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
x′(t) = cε(t, x(t))

p(t)

|p(t)| ∀t ∈ (0, T ),

p′(t) = −
[
Dxc(t, x(t)) − λε(t)

ε
Dd(x(t))

]
|p(t)| for a.e. t ∈ (0, T ),

λε(t) = 0 if x(t) ∈ Ω, λε(t) = 1 if x(t) /∈ Ω.

Note that cε(t, x(t)) = c(t, x(t)) because x(t) ∈ Ω for any t. Let us now identify λε.
For this we set

E = {t ∈ [0, T ] | x(t) ∈ ∂Ω}.
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Then, for almost every t ∈ E, we have 〈Dd(x(t)), x′(t)〉 = 0, and thus 〈Dd(x(t)),
p(t)〉 = 0 thanks to (49). Therefore, for almost every t ∈ E, we also have〈

D2d(x(t))c(t, x(t))
p(t)

|p(t)| , p(t)
〉

+

〈
Dd(x(t)),−

(
Dxc(t, x(t)) − λε(t)

ε
Dd(x(t))

)
|p(t)|

〉
= 0.

Since |Dd| = 1 and λε ≥ 0, we get

λε(t)

ε
=

[
−

〈
D2d(x(t))c(t, x(t))

p(t)

|p(t)| ,
p(t)

|p(t)|

〉

+ 〈Dd(x(t)), Dxc(t, x(t))〉
]
+
1∂Ω(x(t)).

Setting λ(t) = λε(t)/ε, we get the desired result.
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Abstract. This paper considers general finite-dimensional estimation algebras associated with
nonlinear filtering systems. General considerations and approaches toward the classification of finite-
dimensional estimation algebras are proposed. Some structural results are obtained. The properties
of Euler operator and the solutions to an underdetermined partial differential equation, which in-
evitably arise in an estimation algebra, are studied. These tools and techniques are applied to the
study of finite-dimensional estimation algebras with state dimension 2 to obtain a complete classifica-
tion result. It is shown that a finite-dimensional estimation algebra with state dimension 2 can only
have dimension less than or equal to 6. Moreover, the Mitter conjecture and the Levine conjecture
hold for finite-dimensional estimation algebras with state dimension 2.
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1. Introduction. The Lie algebraic method, pioneered by Brockett [3], Brockett
and Clark [5], and Mitter [15], provides an important research direction for nonlinear
filtering theory. By interpreting the Duncan–Mortensen–Zakai equation or its robust
form as a partial differential equation with time varying parameters, one derives an
approach to filtering based on Lie algebra as well as the theory of linear differential
operators. The search and construction of the finite-dimensional filter are turned into
the study of the structure of the estimation algebra. In return, the theory of estimation
algebra provides a systematic tool to deal with questions concerning finite-dimensional
filters. It has led to a number of new results concerning finite-dimensional filters and to
a deeper understanding of the structure of nonlinear filtering in general. It explains
convincingly in [6] and [11] why it is easy to find exact recursive filters for linear
dynamical systems, while it is very hard to handle the cubic sensor problem. Some new
filters have been discovered using the estimation algebra [1], [16], [20], [21], [24]. More
importantly, the finite-dimensionality of the estimation algebra guarantees the explicit
construction of the finite-dimensional recursive filter, and the filter so constructed is
universal in the sense of [7]. However, as an inherited difficulty from the nonlinear
filtering, many questions are not satisfyingly answered and still open. Two excellent
survey papers [10], [14] provide the detailed material on the Wei–Norman approach,
the connections between estimation algebra and nonlinear filtering, the application of
the Lie algebra method to a variety of specific nonlinear filtering problems, and the
construction of the approximate filters, as well as sufficient reviews of the requisite
background and a sufficient number of examples. For more contemporary results,
see [23].
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At the International Congress of Mathematics in 1983, Brockett [4] proposed clas-
sifying all the finite-dimensional estimation algebras. In [26], the concept of estimation
algebra of maximal rank was introduced by Yau and Chiou. The complete classifica-
tion of such a subclass finite-dimensional estimation algebra was done by Yau and his
coworkers in a series of papers, and the final results were reported in [25]. In [27], the
conditions by which a general estimation algebra has dimension less than or equal to
4 were discussed. In [17], a new class of finite-dimensional estimation algebras were
constructed when the state dimension n ≥ 3. In this paper, the finite-dimensional
estimation algebras that can arise when the underlying stochastic systems have state
dimension 2 are completely classified. It is shown that an estimation algebra with
state dimension 2 can have only 1, 2, 4, 5, or 6 dimensions. The finite-dimensional
estimation algebras with state dimension 1 were considered in [5] and [16].

This paper is organized as follow: Section 2 introduces some basic concepts of
estimation algebra for a nonlinear filtering system and gives the classification result
on the finite-dimensional estimation algebra of maximal rank. In section 3, some
tools and techniques are discussed for the classification of general estimation algebras.
The complete classification of estimation algebras with state dimension 2 is given in
section 4.

2. Basic concepts. In this paper, the filtering system to be considered is based
on the following continuous signal-observation model:{

dx(t) = f
(
x(t)
)
dt + g

(
x(t)
)
dv(t), x(0) = x0,

dy(t) = h
(
x(t)
)
dt + dw(t), y(0) = 0.

(2.1)

Here x, v, y, and w are, respectively, Rn, Rn, Rm, and Rm valued processes, and v and
w have components which are independent, standard Brownian processes. Moreover,
f = (f1, . . . , fn) and h = (h1, . . . , hm) are assumed to be C∞ smooth and g is an
orthogonal matrix. x(t) is referred to as the state of the system at time t and y(t) as
the observation at time t.

Let ρ(t, x) denote the conditional probability density of the state x(t) given the
observation {y(s) : 0 ≤ s ≤ t}. ρ(t, x) is governed by the well-known Duncan–
Mortensen–Zakai (DMZ) equation, which is a stochastic partial differential equation in
terms of an unnormalized version of ρ(t, x), denoted by σ(t, x) (see [13], for example).
Under the Stratonovich calculus, the DMZ equation for the filtering system (2.1) can
be written as ⎧⎪⎨

⎪⎩
dσ(t, x) = L0σ(t, x)dt +

m∑
i=1

hiσ(t, x)dyi(t),

σ(0, x) = σ0,

(2.2)

where

L0 =
1

2

n∑
i=1

∂2

∂x2
i

−
n∑

i=1

fi
∂

∂xi
−

n∑
i=1

∂fi
∂xi

− 1

2

m∑
i=1

h2
i .(2.3)

The term σ0 is the probability density of the initial state x0.
The Wei–Norman result [19] on constructing explicit solutions to complex partial

differential equations suggests a formal approach to constructing a finite-dimensional
filter by defining the estimation algebra as a Lie algebra generated by the operators
occurring in the DMZ equation.
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Definition 2.1. If X and Y are differential operators, the Lie bracket of X and
Y , [X,Y ], is defined by [X,Y ]φ = X(Y φ) − Y (Xφ) for any C∞-function φ.

Definition 2.2. The estimation algebra E of a filtering system (2.1) is defined
as the Lie algebra generated by {L0, h1, . . . , hm}, i.e., E = 〈L0, h1, . . . , hm〉L.A., where
L0 is defined in (2.3).

The following theorem due to Ocone [16] is the first result to show what kind of
functions can appear in a finite-dimensional estimation algebra.

Theorem 2.3 (see [16]). Let E be a finite-dimensional estimation algebra. If φ
is a function in E, then φ is a polynomial of degree at most 2.

In fact, Mitter and Levine have conjectured the following.
Mitter conjecture. Let E be a finite-dimensional estimation algebra. If φ is

a function in E, then φ is a polynomial of degree at most 1.
Levine conjecture (see [12]). Let E be a finite-dimensional estimation algebra.

The differential operators in E have orders at most 2.
A fundamental step in the Lie algebraic approach as introduced in [21] is to

represent the elliptic operator L0 in (2.3) in a more compact form by defining

Di =
∂

∂xi
− fi,(2.4)

η =
n∑

i=1

∂fi
∂xi

+

n∑
i=1

f2
i +

m∑
i=1

h2
i .(2.5)

Then

L0 =
1

2

( n∑
i=1

D2
i − η

)
.(2.6)

Definition 2.4. The Ω-matrix of a filtering system (2.1) is an n × n matrix
Ω = (ωij) defined by

ωij =
∂fj
∂xi

− ∂fi
∂xj

∀ 1 ≤ i, j ≤ n.(2.7)

When Ω = O, i.e., f is a gradient vector field in view of the Poincaré lemma,
the filtering system and the corresponding estimation algebra are called exact. In [9]
and [18], the finite-dimensional exact estimation algebras are completely classified. In
[24], Yau classified the finite-dimensional estimation algebras when the Ω-matrix has
constant entries.

Theorem 2.5 (see [24]). Let E be an estimation algebra of (2.1) whose Ω-matrix
has constant entries.

(1) If η (in (2.5)) is a polynomial of degree at most 2 and h1, . . . , hm are affine
in x, then E is finite-dimensional and has a basis consisting of E0 = L0, E1, . . . ,
Ep, Ep+1, . . . , Eq, 1 (for some p < q). The differential operators E1, . . . , Ep have the
form

n∑
j=1

αijDj + βj , 1 ≤ i ≤ p,

where αij’s are constants and βi’s are affine in x, and the differential operators
Ep+1, . . . , Eq are affine in x. Moreover, the quadratic part of η −

∑m
i=1 h

2
i is posi-

tive semidefinite.
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(2) Conversely, if E is finite-dimensional, then h1, . . . , hm are affine in x, i.e.,
the observation matrix H = [∇h1, . . . ,∇hm] is a constant matrix. Furthermore, if the
observation matrix has rank n, then η is a polynomial of degree at most 2 and E is of
dimension 2n + 2 with a basis given by 1, x1, . . . , xn, D1, . . . , Dn, and L0.

Definition 2.6. An estimation algebra E is said to be of maximal rank if, for
any 1 ≤ i ≤ n, there exists a constant ci, such that xi + ci ∈ E.

By direct calculation, if E is of maximal rank, [L0, xi + ci] = Di ∈ E, and
[Di, xi + ci] = 1 ∈ E. Thus, 〈1, x1, . . . , xn〉 form a vector space of E. Any degree 1
polynomial is an element of E.

Theorem 2.7 (see [25]). Let E be an estimation algebra of (2.1). If E is of
maximal rank and finite-dimensional, then

(1)
∂fj
∂xi

− ∂fi
∂xj

= cij ∀1 ≤ i, j ≤ n, where cij’s are constants;

(2) h1, . . . , hm are affine in x;
(3) η is a polynomial of degree 2 and the quadratic part of η−

∑m
i=1 h

2
i is positive

semidefinite.
Moreover, E is of dimension 2n+2 with a basis given by 1, x1, . . . , xn, D1, . . . , Dn,

and L0.
For the convenience of the reader, the following elementary lemma on the calcu-

lations of the Lie bracket of the estimation algebra is listed without proof.
Lemma 2.8 (see [8], [24]). Let E be an estimation algebra for the filtering system

(2.1). Ω = (ωij) is defined as in (2.7). X,Y, Z ∈ E and g, h ∈ C∞(Rn). Then
(1) [XY,Z] = X[Y,Z] + [X,Z]Y ;
(2) [gDi, h] = g ∂h

∂xi
;

(3) [gDi, hDj ] = −ghωij + g ∂h
∂xi

Dj − h ∂g
∂xj

Di;

(4) [gD2
i , h] = 2g ∂h

∂xi
Di + g ∂2h

∂x2
i

;

(5) [D2
i , hDj ] = 2 ∂h

∂xi
DiDj − 2hωijDi + ∂2h

∂x2
i

Dj − h
∂ωij

∂xi
;

(6) [D2
i , D

2
j ] = 4ωjiDjDi + 2

∂ωji

∂xj
Di + 2

∂ωji

∂xi
Dj +

∂2ωji

∂xi∂xj
+ 2ω2

ji;

(7) [D2
k, hDiDj ] = 2 ∂h

∂xk
DkDiDj+2hωjkDiDk+2hωikDkDj+

∂2h
∂x2

k

DiDj+2h
∂ωjk

∂xi
Dk

+ h
∂ωjk

∂xk
Di + h∂ωik

∂xk
Dj + h

∂2ωjk

∂xi∂xk
;

(8) [gDiDj , hDk] = g ∂h
∂xj

DiDk + g ∂h
∂xi

DjDk + ghωkjDi + ghωkiDj + g ∂2h
∂xi∂xj

Dk +

gh
∂ωkj

∂xi
− h ∂g

∂xk
DiDj .

3. Preliminary results.

3.1. Differential operator. Let U be the set of differential operators in the
form

A =
∑

(i1,...,in)∈IA

ai1,...,inD
i1
1 · · ·Din

n ,(3.1)

where nonzero functions ai1,...,in ∈ C∞(Rn) and IA is the finite index set of A. Each
element of the index set is an n-tuple (i1, . . . , in) of nonnegative integers. The norm
of an index i = (i1, . . . , in) is defined to be |i| =

∑n
l=1 il. The order of A is denoted

by ord A = maxi=(i1,...,in)∈IA |i|. If A = 0, ord A is defined to be −∞. It is clear that
for A,B ∈ U

ord (AB) = ord (BA) = ord A + ord B,(3.2)

ord (A±B) ≤ max(ord A, ord B).(3.3)
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U is a Lie algebra under the Lie bracket [·, ·] defined earlier. Two differential operators
A and B in U are equal if they have the identical index sets IA = IB and ai1,...,in =
bi1,...,in∀(i1, . . . , in) ∈ IA. Let Uk denote the subspace of U consisting of elements with
order less than or equal to k. In particular, U0 = C∞(Rn). As usual, mod is used to
denote the equivalence class, i.e., if V is a subspace of U ,

A = B, mod V ⇐⇒ A−B ∈ V.(3.4)

If A,B ∈ U , define

AdAB = [A,B], AdlAB = [A,Adl−1
A B], l ≥ 1,(3.5)

where Ad0
A is the identity operator by standard convention.

Recall that

Di =
∂

∂xi
− fi, 1 ≤ i ≤ n,(3.6)

L0 =
1

2

(
n∑

i=1

D2
i − η

)
, η =

n∑
i=1

∂fi
∂xi

+

n∑
i=1

f2
i +

m∑
i=1

h2
i .(3.7)

The estimation algebra E = 〈L0, h1, . . . , hm〉L.A.. Since L0 ∈ U2 and hi ∈ U0, 1 ≤ i ≤
m, E ⊂ U. Every element of E will have representation in the form of (3.1).

The finite-dimensionality of E can be measured in terms of the finite order of the
elements in E. If E is finite-dimensional, then the orders of its element will have an
upper bound. In particular, if there exists a sequence of elements Aj ∈ E such that
the orders of Aj ’s are strictly increasing, E is not finite-dimensional.

The following is a very useful lemma in the computation of the orders of the
differential operators generated under the Lie bracket.

Lemma 3.1. Let g, h ∈ C∞(Rn) and let i1, . . . , in, j1, . . . , jn be nonnegative inte-
gers with

∑n
l=1 il = r,

∑n
l=1 jl = s, and r + s ≥ 2. Let δij be the Kronecker symbol,

i.e., δij = 0 if i 
= j and δij = 1 if i = j. Then

[gDi1
1 · · ·Din

n , hDj1
1 · · ·Djn

n ](3.8)

=

n∑
l=1

(
ilg

∂h

∂xl
− jlh

∂g

∂xl

)
Di1+j1−δ1l

1 · · ·Din+jn−δnl
n , mod Ur+s−2.

Proof. If r + s = 2, there are two cases:

[gDiDj , h] = −[h, gDiDj ] = g
∂h

∂xj
Di + g

∂h

∂xi
Dj + g

∂2h

∂xi∂xj
,(3.9)

[gDi, hDj ] = −[hDj , gDi] = ghωij + g
∂h

∂xi
Dj − h

∂g

∂xj
Di.(3.10)

Clearly, (3.8) holds for these two cases. Induction on r + s is used to prove (3.8).
If r + s > 2, at least one of r and s is greater than 0. Without loss of gener-

ality, assume r > 0. (In the case where r = 0 and s > 0, by using the property
[A,B] = −[B,A], the same procedure applies below.) Since

∑n
l=1 il = r > 0, at

least one il is no less than 1. Assume ik ≥ 1. By Lemma 2.8, gDi1
1 · · ·Dik

k · · ·Din
n =

DkgD
i1
1 · · ·Dik−1

k · · ·Din
n , mod Ur−1. Hence,

gDi1
1 · · ·Dik

k · · ·Din
n = DkgD

i1
1 · · ·Dik−1

k · · ·Din
n + A,(3.11)
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where A ∈ Ur−1. By the assumption of the induction, [A, hDj1
1 · · ·Djn

n ] ∈ Ur+s−2,
since each term of A has order less than or equal to r − 1. Therefore,

[gDi1
1 · · ·Din

n , hDj1
1 · · ·Djn

n ]

= [DkgD
i1
1 · · ·Dik−1

k · · ·Din
n , hDj1

1 · · ·Djn
n ]

= Dk[gD
i1
1 · · ·Dik−1

k · · ·Din
n , hDj1

1 · · ·Djn
n ]

+[Dk, hD
j1
1 · · ·Djn

n ]gDi1
1 · · ·Dik−1

k · · ·Din
n

= Dk

n∑
l=1

(
(il − δlk)g

∂h

∂xl
− jlh

∂g

∂xl

)
Di1+j1−δ1l

1 · · ·Dik+jk−1−δkl

k · · ·Din+jn−δnl
n

+
∂h

∂xk
Dj1

1 · · ·Djk
k · · ·Djn

n gDi1
1 · · ·Dik−1

k · · ·Din
n

=

n∑
l=1

(
(il − δlk)g

∂h

∂xl
− jlh

∂g

∂xl

)
Di1+j1−δ1l

1 · · ·Dik+jk−δkl

k · · ·Din+jn−δnl
n

+g
∂h

∂xk
Di1+j1

1 · · ·Dik+jk−1
k · · ·Din+jn

n

=

n∑
l=1

(
ilg

∂h

∂xl
− jlh

∂g

∂xl

)
Di1+j1−δ1l

1 · · ·Din+jn−δnl
n , mod Ur+s−2.

In fact, (3.8) is still valid for r + s = 0 or 1 if the definition of Uk is extended to
when k < 0, Uk = {0}, i.e., Uk has just one element 0 when k < 0.

A direct result from Lemma 3.1 is that for A,B ∈ U,

ord [A,B] ≤ ord A + ord B − 1.(3.12)

Moreover, if ord [A,B] = ord A + ord B − 1, the highest order terms of [A,B] are
uniquely determined in (3.8) by those of A and B.

The following is a very important theorem on the polynomial structure of coeffi-
cient functions of the differential operators in E which generalizes Wong’s [22] result.

Theorem 3.2. Let E be a finite-dimensional estimation algebra and let the Di’s
be defined as in (3.6). If l ≥ 0 and

A =
∑

|(i1,...,in)|=l+1

ai1,...,inD
i1
1 · · ·Din

n , mod Ul,

is in E, then ai1,...,in’s are polynomials.

Proof. If not all the ai1,...,in’s are polynomials, at least one, say, aj1,...,jn , is
transcendental. Then there exists a variable xk in which aj1,...,jn is transcendental,

i.e.,
∂saj1,...,jn

∂xs
k


= 0 ∀s ≥ 0.

Now, among the indices (j1, . . . , jn) of all aj1,...,jn that are transcendental in xk,
there exists one (j1, . . . , jn) having the largest kth index jk. Without loss of generality,
assume k = 1 and aj1,...,jn is transcendental in x1 and j1 is the largest among the
first indices whose coefficient functions are transcendental in x1, i.e., if ai1,...,in is
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transcendental in x1 as well, then j1 ≥ i1. Let

A1 = [L0, A] =

⎡
⎣L0,

∑
|(i1,...,in)|=l+1

ai1,...,inD
i1
1 · · ·Din

n

⎤
⎦

=
∑

|(i1,...,in)|=l+1

n∑
r=1

∂ai1,...,in
∂xr

Di1
1 · · ·Dir−1

r−1 D
ir+1
r D

ir+1

r+1 · · ·Din
n , mod Ul+1.

The coefficient function of Dj1+1
1 Dj2

2 · · ·Djn
n in A1 is

∂aj1,j2,...,jn
∂x1

+
∂aj1+1,j2−1,...,jn

∂x2
+ · · · + ∂aj1+1,j2,...,jn−1

∂xn
.(3.13)

Since j1 is the largest first index such that a is transcendental in x1, except that the
first term in (3.13) is transcendental in x1, the other (n−1) terms are all polynomials
in x1. Hence, the coefficient function (3.13) of Dj1+1

1 Dj2
2 · · ·Djn

n is transcendental in
x1.

Similarly, let |(i1, . . . , in)| = l+2, i1 ≥ j1+2, and consider the coefficient functions

of Di1
1 Di2

2 · · ·Din
n in A1. Their coefficient functions are the sum of

∂ap1,p2,...,pn

∂xq
, where

|(p1, . . . , pn)| = l + 1 and p1 ≥ j1 + 1. By assumption on the a’s, these functions are
all polynomials in x1.

Thus, from A to A1, the differential orders increase by 1, while the transcendental
structure on x1 remains unchanged. The coefficient function of Dj1+1

1 Dj2
2 · · ·Djn

n in
A1 is transcendental in x1 and j1 + 1 is the largest first indices whose coefficient
functions are transcendental in x1. (Note that there may exist other a’s having this
property, but they must have different numbers in another index, say the nth index.
These terms are linearly independent.)

By keeping this process, A2 = [L0, A1], A3 = [L0, A2], . . . . Ak has order of l+ k+
1 → ∞. Contradiction!

3.2. Linear rank and quadratic rank. Unlike estimation algebras of maximal
rank (cf. Definition 2.6), it is not clear whether xi’s are elements of a general estimation
algebra E. Moreover, 1 may not be in E either. To simplify the situation, the concept
of linear rank is introduced in this section together with quadratic rank to explore
the structure of the function elements in E. In what follows, dim E is denoted
the dimension of the estimation algebra E. For a polynomial φ, φ(k) denotes its
homogeneous degree k part.

Theorem 3.3. Let E = 〈L0, h1, . . . , hm〉L.A. and Ē = 〈1, L0, h1, . . . , hm〉L.A..
Then E is finite-dimensional if and only if Ē is finite-dimensional.

Proof. Since E ⊂ Ē, it suffices to show dim Ē − dim E ≤ 1 if dim E < ∞.

Start from the generators of Ē to construct increasing subsets Ak of Ē, as follows:

• A0 = {1, L0, h1, . . . , hm};
• for k ≥ 1, Ak = {a1B1+a2B2+a3[B3, B4] : ai ∈ R,Bj ∈ Ak−1, i = 1, 2, 3, j =

1, 2, 3, 4}.
Clearly Ak ↗ Ē as k → ∞. Now, assume that dim E < ∞. Let vector space

E∗ = E + 1 := {aX + b : X ∈ E, a, b ∈ R}. It is easy to show by induction that
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Ak ⊂ E∗ for k ≥ 0. Thus,

Ē = ∪k≥0Ak ⊂ E∗,

which means

dim Ē ≤ dim E∗ ≤ dim E + 1.

Thus, the estimation algebra E of a filtering problem being finite-dimensional is
equivalent to the finite-dimensionality of 〈E, 1〉L.A.. In the discussion of the finite-
dimensionality of E, 1 can always be assumed an element of E.

Under the assumption that 1 ∈ E, any degree 1 polynomial in E =⇒ its homo-
geneous degree 1 part is in E.

Definition 3.4. Let L(E) ⊂ E be the vector space (Lie subalgebra of E) con-
sisting of all the homogeneous degree 1 polynomials in E. Then ν(E) := dim L(E) is
called the linear rank of the estimation algebra E.

From this definition, an estimation algebra of maximal rank is in fact an estima-
tion algebra with linear rank n.

Note that an estimation algebra is associated with a filtering system and is
coordinate-dependent. The recognition of the structurally equivalent estimation al-
gebras is very important in the classification problem. Since an estimation algebra is
essentially a Lie algebra, the definitions of homomorphism and isomorphism of esti-
mation algebras follow from those of Lie algebras. It is shown in [2], [8], and [14] that
orthogonal variable transformation and affine transformations extend to estimation
algebra isomorphisms.

Let ν(E) = r. Clearly r ≤ n and there exist r independent linear functions (the
basis of L) l1(x), . . . , lr(x) such that

(l1(x), . . . , lr(x))T = Ax,

where A is an r × n matrix with rank r. From the singular value decomposition
theorem, there exist orthogonal matrices U(r × r), V (n× n) such that

A = U [D 0]V T ,

where D = diag(d1, . . . , dr), with d1, . . . , dr 
= 0 the singular values of A. Thus,

UTAx = UTAV (V Tx) = [D 0]V Tx.

After an orthogonal change of the variable y = V Tx, it is easy to see that for 1 ≤ i ≤ r,
yi is a linear combination of lj(x) (1 ≤ j ≤ r). In view of ν(E) = r, {yi, 1 ≤ i ≤ r} is
the basis of L(E).

Hence, by an orthogonal variable transformation, if necessary, a linear function l
is in E if and only if

l(x) ∈ L(E) := span{x1, . . . , xr}.

Definition 3.5. For a given function h ∈ E, its quadratic part h(2) = xTAx
for a symmetric matrix A. The quadratic rank λ(h) of h is defined as the rank of
A. The quadratic rank λ(E) of E is the greatest quadratic rank of h ∈ E, i.e.,
λ(E) = maxh∈E λ(h).
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Lemma 3.6. Let E be an estimation algebra with linear rank r and φ ∈ E. Then
the quadratic part of φ is

φ(2) = xT

(
A1 0
0 A2

)
x,

where A1 and A2 are symmetric matrices with dimensions r×r and (n−r)×(n−r).
Proof. φ(2) is a degree 2 homogeneous polynomial; therefore it can be written as

φ(2) = xTAx for a symmetric matrix A = (aij) of dimension n× n.
Since ν(E) = r, xi ∈ E if and only if 1 ≤ i ≤ r. For 1 ≤ i ≤ r, [L0, xi] = Di ∈ E,

and

[Di, φ] =
∂φ

∂xi
= 2

n∑
j=1

aijxj ∈ E, mod R.

Hence, aij = 0 for r + 1 ≤ j ≤ n, 1 ≤ i ≤ r. By the symmetry of A, the lemma
follows.

Now, consider an estimation algebra E with linear rank r and quadratic rank k.
From the definition of the quadratic rank of E, there exists p0 ∈ E such that the

quadratic rank of p0 is k. By Lemma 3.6, p
(2)
0 (x) = xT (A1 0

0 A2
)x. Let k1 = rank(A1),

k2 = rank(A2). Then k = k1+k2, 0 ≤ k1 ≤ r, and 0 ≤ k2 ≤ n−r. Since A1 and A2 are
real symmetric, there are orthogonal matrices U1 and U2 such that A1 = U1(

D1 0
0 0 )UT

1

and A2 = U2(
0 0
0 D2

)UT
2 , where D1 and D2 are nonsingular diagonal matrices with

dimensions k1 × k1 and k2 × k2. By taking the orthogonal variable transformation

T = ( U1 0
0 U2

), p
(2)
0 =

∑k1

i=1 dix
2
i +

∑n
i=n−k2+1 dix

2
i , where di 
= 0. Moreover, by an

affine variable transformation, if necessary,

p0 =

k1∑
i=1

dix
2
i +

n∑
i=n−k2+1

dix
2
i +

n−k2∑
i=k1+1

cixi + c0 ∈ E(3.14)

=⇒ [[L0, p0], p0] =

k1∑
i=1

4d2
ix

2
i +

n∑
i=n−k2+1

4d2
ix

2
i +

n−k2∑
i=k1+1

c2i ∈ E

=⇒ q0 :=

k1∑
i=1

d2
ix

2
i +

n∑
i=n−k2+1

d2
ix

2
i ∈ E,(3.15)

=⇒ qj := [[L0, qj−1], qj−1] =

k1∑
i=1

4jd2j+2
i x2

i +

n∑
i=n−k2+1

4jd2j+2
i x2

i ∈ E, j ≥ 1.(3.16)

If no d2
i ’s are equal, then the coefficient matrix of (3.16) for x2

i forms a Vandermonde
matrix. By the invertibility of the Vandermonde matrix, x2

i can be represented as a
linear combination of qj ’s, and therefore x2

i ∈ E. Hence,

k1∑
i=1

x2
i +

n∑
i=n−k2+1

x2
i ∈ E.(3.17)

If some d2
i ’s are equal, for example, d2

i ’s equal for l1 ≤ i ≤ l2 in (3.14), they can be
grouped to be solved as one variable. Instead of individual x2

i ∈ E for l1 ≤ i ≤ l2,
x2
l1

+ · · · + x2
l2

∈ E is obtained as a group under the above Vandermonde argument.
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In any case, (3.17) can be constructed as long as the quadratic rank of E is k. An
important observation is that both orthogonal variable transformation so used and
affine variable transformation do not change the basis of L(E). In summary, we have
the following.

Theorem 3.7. Let E be a finite-dimensional estimation algebra with linear rank
r and quadratic rank k.

There exists p0 =
∑k1

i=1 x
2
i +
∑n

i=n−k2+1 x
2
i ∈ E, where k1 + k2 = k, k1 ≤ r, and

k2 ≤ n− r.
If φ ∈ E is a degree 1 polynomial, then φ is independent of xr+1, . . . , xn.
If φ ∈ E is a degree 2 polynomial, then φ(2) is independent of xk1+1, . . . , xn−k2 .

3.3. Euler operator. As discussed in section 3.1, the finite-dimensionality of
an estimation algebra relies on the order of the differential operators as well as the
coefficient functions. The conditions on the constructible differential operators with
bounded order are shifted to those on the coefficient functions to ensure the finite-
dimensionality. Thus, it is important to extract the conditions on some primary
characteristics such as ωij ’s from some transformations. The Euler operator (see
Definition 3.8) is one of such transformations that occur frequently, especially when
a quadratic polynomial is assumed to be an element of the estimation algebra. This
section studies the properties of the inverse image of the Euler operators. The results
obtained in this section generalize the results discussed in [18] and [27].

Definition 3.8. Let l be a positive integer such that l ≤ n. The Euler operator
El(·) is defined to be a differential operator such that

El(φ) =

l∑
i=1

xi
∂φ

∂xi

for any φ ∈ C∞(Rn).
In the case l = n, E(·) is used instead of En(·).
Lemma 3.9. Let m > 0 be a positive integer and ζ ∈ C∞(Rn). If El(ζ)+mζ = 0,

then ζ = 0.
Proof. Let φ = xm

1 ζ. Then

El(φ) =

l∑
i=1

xi
∂

∂xi
(xm

1 ζ) = mxm
1 ζ + xm

1

l∑
i=1

xi
∂ζ

∂xi
= xm

1 (mζ + El(ζ)) = 0,(3.18)

φ(x1, . . . , xl, . . . , xn) − φ(εx1, . . . , εxl, xl+1, . . . , xn)

=

∫ 1

ε

dφ

dt
(tx1, . . . , txl, xl+1, . . . , xn)dt

=

∫ 1

ε

l∑
i=1

xi
∂φ

∂xi
(tx1, . . . , txl, xl+1, . . . , xn)dt

=

∫ 1

ε

1

t
(El(φ))(tx1, . . . , txl, xl+1, . . . , xn)dt =

∫ 1

ε

0

t
dt = 0.(3.19)

Hence, φ(x1, . . . , xl, . . . , xn) = εmxm
1 ζ(εx1, . . . , εxl, xl+1, . . . , xn). Since ζ ∈ C∞(Rn),

the limit limε→0 ζ(εx1, . . . , εxl, xl+1, . . . , xn) exists. By letting ε → 0, one has that
φ = 0 =⇒ ζ = 0.
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Lemma 3.10. Let ζ ∈ C∞(Rn). If El(ζ) = 0, then ζ is a C∞-function in
xl+1, . . . , xn variables.

Proof. For 1 ≤ j ≤ l,

∂

∂xj
El(ζ) =

∂ζ

∂xj
+ El

(
∂ζ

∂xj

)
= 0.(3.20)

By Lemma 3.9, ∂ζ
∂xj

= 0. Therefore, ζ is independent of x1, . . . , xl.

Lemma 3.11. Let m > 0 be a positive integer and ζ ∈ C∞(Rn). If El(ζ)−mζ = 0,
then ζ is either 0 or a degree m homogeneous polynomial in x1, . . . , xl variables with
coefficients in C∞-functions of xl+1, . . . , xn variables.

Proof. Let D = ( ∂
∂x1

)α1 · · · ( ∂
∂xl

)αl with
∑l

i=1 αi = m.
By induction,

D(El(ζ)) = El(Dζ) + mDζ.(3.21)

Hence, El(Dζ) = D(El(ζ) − mζ) = 0. By Lemma 3.10 Dζ is a C∞-function in
xl+1, . . . , xn variables. This means that ζ is a polynomial of degree s ≤ m in x1, . . . , xl

variables with coefficients in C∞-functions of xl+1, . . . , xn variables.
Let ζ =

∑
0≤|i|≤s ai1···il(xl+1, . . . , xn)xi1

1 · · ·xil
l . Then

El(ζ) −mζ = El

⎛
⎝ ∑

0≤|i|≤s

ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l

⎞
⎠

− m
∑

0≤|i|≤s

ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l

=
∑

0≤|i|≤s

|i|ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l

− m
∑

0≤|i|≤s

ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l

=
∑

0≤|i|≤s

(|i| −m)ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l

= 0.(3.22)

Thus, every term (|i| −m)ai1···il(xl+1, . . . , xn) must be 0. If ζ 
= 0, s must be equal
to m while ai1···il(xl+1, . . . , xn) = 0 for |i| < m.

Lemma 3.12. Let m be a constant integer and ζ ∈ C∞(Rn) such that El(ζ)+mζ
is a polynomial of degree k (≥ 0) in x1, . . . , xl variables with coefficients in C∞-
functions of xl+1, . . . , xn variables. If ζ is a polynomial of degree s in x1, . . . , xl

variables with coefficients in C∞-functions of xl+1, . . . , xn, then s ≥ k.
Proof. Let ζ =

∑
0≤|i|≤s ai1···il(xl+1, . . . , xn)xi1

1 · · ·xil
l . By repeating the same

process in (3.22),

El(ζ) + mζ =
∑

0≤|i|≤s

(|i| + m)ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l .(3.23)

For El(ζ)+mζ to be a polynomial of degree k in x1, . . . , xl variables with coefficients
in C∞-functions of xl+1, . . . , xn variables, s must be no less than k.
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Theorem 3.13. Let m be a constant integer and ζ ∈ C∞(Rn) such that El(ζ) +
mζ is a polynomial of degree k (≥ 0) in x1, . . . , xl variables with coefficients in C∞-
functions of xl+1, . . . , xn variables.

If m + k + 1 > 0, ζ is a polynomial of degree k in x1, . . . , xl variables with
coefficients in C∞-functions of xl+1, . . . , xn.

If m + k + 1 ≤ 0, ζ is a polynomial of degree k or degree −m (≥ k + 1 > 0) in
x1, . . . , xl variables with coefficients in C∞-functions of xl+1, . . . , xn.

Proof. Let D = ( ∂
∂x1

)α1 · · · ( ∂
∂xl

)αl with
∑l

i=1 αi = k + 1 ≥ 1. Since El(ζ) + mζ
is a polynomial of degree k in x1, . . . , xl variables with coefficients in C∞-functions of
xl+1, . . . , xn variables,

D(El(ζ) + mζ) = D(El(ζ)) + mDζ = 0.(3.24)

On the other hand, by (3.21),

D(El(ζ)) = El(Dζ) + (k + 1)Dζ.(3.25)

By (3.24) and (3.25),

El(Dζ) + (m + k + 1)Dζ = 0.(3.26)

Now, there are three cases:
(i) m + k + 1 > 0. By Lemma 3.9, Dζ = 0. This means that ζ is a polynomial

of degree ≤ k in x1, . . . , xl variables with coefficients in C∞-functions of xl+1, . . . , xn

variables. By Lemma 3.12, ζ is a polynomial of degree k in x1, . . . , xl variables with
coefficients in C∞-functions of xl+1, . . . , xn variables.

(ii) m + k + 1 = 0. By Lemma 3.10, Dζ is 0 or a nonzero C∞-function in
xl+1, . . . , xn. Thus, ζ is a polynomial of degree ≤ k + 1 in x1, . . . , xl variables with
coefficients in C∞-functions of xl+1, . . . , xn. By Lemma 3.12, ζ is a polynomial of
degree k or k + 1 (= −m) in x1, . . . , xl variables with coefficients in C∞-functions of
xl+1, . . . , xn variables.

(iii) m + k + 1 < 0 (m < −k − 1 < 0). Let m′ = −(m + k + 1) > 0. Then
(3.26) becomes El(Dζ) −m′Dζ = 0. By Lemma 3.11, Dζ is either 0 or a degree m′

homogeneous polynomial in x1, . . . , xl variables with coefficients in C∞-functions of
xl+1, . . . , xn variables. If it is the latter case, ζ is a polynomial of degree (k+1)+m′ =
−m > 0 in x1, . . . , xl variables with coefficients in C∞-functions of xl+1, . . . , xn. If
Dζ = 0, ζ is a polynomial of degree at most k in x1, . . . , xl variables with coefficients
in C∞-functions of xl+1, . . . , xn variables. By combining these two situations with
Lemma 3.12, ζ is a polynomial of degree k or degree −m in x1, . . . , xl variables with
coefficients in C∞-functions of xl+1, . . . , xn variables since −m > k.

Theorem 3.14. Let m be a constant integer and ζ ∈ C∞(Rn) such that El(ζ) +
mζ = ϕ, where ϕ is a C∞-function in xl+1, . . . , xn variables.

If m > 0, then ζ = 1
mϕ.

If m = 0, then ϕ = 0 =⇒ ζ is a C∞-function in xl+1, . . . , xn variables.
If m ≤ −1, then ζ = ξ + 1

mϕ, where ξ is either 0 or a degree −m homogeneous
polynomial in x1, . . . , xl variables with coefficients in C∞-functions of xl+1, . . . , xn

variables.
Proof. (i) If m + 1 > 0, by Theorem 3.13, ζ is a C∞-function in xl+1, . . . , xn

variables =⇒ El(ζ) = 0 =⇒ mζ = ϕ =⇒ ζ = 1
mϕ if m 
= 0; ϕ = 0 if m = 0.

(ii) m ≤ −1. Let ξ = ζ − 1
mϕ. Then El(ξ) + mξ = 0. By Lemma 3.11, ξ is either

0 or a degree −m homogeneous polynomial in x1, . . . , xl variables with coefficients in
C∞-functions of xl+1, . . . , xn variables.
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Theorem 3.15. Let m be a constant integer and ζ ∈ C∞(Rn) such that El(ζ) +
mζ ∈ Pk(x1, . . . , xn), a polynomial of degree k ≥ 0 in x1, . . . , xn variables.

If m > 0, ζ ∈ Pk(x1, . . . , xn).

If m = 0, ζ ∈ Pk(x1, . . . , xn) + a(xl+1, . . . , xn), where a(xl+1, . . . , xn) is a C∞-
function in xl+1, . . . , xn variables.

Proof. By Theorem 3.13, ζ =
∑

0≤|i|≤k ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l for m ≥ 0.

By (3.23)

El(ζ) + mζ =
∑

0≤|i|≤k

(|i| + m)ai1···il(xl+1, . . . , xn)xi1
1 · · ·xil

l .(3.27)

If m > 0, |i|+m > 0 =⇒ ai1···il(xl+1, . . . , xn) must be a polynomial of degree less

than or equal to k −
∑l

j=1 ij in xl+1, . . . , xn variables since xi1
1 · · ·xil

l ’s are linearly
independent.

If m = 0, only when |i| = 0, i.e., when i1 = · · · = il = 0, ai1···il(xl+1, . . . , xn) may
not be a polynomial.

3.4. Underdetermined partial differential equation. From Theorems 2.5
and 2.7, for the finite-dimensional estimation algebras of maximal rank, F = η −∑m

i=1 h
2
i must be a polynomial of degree at most 2. Notice that the filtering system

(2.1) is completely parameterized by the pair, (f, h). It follows by (2.5) that the
underdetermined partial differential equation

n∑
i=1

∂fi
∂xi

+

n∑
i=1

f2
i = F(3.28)

provides a complete characterization of the realization set of such systems. Therefore,
it is of primary interest to investigate the solution and solution properties for this
class of equations.

In (3.28), f1, . . . , fn and F are C∞-functions on Rn. F is given and f1, . . . , fn are
treated as unknown. Although there is only one equation with n unknowns, (3.28)
may not have solutions. The following important result can be found in [24].

Theorem 3.16 (see [24]). Let F (x1, . . . , xn) be a C∞-function on Rn. Suppose
that there exists a path c : R → Rn and δ > 0 such that limt→∞

∥∥c(t)∥∥ = ∞ and

limt→∞ supBδ(c(t))
F = −∞, where Bδ(c(t)) =

{
x ∈ Rn :

∥∥x− c(t)
∥∥ < δ

}
. Then there

are no C∞-functions f1, f2, . . . , fn on Rn satisfying (3.28).

The following results are applications of Theorem 3.16 that will be used in the
classification problems.

Theorem 3.17. Let F (x1, . . . , xn) be a polynomial on Rn, let c(t) = (c1(t), . . . ,
cn(t)) be a polynomial path (i.e., ci(t)’s are polynomials in t), and let ε = (ε1, . . . , εn).

Then F (c(t) + ε) is a polynomial in t, i.e., F (c(t) + ε) =
∑d

j=0 aj(ε)t
j , where aj(ε)’s

are polynomials of ε1, . . . , εn. If there exists a path c(t) such that the coefficient ad(ε)
of the leading term of F (c(t) + ε) is a negative constant and d ≥ 1, there are no
C∞-functions f1, f2, . . . , fn on Rn satisfying the equation

n∑
i=1

∂fi
∂xi

+

n∑
i=1

f2
i = F.(3.29)
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Proof. Suppose ad(ε) = ad is a negative constant with d ≥ 1. It is clear that
limt→∞ ‖c(t)‖ = ∞.

For 0 ≤ j ≤ d− 1, aj(ε) is a polynomial in ε1, . . . , εn. By continuity, there exists
a δ > 0 and a ball Bδ(0) = {ε ∈ Rn : ‖ε‖ < δ}, such that for any ε ∈ Bδ(0), the
following bounds hold:

|aj(ε) − aj(0)| ≤ 1 ∀0 ≤ j ≤ d− 1.(3.30)

It follows that for t > 0,

sup
Bδ(c(t))

F (x1, . . . , xn) = sup
ε∈Bδ(0)

F (c(t) + ε) = sup
ε∈Bδ(0)

adt
d +

d−1∑
j=0

aj(ε)t
j

≤ adt
d +

d−1∑
j=0

(1 + aj(0))tj −→ −∞ as t → ∞,

since ad < 0 and d ≥ 1. The assertion follows immediately by Theorem 3.16.
Theorem 3.18. Let F (x1, . . . , xn) be a degree d ≥ 1 polynomial on Rn. The

homogeneous degree d part of F is denoted by Fd =
∑

|i|=d aix
i1
1 · · ·xin

n , where i =

(i1, . . . , in). If there exist n numbers b1, . . . , bn such that Fd(b1, . . . , bn) < 0, there are
no C∞-functions f1, f2, . . . , fn on Rn satisfying (3.29).

Proof. By taking the polynomial path c(t) = (b1t, . . . , bnt) one has that F (c(t)+ε)
is a degree d polynomial in t and the coefficient of td in F (c(t)+ε) is a negative constant
Fd(b1, . . . , bn) < 0. The proof is concluded by using Theorem 3.17.

Corollary 3.19. Let F (x1, . . . , xn) be a polynomial on Rn. If the degree of F
is odd, there are no C∞-functions f1, f2, . . . , fn on Rn satisfying (3.29).

Corollary 3.20. Let F (x1, . . . , xn) be a degree d ≥ 1 polynomial on Rn. If there
exist C∞-functions f1, f2, . . . , fn on Rn satisfying (3.29), the homogeneous degree d
part of F is a nonnegative function.

In fact, the above theorems can be further generalized to the case when F is a
polynomial in x1, . . . , xr variables with C∞ coefficient functions in xr+1, . . . , xn. For
example, we have the following.

Theorem 3.21. Let d and r ≤ n be two positive integers and

F (x1, . . . , xn) =
∑
|i|≤d

ai(xr+1, . . . , xn)xi1
1 · · ·xir

r ,

where i = (i1, . . . , ir), and where ai’s are C∞-functions in xr+1, . . . , xn variables.
The homogeneous degree d part in x1, . . . , xr variables of F is denoted by Fd =∑

|i|=d ai(xr+1, . . . , xn)xi1
1 · · ·xir

r . If there exist n numbers b1, . . . , bn such that

Fd(b1, . . . , bn) < 0, there are no C∞-functions f1, f2, . . . , fn on Rn satisfying (3.29).
Proof. Take the path c(t) = (b1t, . . . , brt, br+1, . . . , bn). Clearly limt→∞ ‖c(t)‖ →

∞ since Fd(b1, . . . , bn) < 0.
Let ε = (ε1, . . . , εn). Then F (c(t) + ε) is a polynomial in t,

F (c(t) + ε) = Fd(b1, . . . , br, br+1 + ε, . . . , bn + ε)td +

d−1∑
j=0

cj(ε)t
j .

By continuity, there exist a δ > 0 and a ball Bδ(0) = {ε ∈ Rn : ‖ε‖ < δ}, such that
for any ε ∈ Bδ(0), the following bounds hold:



ESTIMATION ALGEBRAS WITH STATE DIMENSION 2 1053

Fd(b1, . . . , br, br+1 + ε, . . . , bn + ε) ≤ 1

2
Fd(b1, . . . , bn) < 0,

|cj(ε) − cj(0)| ≤ 1 ∀0 ≤ j ≤ d− 1.

It follows that for t > 0,

sup
Bδ(c(t))

F (x1, . . . , xn) = sup
ε∈Bδ(0)

F (c(t) + ε)

= sup
ε∈Bδ(0)

Fd(b1, . . . , br, br+1 + ε, . . . , bn + ε)td +

d−1∑
j=0

cj(ε)t
j

≤ 1

2
Fd(b1, . . . , bn)td +

d−1∑
j=0

(1 + cj(0))tj −→ −∞, as t → ∞,

since Fd(b1, . . . , bn) < 0 and d ≥ 1. The assertion follows immediately by Theorem
3.16.

4. Classification of estimation algebras n = 2. In this section, the state
dimension is assumed to be n = 2, i.e., there are two state variables x1 and x2. The
estimation algebra E = 〈L0, h1, . . . , hm〉L.A., where

L0 =
1

2
(D2

1 + D2
2 − η), Di =

∂

∂xi
− fi, i = 1, 2,(4.1)

η =
2∑

i=1

∂fi
∂xi

+

2∑
i=1

f2
i +

m∑
i=1

h2
i .(4.2)

m is assumed to be a positive integer; otherwise E = 〈L0〉L.A. is a one-dimensional
estimation algebra. The Ω-matrix is a 2 × 2 antisymmetric matrix. Therefore, only
ω12 = −ω21 is unknown.

By Theorem 3.3, 1 is assumed to be an element of E in the discussion.

4.1. Linear structure of the Ω-matrix.
Theorem 4.1. Suppose dim E < ∞ and Y = p(x)D2, mod U0 ∈ E. Then p is

a polynomial in x1, x2 of degree at most 1.
Proof. By Theorem 3.2, p is a polynomial in x1, x2. Let l = deg p and p(l) be the

homogeneous degree l part of p. Then

p(l) =

l∑
i=0

aix
l−i
1 xi

2 =

t∑
i=s

aix
l−i
1 xi

2,

where ai’s are constants, 0 ≤ s ≤ t ≤ l, as 
= 0, at 
= 0, and ai = 0 for i < s or i > t.
Let Yk = AdkL0

Y for k ≥ 0. By induction,

Yk = AdkL0
Y =

k∑
j=0

(
k
j

)
∂kp

∂xk−j
1 ∂xj

2

Dk−j
1 Dj+1

2 , mod Uk,

where ( k
j )’s are binomial numbers. In particular,

Yl =

l∑
j=0

(
l
j

)
(l − j)!j!ajD

l−j
1 Dj+1

2 = l!

t∑
j=s

ajD
l−j
1 Dj+1

2 , mod Ul,
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and

Yl−1 =

l−1∑
j=0

(
l − 1
j

)
∂l−1p

∂xl−j−1
1 ∂xj

2

Dl−j−1
1 Dj+1

2

=

l−1∑
j=0

(l − 1)!

(
(l − j)ajx1 + (j + 1)aj+1x2 + cj

)
Dl−j−1

1 Dj+1
2 , mod Ul−1,

where cj ’s are constants from the (l − 1)th partial derivatives of the homogeneous
degree l − 1 part of p.

Now, depending on whether or not s = 0, and in the case when s = 0 whether
a1, a2 are 0, there are four cases for which similar constructions of sequences with
different calculations will show that l must be less than 2 if E is finite-dimensional.

(i) Case 1. s 
= 0.

A0 := Yl−1 = (d0x2 + (l − 1)!cs−1)D
l−s
1 Ds

2

+ terms with lower order in D1, mod Ul−1,

A1 := Yl = d1D
l−s
1 Ds+1

2 + terms with lower order in D1, mod Ul,

A2 := [A1, A0] = (s + 1)d1d0D
2(l−s)
1 D2s

2

+ terms with lower order in D1, mod U2l−1,

...

Ar+1 := [Ar, A0] = dr+1D
(r+1)(l−s)
1 D

(r+1)s−r+1
2

+ terms with lower order in D1, mod U(r+1)l−r,

where d0 = (l − 1)!sas 
= 0, d1 = l!as 
= 0, and dr+1 = (rs− r + 2)drd0 
= 0 for r ≥ 1.
The orders of Ar+1’s are (r + 1)l − r + 1 → ∞ unless l < 2.

(ii) Case 2. s = 0 and a1 
= 0.

A0 := Yl−1 = (l!a0x1 + d0x2 + (l − 1)!c0)D
l−1
1 D2

+ terms with lower order in D1, mod Ul−1,

A1 := Yl = d1D
l
1D2 + terms with lower order in D1, mod Ul,

A2 := [A1, A0] = d1d0D
2l−1
1 D2

+ terms with lower order in D1, mod U2l−1,

...

Ar+1 := [Ar, A0] = dr+1D
(r+1)l−r
1 D2

+ terms with lower order in D1, mod U(r+1)l−r,

where d0 = (l − 1)!a1 
= 0, d1 = l!a0 
= 0, and dr+1 = drd0 
= 0 for r ≥ 1. The orders
of Ar+1’s are (r + 1)l − r + 1 → ∞ unless l < 2.
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(iii) Case 3. s = 0 and a1 = a2 = 0.

A0 := Yl−1 = (d0x1 + (l − 1)!c0)D
l−1
1 D2 + (l − 1)!c2D

l−2
1 D2

2

+ degree 1 coeff. terms with lower order in D1, mod Ul−1,

A1 := Yl = d1D
l
1D2

+ constant coeff. terms with lower order in D1, mod Ul,

A2 := [A1, A0] = ld1d0D
2l−2
1 D2

2

+ constant coeff. terms with lower order in D1, mod U2l−1,

...

Ar+1 := [Ar, A0] = dr+1D
(r+1)l−2r
1 Dr+1

2

+ constant coeff. terms with lower order in D1, mod U(r+1)l−r,

where d0 = l!a0 
= 0, d1 = l!a0 
= 0, and dr+1 = (rl − 2r + 2)drd0 
= 0 for r ≥ 1 and
l ≥ 2. The orders of Ar+1’s are (r + 1)l − r + 1 → ∞ unless l < 2.

(iv) Case 4. s = 0, a1 = 0, but a2 
= 0.

Yl = d1D
l
1D2 + d3D

l−2
1 D3

2 + terms with lower order in D1, mod Ul,

where d1 = l!a0 
= 0 and d3 = l!a2 
= 0. If l ≥ 2, consider Z = [Yl, pD2] and
A0 = Adl−2

L0
Z:

Z = [Yl, pD2] = d1
∂p

∂x2
Dl

1D2 + ld1
∂p

∂x1
Dl−1

1 D2
2

+ terms with lower order in D1, mod Ul,

A0 = Adl−2
L0

Z

= d1
∂l−1p

∂xl−2
1 ∂x2

D2l−2
1 D2 + terms with lower order in D1, mod U2l−2.

Since p(l) = a0x
l
1 + a2x

l−2
1 x2

2 + terms with lower degree in x1,
∂l−1p

∂xl−2
1 ∂x2

= 2(l −
2)!a2x2 + c2, where c2 is (l − 2)! multiplied by the coefficient of xl−2

1 x2 in p. Hence,

A0 = (e0x2 + d1c2)D
2l−2
1 D2 + terms with lower order in D1, mod U2l−2,

A1 := Yl = d1D
l
1D2 + d3D

l−2
1 D3

2

+ terms with lower order in D1, mod Ul,

A2 := [A1, A0] = d1e0D
3l−2
1 D2

+ terms with lower order in D1, mod U3l−2,

...

Ar+1 := [Ar, A0] = er+1D
(2r+1)l−2r
1 D2

+ terms with lower order in D1, mod U(2r+1)l−2r,

where e0 = 2(l−2)!a2d1 
= 0, e1 = d1 
= 0, and er+1 = ere0 
= 0. The orders of Ar+1’s
are (2r + 1)l − 2r + 1 → ∞ unless l < 2.
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Theorem 4.2. Suppose dim E < ∞. x1 + c ∈ E ⇒ ω12 is a polynomial of degree
at most 1.

Proof. Clearly, L0, x1, D1 ∈ E.

H0 := [L0, D1] = ω12D2 +
1

2

∂ω12

∂x2
+

1

2

∂η

∂x1
∈ E.(4.3)

By Theorem 4.1, ω12 is a polynomial of degree at most 1.
Theorem 4.3. Suppose dim E < ∞. x2

1 + c ∈ E ⇒ ω21 is a constant.
Proof.

K0 =

[
L0,

1

2
(x2

1 + c)

]
− 1

2
= x1D1 ∈ E,

K1 = [L0,K0] = D2
1 − α2D2 +

1

2
E1(η) −

1

2

∂α2

∂x2
∈ E,

K2 = [K1,K0] = 2D2
1 + E1(α2)D2 + α2

2 −
1

2
E2

1(η) +
1

2
E1

(
∂α2

∂x2

)
∈ E,

Z0 = K2 − 2K1 = (E1(α2) + 2α2)D2 + γ(x) ∈ E,(4.4)

where α2 = x1ω21, E1(·) = x1
∂

∂x1
, and γ(x) = α2

2−E1(η)− 1
2E

2
1(η)+ ∂α2

∂x2
+ 1

2E1(
∂α2

∂x2
).

By Theorem 4.1, E1(α2)+2α2 is a polynomial of at most 1, and so is α2 = x1ω21

by Theorem 3.15. Since ω21 ∈ C∞(R2), ω21 must be a constant.

Lemma 4.4. Suppose K0 = x1D1 + x2D2 ∈ E and Y =
∑k

i=0 bi(x)Dk−i
1 Di

2, mod

Uk−1 ∈ E. Let b
(r)
i denote the homogeneous degree r part of bi for 0 ≤ i ≤ k. Then∑k

i=0 b
(r)
i Dk−i

1 Di
2, mod Uk−1 ∈ E, for r ≥ 0.

Proof. Let E(·) =
∑2

i=1 xi
∂

∂xi
.[

K0,

k∑
i=0

biD
k−i
1 Di

2

]
=

k∑
i=0

(E(bi) − kbi)D
k−i
1 Di

2, mod Uk−1.(4.5)

Let l = max0≤i≤k deg bi. Use (4.5) to construct a sequence of elements

Zr =

l−r∑
j=0

crj

k∑
i=0

b
(j)
i Dk−i

1 Di
2 ∈ E, mod Uk−1,(4.6)

in E as follows:
(1) Z0 = Y , i.e., c0j = 1, 0 ≤ j ≤ l;
(2) Zr+1 = (l− r− k)Zr − [K0, Zr] =⇒ c(r+1)j = (l− r− j)crj , 0 ≤ j ≤ l− r− 1.

Note that in (4.6) crj 
= 0 for r ≤ l. Starting from Zl = cl0
∑k

i=0 b
(0)
i Dk−i

1 Di
2,

mod Uk−1, Zl−1 = c(l−1)0

∑k
i=0 b

(0)
i Dk−i

1 Di
2+c(l−1)1

∑k
i=0 b

(1)
i Dk−i

1 Di
2, mod Uk−1, . . . ,

Zr, . . . , one can solve
∑k

i=0 b
(r)
i Dk−i

1 Di
2 successively. This means

k∑
i=0

b
(r)
i Dk−i

1 Di
2, mod Uk−1 ∈ E.

Lemma 4.5. Suppose dim E < ∞. Let Y =
∑ik

i=i0
bi(x)Dk−i

1 Di
2 mod Uk−1 ∈ E

be a differential operator with the highest order k in E (obviously k ≥ 2), where
0 ≤ i0 ≤ ik ≤ k. Then

∂bi0
∂x1

=
∂bik
∂x2

= 0,
∂bi
∂x1

+
∂bi−1

∂x2
= 0, i0 + 1 ≤ i ≤ ik.(4.7)
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Proof.

[L0, Y ] =

ik∑
i=i0

∂bi
∂x1

Dk+1−i
1 Di

2 +

ik∑
i=i0

∂bi
∂x2

Dk−i
1 Di+1

2(4.8)

=
∂bi0
∂x1

Dk+1
1 +

ik∑
i=i0+1

(
∂bi
∂x1

+
∂bi−1

∂x2

)
Dk+1−i

1 Di
2 +

∂bik
∂x2

Dk+1
2 , mod Uk.

Since E’s elements have the highest differential order k, all the coefficient functions
of the order k + 1 terms in the above equation must be 0.

Lemma 4.6. Suppose dim E < ∞ and Y = p1D1 + p2D2, mod U0 ∈ E, where
p1 =

∑l
j=1 ajx

l−j
1 xj

2 and p2 = −
∑l

j=1 ajx
l+1−j
1 xj−1

2 , aj’s are constants and aj 
= 0
for some j. Then l ≤ 2.

Proof. Since dim E < ∞, there exists an element P0 =
∑ik

i=i0
bi(x)Dk−i

1 Di
2,

mod Uk−1 ∈ E, that has the highest differential order k, where 0 ≤ i0 ≤ ik ≤ k,
bi0 
= 0, and bik 
= 0. By Lemma 4.4, bi’s can be assumed to be homogeneous
polynomials. More precisely, P0 can be assumed to have the following properties:

(C1) P0 =
∑ik

i=i0
bi(x)Dk−i

1 Di
2, mod Uk−1 ∈ E, 0 ≤ i0 ≤ ik ≤ k, bi0 
= 0, and

bik 
= 0.

(C2) P0 has the highest differential order in E, i.e., if A ∈ E, then ord A ≤ k.

(C3)
∂bi0
∂x1

=
∂bik
∂x2

= 0, ∂bi
∂x1

+ ∂bi−1

∂x2
= 0, i0 + 1 ≤ i ≤ ik.

(C4) bi’s are homogeneous degree r polynomials.

Moreover, among the elements in E satisfying (C1) and (C2), P0 can be chosen
such that bi’s have the highest degree:

(C5) Among all elements in E with order k, bi’s have the highest degree.

Assume l ≥ 3.

Assume either i0 > 0 or ik < k. Without loss of generality, assume i0 > 0.

[P0, Y ] =

[
P0,

2∑
i=1

piDi

]
=

[
bi0D

k−i0
1 Di0

2 + · · ·
2∑

i=1

piDi

]

= i0bi0
∂p1

∂x2
Dk+1−i0

1 Di0−1
2

+ terms with lower order in D1, mod Uk−1.

Since ∂p1

∂x2

= 0 is a degree l− 1 ≥ 2 polynomial, while bi0 is a polynomial independent

of x1 by (C3), i0bi0
∂p1

∂x2
is a polynomial of degree higher than bi0 . This contradicts

with (C5). Thus,

(C6) i0 = 0 and ik = k, i.e., P0 =
∑k

i=0 bi(x)Dk−i
1 Di

2, mod Uk−1, where b0 
= 0
and bk 
= 0.

Again, consider [P0, Y ],

[P0, Y ] =

[
P0,

2∑
i=1

piDi

]
=

[
b0D

k
1 + b1D

k−1
1 D2 + · · ·

2∑
i=1

piDi

]

=

(
kb0

∂p1

∂x1
− p2

∂b0
∂x2

+ b1
∂p1

∂x2

)
Dk

1

+ terms with lower order in D1, mod Uk−1.(4.9)
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By (C3), (C4), and (C6), one can assume that

b0 = xr
2, where r ≥ 0,(4.10)

b1 = −rx1x
r−1
2 + cxr

2, where c is an unknown constant.(4.11)

Using (4.10) and (4.11), we obtain the coefficient function of the Dk
1 term in

[P0,
∑2

i=1 piDi] given in (4.9):

kb0
∂p1

∂x1
− p2

∂b0
∂x2

+ b1
∂p1

∂x2

= (ca1 − ra2)x
l−1
1 xr

2 +

l−1∑
j=2

(−jraj+1 + jcaj + k(l − j + 1)aj−1)x
l−j
1 xr+j−1

2

+ (lcal + kal−1)x
l+r−1
2 .(4.12)

Equation (4.12) is a degree l+ r−1 > r homogeneous polynomial. To meet condition
(C5), every term in (4.12) must be 0. That is, a1, . . . , al must satisfy

ca1 − ra2 = 0, lcal + kal−1 = 0,

−jraj+1 + jcaj + k(l − j + 1)aj−1 = 0 for 2 ≤ j ≤ l − 1.(4.13)

The above relations can be summarized as a matrix equation:⎛
⎜⎜⎜⎜⎜⎜⎝

c −r
k(l − 1) 2c −2r

k(l − 2) 3c −3r
. . .

. . .
. . .

2k (l − 1)c −(l − 1)r
k lc

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

a1

a2

a3
...

al−1

al

⎞
⎟⎟⎟⎟⎟⎟⎠

= 0.(4.14)

Let A denote the l×l tridiagonal matrix in the above equation. Since all the A(i, i+1)
entries are nonpositive while all A(i, i− 1) entries are positive, it is easy by induction
that c = 0 is a necessary condition for the determinant of A to be 0. More specifically,
let Bi denote an i × i matrix having the entries Bi(s, t) = A(s, t) for 1 ≤ s, t ≤ i,
i.e., Bi is the upper left block of A with size i× i. The determinants of Bi’s have the
following recursion:

|B1| = c, |B2| = 2c2 + d1,(4.15)

|Bi+1| = (i + 1)c|Bi| + di|Bi−1|,(4.16)

where di = (l− i)ikr > 0. If l is odd, |A| = |Bl| = c ·q(c2), where q is a nondegenerate
polynomial of degree (l− 1)/2 with nonnegative coefficients. If l is even, |A| = |Bl| =
q(c2), where q is a nondegenerate polynomial of degree l/2 with nonnegative coeffi-
cients. Thus, to ensure the existence of nontrivial solutions of a1, . . . , al, c must be 0.

Similarly, by assuming bk = xr
1 and repeating the same computation for the

coefficient function of Dk
2 term in [P,

∑2
i=1 piDi], one will get⎛

⎜⎜⎜⎜⎜⎜⎝

c1 −r
k(l − 1) 2c1 −2r

k(l − 2) 3c1 −3r
. . .

. . .
. . .

2k (l − 1)c1 −(l − 1)r
k lc1

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

al
al−1

al−2

...
a2

a1

⎞
⎟⎟⎟⎟⎟⎟⎠

= 0,(4.17)

and c1 must be 0 as well.
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This first observation from (4.14) and (4.17) is that r 
= 0. Otherwise, one will
have a1 = · · · = al−1 = 0 from (4.14) and al = · · · = a2 = 0 from (4.17) since
c = c1 = 0.

Now, r 
= 0 and c = c1 = 0, again by solving (4.14) and (4.17),

aj =

{
0, j = 2, l − 1,

k(l−j+2)
r(j−1) aj−2, 3 ≤ j ≤ l,

aj =

{
0, j = 2, l − 1,

r(l−j+2)
k(j−1) aj−2, 3 ≤ j ≤ l.

(4.18)

Hence, l must be an odd number and k = r so that (4.18) holds. Without loss of
generality, a1 can be assumed to be 1. That is,

l is an odd number ≥ 3, a1 = al = 1, a2 = 0,
(4.19)

aj =
l − j + 2

j − 1
aj−2 for 3 ≤ j ≤ l.

(C7) k = r. This means the degree of the coefficient function bi in P0 must be
the same as the order of P0. That is,

P0 = xk
2D

k
1 − kx1x

k−1
2 Dk−1

1 D2 + terms with lower order in D1, mod Uk−1.(4.20)

Consider any N =
∑t

j=0 nj(x)Dt−j
1 Dj

2, mod Ut−1 ∈ E,

[P0, N ] =

⎡
⎣ k∑

i=0

bi(x)Dk−i
1 Di

2,

t∑
j=0

nj(x)Dt−j
1 Dj

2

⎤
⎦(4.21)

=

(
kb0

∂n0

∂x1
− tn0

∂b0
∂x1

+ b1
∂n0

∂x2
− n1

∂b0
∂x2

)
Dk+t−1

1

+ terms with lower order in D1

= kxk−1
2

(
x2

∂n0

∂x1
− x1

∂n0

∂x2
− n1

)
Dk+t−1

1

+ terms with lower order in D1, mod Uk+t−2.

If t ≥ 2, then

n1 = x2
∂n0

∂x1
− x1

∂n0

∂x2
.(4.22)

Otherwise, [P0, N ] will have order k + t− 1 > k, contradicting (C2).
In particular, by (4.22),

if n0 = xs
2 =⇒ n1 = −sx1x

s−1
2 for s ≥ 0.(4.23)

Now, suppose that N = xs
2D

t
1−sx1x

s−1
2 Dt−1

1 D2 + terms with lower order in D1,
mod Ut−1 ∈ E. By using (4.18)

[N,Y ] = [ xs
2D

t
1 − sx1x

s−1
2 Dt−1

1 D2 + · · · p1D1 + p2D2 ](4.24)

=

(
txs

2

∂p1

∂x1
− sxs−1

2 p2 − sx1x
s−1
2

∂p1

∂x2

)
Dt

1

+ terms with lower order in D1

= (t− s)

l−2∑
j=1

(l − j)ajx
l−j−1
1 xj+s

2 Dt
1

+ terms with lower order in D1, mod Ut−1,

Adl−2
L0

[N,Y ] = (t− s)(l − 1)!xs+1
2 Dt+l−2

1

+ terms with lower order in D1, mod Ut+l−1.(4.25)
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Equations (4.23), (4.24), and (4.25) show that if s < t,

xs
2D

t
1 + terms with lower order in D1, mod Ut−1 ∈ E

=⇒ xs+1
2 Dt+l−2

1 + terms with lower order in D1, mod Ut+l−3 ∈ E.(4.26)

Since l ≥ 3, s+1 < t+ l− 2, and repeating (4.26) will make E not finite-dimensional.
Now, choose N = 2L0. Then the above procedure (4.23)–(4.26) applies. Contradic-
tion!

Theorem 4.7. Suppose dim E < ∞. x2
1 + x2

2 + c ∈ E ⇒ ω12 is a polynomial of
degree at most 1.

Proof.

K0 =

[
L0,

1

2
(x2

1 + x2
2 + c)

]
− 1 = x1D1 + x2D2 ∈ E,

K1 = [L0,K0] =

2∑
i=1

D2
i −

2∑
i=1

αiDi +
1

2
E(η) − 1

2

2∑
i=1

∂αi

∂xi
∈ E,

K2 = 2L0 −K1 =

2∑
i=1

αiDi +
1

2

2∑
i=1

∂αi

∂xi
− η − 1

2
E(η) ∈ E,

where α1 = x2ω12, α2 = x1ω21, E(·) =
∑2

i=1 xi
∂

∂xi
. By Theorem 3.2, αi is a polyno-

mial. Since ω12 is smooth, ω12 must be a polynomial as well.

Let α
(r)
i be the homogeneous degree r part of αi. By Lemma 4.4,

2∑
i=1

α
(r)
i Di ∈ E, mod U0.

On the other hand,

2∑
i=1

xiαi =

2∑
i,j=1

xixjωij = 0 =⇒ x1α
(r)
1 + x2α

(r)
2 = 0.

By Lemma 4.6, α
(r)
i = 0 for r > 2. Therefore, ω12 is a polynomial of degree at most

1.

Theorem 4.8. Suppose dim E < ∞. hi’s are polynomials at most of degree 1.

Proof. Without loss of generality, h1 is assumed to be a polynomial of degree 2.
By orthogonal and affine transformations, h1 is either ax2

1 + cx2 + d or ax2
1 + bx2

2 + d,
where a, b 
= 0.

(i) If h1 = ax2
1 + cx2 + d, then [[L0, h1], h1] = 4a2x2

1 + c2 ∈ E. By Theorem 4.3,
ω21 is a constant. Hence, E is not finite-dimensional according to Theorem 2.5.

(ii) Assume h1 = ax2
1 + bx2

2 + d. [[L0, h1], h1] = 4a2x2
1 + 4b2x2

2 ∈ E. If a 
= b,
both x2

1 + c and x2
2 + c are in E. From the discussion (i), E is not finite-dimensional.

Hence, h1 = ax2
1 + ax2

2 + c. By Theorem 4.7, ω12 is a polynomial of degree at most
1. Moreover, ω12 must be a nondegenerate degree 1 polynomial by Theorem 2.5, i.e.,
ω12 = c1x1 + c2x2 + c0, where c1 
= 0 or c2 
= 0.
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From K0,K2 ∈ E in Theorem 4.7 and by the construction of (4.6), let Z0 = K2

and Zr+1 = (1 − r)Zr − [K0, Zr] for r = 0, 1,

Z0 =

2∑
i=1

αiDi + q0 ∈ E,

Z1 = c0x2D1 − c0x1D2 + q0 − E(q0) −
2∑

i=1

α2
i ∈ E,

Z2 = −c0x2α1 + c0x1α2 + E

(
2∑

i=1

α2
i

)
− E(q0 − E(q0)) ∈ E,

where q0 = 1
2

∑2
i=1

∂αi

∂xi
− η − 1

2E(η). Since Z2 must be a polynomial of degree less
than or equal to 2, regardless of whether c0 is 0 or not, q0 −E(q0) or E(q0 −E(q0)) is
a degree 4 polynomial by Theorem 3.15. So η is a degree 4 polynomial (by Theorems
3.13 and 3.15). Moreover, the homogeneous degree 4 part of η is

η(4) = c

(
2∑

i=1

α2
i

)(4)

= c(x2
1 + x2

2)(c1x1 + c2x2)
2.

Hence, the homogeneous degree 4 part of η −
∑

h2
i is

c(x2
1 + x2

2)(c1x1 + c2x2)
2 − a2(x2

1 + x2
2)

2 −
m∑
i>1

(h
(2)
i )2.

By taking x1 = −c2 and x2 = c1, the above expression results in a negative number.
By Theorem 3.18, there are no smooth solutions in fi.

Theorem 4.9. Suppose dim E < ∞. If φ ∈ E, φ is a polynomial of degree at
most 1.

Proof. (i) If E has linear rank 2, E is of maximal rank, and therefore no degree
2 polynomials are in E by Theorem 2.7.

(ii) If E has linear rank 0, then hi’s must be constants. E is finite-dimensional
and E ⊂ 〈L0, 1〉L.A.. Any function element in E must be a constant.

(iii) Let E have linear rank 1, i.e., there exists a function dix1 + ei ∈ E =⇒ D1 ∈
E.

From the proof of Theorem 4.8, by orthogonal and affine transformations, a degree
2 polynomial φ ∈ E only has the form ax2

1 +ax2
2 +d, where a 
= 0. Again by Theorem

4.8, ω12 = c1x1 + c2x2 + c0, where c1 
= 0 or c2 
= 0 (otherwise ω12 is a constant).
By (4.3), [L0, D1] = ω12D2 + ϕ ∈ E. Thus

[ω12D2 + ϕ, ax2
1 + ax2

2 + d] = 2ax2ω12 = 2ac1x1x2 + 2ac2x
2
2 + 2ac0x2 ∈ E.

If c1 
= 0, [D1, 2ac1x1x2 + 2ac2x
2
2 + 2ac0x2] = 2ac1x2 is dependent on x2. This

contradicts the linear rank of E being 1. If c1 = 0 and c2 
= 0, from 2ac2x
2
2 + 2ac0x2

and ax2
1 + ax2

2 + d, are in E, one has that x2
1 + c4x2 + c5 ∈ E. From the discussion (i)

in the proof of Theorem 4.8, E is not finite-dimensional.

4.2. Constant structure of the Ω-matrix. In this section, E is assumed to
be finite-dimensional and have linear rank 1. As discussed in the proof of Theorem
4.9, the structure of E is very clear when E’s linear rank is 0 or 2.
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Assume x1 ∈ E. Then if a function p ∈ E, p is a degree 1 polynomial in x1

as a result of Theorem 4.9 as well as the linear rank assumption. By Theorem 4.2,
ω12 = c1x1 + c2x2 + c0. It will be shown that ω12 must be a constant in this section.

By assumptions, L0, x1, D1, 1 ∈ E. Moreover, the following elements are in E:

H0 = [L0, D1] = ω12D2 +
1

2

∂η

∂x1
+

1

2
c2,(4.27)

H1 = [D1, H0] = c1D2 − ω2
12 +

1

2

∂2η

∂x2
1

,(4.28)

H2 = [D1, H1] = −3c1ω12 +
1

2

∂3η

∂x3
1

,(4.29)

H3 = [H1, H0] − c2H1

= 3c2ω
2
12 +

1

2
c1

∂2η

∂x1∂x2
− 1

2
c2

∂2η

∂x2
1

− 1

2
ω12

∂3η

∂x2
1∂x2

,(4.30)

X0 = [L0, H0]

= c1D1D2 + c2D
2
2 +

(
−ω2

12 +
1

2

∂2η

∂x2
1

)
D1 +

1

2

∂2η

∂x1∂x2
D2

+

(
−1

2
c1ω12 +

1

2
ω12

∂η

∂x2
+

1

4

∂3η

∂x3
1

+
1

4

∂3η

∂x1∂x2
2

)
.(4.31)

Lemma 4.10. η is a polynomial in x1 of degree at most 4 with coefficients being
functions of x2. Let η =

∑4
i=0 aix

i
1, where ai’s are functions of x2. Then

(i) a4 is a constant;

(ii) a3 = c1c2x2+ constant;

(iii) (c21 − 4a4)c2 = 0;

(iv) 3c32x
2
2 + 6c0c

2
2x2 − c2a2 + 1

2c1a
′
1 − c0a

′
2 − c2a

′
2x2 = constant.

Proof. Since H2 is a function ∈ E, H2 is independent of x2 and a degree 1
polynomial in x1. Therefore, η is a polynomial in x1 of degree at most 4 with coefficient
functions in x2. Let η =

∑4
i=0 aix

i
1, where ai’s are functions of x2.

H2 ∈ E =⇒ a4 is a constant, and a3 = c1c2x2 + constant.

(iii) and (iv) follow from H3 ∈ E by substituting η =
∑4

i=0 aix
i
1 into (4.30).

Now, from (4.31), X0 ∈ E.

X = [L0, X0]

=

[
L0, c1D1D2 + c2D

2
2 +

(
−ω2

12 +
1

2

∂2η

∂x2
1

)
D1 +

1

2

∂2η

∂x1∂x2
D2

]

=

(
−3c1ω12 +

1

2

∂3η

∂x3
1

)
D2

1 +

(
−4c2ω12 +

∂3η

∂x2
1∂x2

)
D1D2

+

(
c1ω12 +

1

2

∂3η

∂x1∂x2
2

)
D2

2

= q0D
2
1 + q1D1D2 + q2D

2
2 ∈ E, mod U1,(4.32)

where q0 = −3c1ω12 + 1
2
∂3η
∂x3

1
, q1 = −4c2ω12 + ∂3η

∂x2
1∂x2

, q2 = c1ω12 + 1
2

∂3η
∂x1∂x2

2
. By
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Lemma 4.10 (i) and (ii),

∂q0
∂x1

= 12a4 − 3c21,
∂q0
∂x2

= 0,(4.33)

∂q1
∂x1

= 2c1c2,
∂q1
∂x2

= −4c22 + 2a′′2 ,(4.34)

∂q2
∂x1

= c21 + a′′2 ,
∂q2
∂x2

= c1c2 +
1

2
a′′′1 + a′′′2 x1.(4.35)

Lemma 4.11. a4 = 1
4c

2
1.

Proof. If a4 
= 1
4c

2
1, i.e., r := ∂q0

∂x1
= 12a4 − 3c21 
= 0, then from X in (4.32) and

L0 one can construct a sequence of elements in E whose orders strictly increase as
follows:

Y1 = [L0, X] = rD3
1 +

3∑
i=1

p1iD
3−i
1 Di

2, mod U2,

Y2 = [Y1, X] = [rD3
1 + p11D

2
1D2 + · · · q0D2

1 + q1D1D2 + q2D
2
2]

=

(
3r

∂q0
∂x1

+ p11
∂q0
∂x2

)
D4

1 +

4∑
i=1

p2iD
4−i
1 Di

2

= 3r2D4
1 +

4∑
i=1

p2iD
4−i
1 Di

2, mod U3,

...

Assume that Yk = rkD
k+2
1 +

∑k+2
i=1 pkiD

k+2−i
1 Di

2, mod Uk+1, with rk 
= 0:

Yk+1 = [Yk, X] = [rkD
k+2
1 + pk1D

k+1
1 D2 + · · · q0D2

1 + q1D1D2 + q2D
2
2]

=

(
(k + 2)rk

∂q0
∂x1

+ pk1
∂q0
∂x2

)
Dk+3

1 +

k+3∑
i=1

p(k+1)iD
k+3−i
1 Di

2

= rk+1D
k+3
1 +

k+3∑
i=1

p(k+1)iD
k+3−i
1 Di

2, mod Uk+2,

where rk+1 = (k + 2)rrk 
= 0.

Theorem 4.12. If c1c2 
= 0, E is not finite-dimensional.

Proof. Assume that c1c2 
= 0.

(i) From Lemma 4.11 and (4.32), (4.33), q0 is a constant.

(ii) Let r1 := ∂q1
∂x1

= 2c1c2 in (4.34):

Z = [L0, X] = [L0, q0D
2
1 + q1D1D2 + q2D

2
2]

= r1D
2
1D2 + terms with lower order in D1, mod U2.

Suppose q1 in (4.32) is a polynomial of degree k in x2, i.e., ∂kq1
∂xk

2

is a nonzero constant.
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If k ≥ 1,

A1 = [Z,X]

= [r1D
2
1D2 + terms with lower order in D1, q0D

2
1 + q1D1D2 + q2D

2
2]

= r1
∂q1
∂x2

D3
1D2 + terms with lower order in D1, mod U3,

A2 = [Z,A1] =

[
r1D

2
1D2 + terms with lower order in D1,

r1
∂q1
∂x2

D3
1D2 + terms with lower order in D1

]

= r2
1

∂2q1
∂x2

2

D5
1D2 + terms with lower order in D1, mod U5,

...

Ak = [Z,Ak−1] = rk1
∂kq1
∂xk

2

D2k+1
1 D2 + terms with lower order in D1, mod U2k+1.

Now one can repeat the above process by letting Z = Ak to construct a sequence of
elements in E whose orders strictly increase.

Hence, k must be zero, which means ∂q1
∂x2

= 0 =⇒ a′′2 = 2c22.

(iii) By taking twice the derivative with respect to x2 in Lemma 4.10 (iv) and
substituting a′′2 = 2c22, one has c1a

′′′
1 = 0 =⇒ a′′′1 = 0.

Thus, X = q0D
2
1 + q1D1D2 + q2D

2
2, mod U1, is in E, with

∂q0
∂x1

=
∂q0
∂x2

= 0,(4.36)

∂q1
∂x1

= 2c1c2 = r1 
= 0,
∂q1
∂x2

= 0,(4.37)

∂q2
∂x1

= c21 + 2c22 = r2 > 0,
∂q2
∂x2

= c1c2 =
1

2
r1,(4.38)

Y0 = [L0, X] = [L0, q0D
2
1 + q1D1D2 + q2D

2
2]

= p01D
2
1D2 + p02D1D

2
2 + p03D

3
2, mod U2,(4.39)

where p01 = r1, p02 = r2, p03 = 1
2r1. For l ≥ 0, suppose Yl = pl1D

2
1D

l+1
2 +pl2D1D

l+2
2 +

pl3D
l+3
2 ∈ E, mod Ul+2, where pl1, pl2, pl3 are constants.

Yl+1 = [Yl, X] = [pl1D
2
1D

l+1
2 + pl2D1D

l+2
2 + pl3D

l+3
2 , q0D

2
1 + q1D1D2 + q2D

2
2]

= 2pl1
∂q1
∂x1

D2
1D

l+2
2 + pl2

∂q1
∂x1

D1D
l+3
2 + (l + 1)pl1

∂q2
∂x2

D2
1D

l+2
2

+ 2pl1
∂q2
∂x1

D1D
l+3
2 + (l + 2)pl2

∂q2
∂x2

D1D
l+3
2 + pl2

∂q2
∂x1

Dl+4
2

+ (l + 3)pl3
∂q2
∂x2

Dl+4
2
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=
l + 5

2
r1pl1D

2
1D

l+2
2 + (2r2pl1 +

l + 4

2
r1pl2)D1D

l+3
2

+

(
r2pl2 +

l + 3

2
r1pl3

)
Dl+4

2

= p(l+1)1D
2
1D

l+2
2 + p(l+1)2D1D

l+3
2 + p(l+1)3D

l+4
2 , mod Ul+3,

where p(l+1)1 = l+5
2 r1pl1, p(l+1)2, p(l+1)3 are constants. Since p01 = r1 
= 0, pl1 
= 0

for any l. Thus, Yl is a differential operator of degree l + 3. Contradiction!

Lemma 4.13. If c1 = 0, c2 
= 0, we have (i) a4 = 0; (ii) a3 = 0; (iii) a2 = ω2
12+

constant; (iv) a′′′1 = 0.

Proof. (i) follows from Lemma 4.11.

By Lemma 4.10 (ii), a3 is a constant. Since a3 is the coefficient of an odd order
term in η with the highest order in x1, a3 = 0 by Theorem 3.21.

(iii) follows from (4.28). H1 is a function in E when c1 = 0.

Now, q0, q1 are actually constants in (4.32), while ∂q2
∂x1

= a′′2 = 2c22 and ∂q2
∂x2

= 1
2a

′′′
1 .

Let a′′1 be a degree k polynomial in x2, i.e., dk+2a1

dxk+2
2

is a nonzero constant. If k > 1,

Z0 = AdkL0
X =

1

2

dk+2a1

dxk+2
2

Dk+2
2 , mod Uk+1,

Y0 = [Z0, X] = (k + 2)

(
1

2

)2
dk+2a1

dxk+2
2

d3a1

dx3
2

Dk+3
2 , mod Uk+2.

By letting Zl = Adk−1
L0

Yl−1 and Yl = [Zl, X] for l ≥ 1, one can construct a sequence
of elements in E with strictly increasing orders.

If k = 1, consider Z0 = [L0, X] = ∂q2
∂x1

D1D
2
2 + ∂q2

∂x2
D3

2, mod U2, and Zl+1 = [Zl, X]
for l ≥ 0. Assume

Zl = pl0D1D
l+2
2 + pl1D

l+3
2 , mod Ul+2,

where p00 = ∂q2
∂x1

= 2c22 and p01 = ∂q2
∂x2

= 1
2
d3a1

dx3
2
. Then

Zl+1 = [Zl, X] = [pl0D1D
l+2
2 + pl1D

l+3
2 , q0D

2
1 + q1D1D2 + q2D

2
2]

= (l + 2)pl0
∂q2
∂x2

D1D
l+3
2 +

(
pl0

∂q2
∂x1

+ (l + 3)pl1
∂q2
∂x2

)
Dl+4

2 , mod Ul+3.

Therefore,

p(l+1)0 = (l + 2)pl0
∂q2
∂x2

=⇒ pl0 = (l + 1)!
∂q2
∂x1

(
∂q2
∂x2

)l


= 0.

Zl’s have strictly increasing orders. Contradiction!

Hence k must be zero =⇒ a′′′1 = 0.

Theorem 4.14. If c1 = 0, c2 
= 0, E is not finite-dimensional.

Proof. In the proof of this theorem, r1, r2, . . . are used to denote constants. The
exact values of these ri’s are not important. Some ri’s may be used repeatedly to
denote different constants.
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By substituting Lemma 4.13 (i)–(iv) into (4.31), we obtain

Z0 = X0 − r1D1 − r2x1 − r3

= c2D
2
2 +

1

2

∂2η

∂x1∂x2
D2 +

1

2
ω12

∂η

∂x2
,(4.40)

Z1 = [L0, Z0] − r5D1

=
1

2

∂3η

∂x1∂x2
2

D2
2 +

(
3

2
c2

∂η

∂x2
+

1

2
ω12

∂2η

∂x2
2

)
D2, mod U0,

Z2 = [L0, Z1] = a′′2D1D
2
2 +

(
3

2
c2

∂2η

∂x1∂x2
− 1

2
ω12

∂3η

∂x1∂x2
2

)
D1D2

+

(
2c2

∂2η

∂x2
2

+
1

2
ω12

∂3η

∂x3
2

)
D2

2, mod U1,

Z3 = [L0, Z2] = 3c2
∂3η

∂x1∂x2
2

D1D
2
2 +

(
a′′2ω12 +

5

2
c2

∂3η

∂x3
2

+
1

2
ω12

∂4η

∂x4
2

)
D3

2

= p1D1D
2
2 + p2D

3
2, mod U2,(4.41)

where p1 = 3c2
∂3η

∂x1∂x2
2

= 3c2(a
′′
1 +2a′′2x1) is degree 1 in x1 and independent of x2 with

∂p1

∂x1
= 6c2a

′′
2 = 12c32 
= 0, and p2 = a′′2ω12 + 5

2c2
∂3η
∂x3

2
+ 1

2ω12
∂4η
∂x4

2
is a function of x2 and

independent of x1. By Theorem 3.2, p2 must be a polynomial in x2; otherwise E is
not finite-dimensional.

By (4.40), Y0 = [Z0, Z3] = 2c2
∂p2

∂x2
D4

2, mod U3 ∈ E, Y1 = [Z0, Y0] = (2c2)
2 ∂2p2

∂x2
2
D5

2,

mod U4 ∈ E, . . . , Yl = Adl+1
Z0

Z3 = (2c2)
l+1 ∂l+1p2

∂xl+1
2

Dl+4
2 , mod Ul+3 ∈ E. If deg p2 =

k ≥ 1, one can construct an infinite sequence of elements in E whose orders strictly
increase as follows:

W0 = AdkZ0
Z3 = (2c2)

k ∂
kp2

∂xk
2

Dk+3
2

= d0D
e0
2 , mod Ue0−1, where d0 = (2c2)

k ∂
kp2

∂xk
2


= 0, e0 = k + 3,

Wl+1 = Adk−1
Z0

[Wl, Z3] = Adk−1
Z0

[dlD
el
2 , p1D1D

2
2 + p2D

3
2]

= Adk−1
Z0

eldl
∂p2

∂x2
Del+2

2

= eldl(2c2)
k−1 ∂

kp2

∂xk
2

Del+k+1
2

= dl+1D
el+1

2 , mod Uel+1−1,

where dl+1 = eldl(2c2)
k−1 ∂kp2

∂xk
2


= 0, and el+1 = el + k + 1 > el. Therefore, p2 is a
constant.
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Now, p1 is a degree 1 polynomial in x1, and p2 is a constant in (4.41).

V0 = [L0, Z3] =
∂p1

∂x1
D2

1D
2
2, mod U3,

V1 = [V0, Z3] = 2

(
∂p1

∂x1

)2

D2
1D

4
2, mod U5,

Vl+1 = [Vl, Z3] =

[
2l
(
∂p1

∂x1

)l+1

D2
1D

2(l+1)
2 , p1D1D

2
2 + p2D

3
2

]

= 2l+1

(
∂p1

∂x1

)l+2

D2
1D

2(l+2)
2 , mod U2l+5.

Again, Vl’s have increasing orders. Hence, E is not finite-dimensional.

Lemma 4.15. If c1 
= 0, c2 = 0, we have (i) a4 = 1
4c

2
1; (ii) a3 is a constant; (iii)

a′′2 = 0; (iv) a′′1 = 0.

Proof. (i) follows from Lemma 4.11.

(ii) follows from Lemma 4.10 (ii).

Substituting c2 = 0 into Lemma 4.10 (iv), c1a
′
1 − 2c0a

′
2 = constant. Hence,

a′′1 = 2
c0
c1

a′′2 .(4.42)

From (4.32)–(4.35), q0 is a constant, ∂q1
∂x1

= 0, ∂q1
∂x2

= 2a′′2 . Consider

Y0 = [L0, [X,x1]] = [L0, 2q0D1 + q1D2] =
∂q1
∂x2

D2
2 = 2a′′2D

2
2, mod U1.(4.43)

Let a′′2 be a degree k polynomial in x2, i.e., dk+2a2

dxk+2
2

is a nonzero constant. Then the

orders of the elements Z0 = AdkL0
Y0, Yl = [Zl−1, Y0], Zl+1 = Adk−1

L0
Yl for l ≥ 1 will

be strictly increasing unless k = 0. Hence, a′′2 must be a constant.

By (4.35) and (4.42), ∂q2
∂x2

= 0. Thus, among q0, q1, and q2 in X in (4.32), q0 is

a constant, ∂q1
∂x1

= ∂q2
∂x2

= 0, ∂q1
∂x2

= 2a′′2 , and ∂q2
∂x1

= c21 + a′′2 are constants. Consider

Yl = Adl−XY0, where Y0 is in (4.43).

Y1 = [Y0, X] =

[
∂q1
∂x2

D2
2, q0D

2
1 + q1D1D2 + q2D

2
2

]
= 2

(
∂q1
∂x2

)2

D1D
2
2, mod U2,

Y2 = [Y1, X] =

[
2

(
∂q1
∂x2

)2

D1D
2
2, q0D

2
1 + q1D1D2 + q2D

2
2

]

= 4

(
∂q1
∂x2

)3

D2
1D

2
2 + terms with lower order in D1

with constant coefficients, mod U3,

...
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Yl+1 = [Yl, X]

=

[
2l
(
∂q1
∂x2

)l+1

Dl
1D

2
2 + terms with lower order in D1 with constant coefficients,

q0D
2
1 + q1D1D2 + q2D

2
2

]

= 22l
(
∂q1
∂x2

)l+1
∂q1
∂x2

Dl+1
1 D2

2 + terms with lower order in D1

with constant coefficients

= 2l+1

(
∂q1
∂x2

)l+2

Dl+1
1 D2

2 + terms with lower order in D1

with constant coefficients modUl+2.

Thus, the order of Yl goes to infinity unless ∂q1
∂x2

= 0 =⇒ a′′2 = 0 =⇒ a′′1 = 0 by
(4.42).

Lemma 4.16. If c1 
= 0, c2 = 0, then η is a degree 4 polynomial in x1, x2 with its
principal part η(4) = 1

4c
2
1x

4
1.

Proof. Again, r1, r2, . . . are used to denote constants. The exact values of these
ri’s are not important. Some ri’s may be used repeatedly to denote different constants.

By substituting Lemma 4.15 (i)–(iv) into (4.31),

Z0 = X0 − r1x1 − r2

= c1D1D2 +

(
−ω2

12 +
1

2

∂2η

∂x2
1

)
D1 +

1

2

∂2η

∂x1∂x2
D2 +

1

2
ω12

∂η

∂x2
,

Z1 = [L0, Z0] − r3D1

= r4D
2
1 + c1ω12D

2
2 + 2a′2D1D2 + c1

∂η

∂x2
D1

+

(
−ω3

12 +
1

2
ω12

∂2η

∂x2
1

+
1

2
ω12

∂2η

∂x2
2

+
1

2
c1

∂η

∂x1

)
D2, mod U0,

Z2 = [L0, Z1] = c21D1D
2
2 + r5D

2
1 +

(
3a′2ω12 +

1

2
ω12

∂3η

∂x3
2

+
1

2
c1

∂2η

∂x1∂x2

)
D2

2

+

(
2r4ω12 − 5c1ω

2
12 +

3

2
c1

∂2η

∂x2
2

+ c1
∂2η

∂x2
1

+
1

2
ω12

∂3η

∂x3
1

)
D1D2, mod U1,

Z3 = [L0, Z2] = r6D
2
1D2 +

(
r7 + 2c1

∂3η

∂x3
2

)
D1D

2
2 +

(
c21ω12 +

1

2
ω12

∂4η

∂x4
2

)
D3

2

= r6D
2
1D2 + (r7 + 2c1a

′′′
0 )D1D

2
2 +

(
c21 +

1

2
a′′′′0

)
ω12D

3
2, mod U2,

Y0 = [Z3, x1] = 2r6D1D2 + (r7 + 2c1a
′′′
0 )D2

2, mod U1.

From the proof of Lemma 4.13 (iii), ∂
∂x2

(r7 + 2c1a
′′′
0 ) = 0 → a′′′′0 = 0. By Lemma

4.15, η is a degree 4 polynomial in x1, x2 with principal part η(4) = 1
4c

2
1x

4
1.
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Theorem 4.17. If c1 
= 0, c2 = 0, E is not finite-dimensional.
Proof. From Lemma 4.15, (4.28), and (4.27),

H1 = [D1, H0] = c1D2 − ω2
12 +

1

2

∂2η

∂x2
1

= c1D2 +
1

2
c21x

2
1 + (3a3 − 2c1c0)x1 + a2 − c20,(4.44)

H0 = [L0, D1] = ω12D2 +
1

2

∂η

∂x1
+

1

2
c2

= (c1x1 + c0)D2 +
1

2
(a1 + 2a2x1 + 3a3x

2
1 + 4a4x

3
1)

= x1H1 + d0H1 +

(
1

2
dx2

1 + d0dx1 + d2x2 + d3

)
,(4.45)

where

d = 3c0c1 − 3a3, d0 =
c0
c1

, d2 =
1

2
a′1 − d0a

′
2,(4.46)

and d3 is a constant with unknown value. (Note that all the d’s here are constants.)
From (4.44), D2 can be represented in terms of H1, x1, x2, i.e.,

D2 =
1

c1

(
H1 −

(
1

2
c21x

2
1 + (3a3 − 2c1c0)x1 + a2 − c20

))
.(4.47)

Thus, any element in E can be represented in terms of D1, H1, x1, x2. The following
relations hold:

[D1, x1] = 1, [D1, x2] = 0,(4.48)

[H1, x1] = 0, [H1, x2] = c1,(4.49)

[D1, H1] = 3a3 − 3c1c0 = −d.(4.50)

Definition. Let A be a differential operator of order k in E. Then A has a unique
representation:

A =
k∑

i=0

i∑
j=0

hijD
i−j
1 Hj

1 ,(4.51)

where hij ’s are polynomials in x1, x2. (It is worth mentioning that in the scope of this
theorem, η is a polynomial by Lemma 4.16. In general, it is not clear whether hij is a
polynomial or not.) The degree of A is defined to be deg A = maxi maxj{deg hij+2i}.
In other words, the degree of the differential operator A is the degree of the polynomial
(of x1, x2, x3, x4 variables) obtained by replacing D1, H1 by x2

3, x
2
4 in the form (4.51)

of A.
For example, in (4.45), H0 is a sum of three terms. The first, x1H1, is of degree

3; the second, d0H1, is of degree 2; the order 0 term 1
2dx

2
1 + d0dx1 + d2x2 + d3 is of

degree 2. Hence, deg H0 = 3. Similarly, deg D2 = 2 by (4.47).
Since D1H1 = H1D1 − d, H1h = hH1 + c1

∂h
∂x2

, and D1h = hD1 + ∂h
∂x1

, it is easy
to show by induction that deg is commutative. Moreover, for any X,Y ∈ E,

deg X + Y ≤ max{deg X, deg Y }, deg XY = deg Y X,(4.52)

deg XY ≤ deg X + deg Y.
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Let Yl = AdlL0
D1. The following will show that deg Yl = l + 2 and

Y2l = D1H
l
1 + Z2l, Y2l+1 = x1H

l+1
1 + Z2l+1,(4.53)

where Zk is a differential operator with deg Zk ≤ k + 1:
• l = 0, Y0 = D1, deg Y0 = 2, Z0 = 0.
• l = 1, Y1 = [L0, D1] = H0 = x1H1 +Z1, where Z1 = d0H1 + ( 1

2dx
2
1 + d0dx1 +

d2x2 + d3) by (4.45). deg Y1 = 3, deg Z1 ≤ 2.
Suppose Y2l−1 = x1H

l
1 + Z2l−1 with deg Z2l−1 ≤ 2l.

Y2l = [L0, Y2l−1] = [L0, x1H
l
1 + Z2l−1]

= [L0, x1]H
l
1 + x1[L0, H

l
1] + [L0, Z2l−1] = D1H

l
1 + Z2l,

where Z2l = x1[L0, H
l
1] + [L0, Z2l−1]. By Lemma 4.18,

deg Z2l ≤ max{1 + deg [L0, H
l
1], deg [L0, Z2l−1]} ≤ 2l + 1.

Y2l+1 = [L0, Y2l] = [L0, D1H
l
1 + Z2l] = [L0, D1]H

l
1 + D1[L0, H

l
1] + [L0, Z2l]

= (x1H1 + Z1)H
l
1 + D1[L0, H

l
1] + [L0, Z2l] = x1H

l+1
1 + Z2l+1,

where Z2l+1 = Z1H
l
1 + D1[L0, H

l
1] + [L0, Z2l] with

deg Z2l+1 ≤ max{deg Z1H
l
1, 2 + deg [L0, H

l
1], deg [L0, Z2l]} = 2l + 2.

Hence, (4.53) holds by induction. deg Yl = l + 2 → ∞. E is not finite-dimen-
sional.

Lemma 4.18.

(i) Let Al = [L0, H
l
1], Bl = [L0, D

l
1]. Then deg Al ≤ 2l and deg Bl ≤ 2l + 1.

(ii) Let C = [L0, hD
i1
1 Hi2

1 ]. Then deg C ≤ deg h + 2(i1 + i2) + 1.
(iii) deg [L0, A] ≤ deg A + 1.
Proof. (i) l = 1,

A1 = [L0, H1] =

[
L0, c1D2 +

1

2
c21x

2
1 + (3a3 − 2c1c0)x1 + a2 − c20

]
= −dD1 + d1H1 + (d1d + c1d2)x1 + d4,

where d, d2 are in (4.46), and d1 =
a′
2

c1
and d4 = 1

2c1a
′
0 − 1

c1
a2a

′
2 + d1c

2
0 are constants.

(Note: Actually one extra condition has been obtained on a0 that a′′0 = 2(
a′
2

c1
)2 = 2d2

1

since d4 is in E and independent of x2.) Thus, deg A1 = 2. By (4.45), deg B1 =
deg H0 = 3.

Al+1 = [L0, H
l+1
1 ] = [L0, H

l
1]H1 + H l

1[L0, H1]

= AlH1 + H l
1A1,

Bl+1 = [L0, D
l+1
1 ] = [L0, D

l
1]D1 + Dl

1[L0, D1]

= BlD1 + Dl
1B1.

By induction and (4.52), (i) holds since deg Al+1 ≤ max{deg Al + deg H1, deg H l
1 +

deg A1} ≤ 2(l+1), deg Bl+1 ≤ max{deg Bl+deg D1, deg Dl
1+deg B1} ≤ 2(l+1)+1.

(ii)

C = [L0, hD
i1
1 Hi2

1 ]

= [L0, h]Di1
1 Hi2

1 + h[L0, D
i1
1 ]Hi2

1 + hDi1
1 [L0, H

i2
1 ].

=

2∑
j=1

∂h

∂xj
DjD

i1
1 Hi2

1 +
1

2

2∑
j=1

∂2h

∂x2
j

Di1
1 Hi2

1 + hBi1H
i2
1 + hDi1

1 Ai2 .
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Since deg D2 = 2 by (4.47),

deg C

≤ max

{
deg

∂h

∂x1
Di1+1

1 Hi2
1 , deg

∂h

∂x2
D2D

i1
1 Hi2

1 , deg
∂2h

∂x2
1

Di1
1 Hi2

1 ,

deg
∂2h

∂x2
2

Di1
1 Hi2

1 , deg hBi1H
i2
1 , deg hDi1

1 Ai2

}
≤ max{deg h− 1 + 2(i1 + i2 + 1), deg h− 1 + 2(i1 + i2 + 1), deg h− 2 + 2i1 + 2i2,

deg h− 2 + 2i1 + 2i2, deg h + 2i1 + 1 + 2i2, deg h + 2i1 + 2i2}
= deg h + 2(i1 + i2) + 1.

(iii) Let A =
∑k

i=0

∑i
j=0 hijD

i−j
1 Hj

1 . Then by (ii)

deg [L0, A] = deg

⎡
⎣L0,

k∑
i=0

i∑
j=0

hijD
i−j
1 Hj

1

⎤
⎦

≤ max
i,j

deg [L0, hijD
i−j
1 Hj

1 ] ≤ max
i,j

deg hij + 2i + 1

= deg A + 1.

By putting Theorems 4.12, 4.14, and 4.17 together, we obtain the following.
Theorem 4.19. If E has linear rank 1 and is finite-dimensional, then the Ω-

matrix has constant entries.

4.3. Classification results. First assume E has linear rank 1. By Theorem
4.9, hi’s must be degree at most 1 polynomials in x1. By Theorem 4.19, ω12 is a
constant.

(i) If ω12 = 0, [L0, D1] = 1
2

∂η
∂x1

∈ E. Thus, η must be a degree 2 polynomial in
x1 plus a C∞-function in x2. E = {L0, x1, D1, 1}. For example, f1 = x1, f2 = sinx2,
h1 = x1, η = 2x2

1 + 1 + cosx2 + sin2 x2.
(ii) If ω12 
= 0,

A1 := [L0, D1] = ω12D2 +
1

2

∂η

∂x1
∈ E,(4.54)

A2 := [D1, A1] = −ω2
12 +

1

2

∂2η

∂x2
1

∈ E,(4.55)

A3 := [L0, A1] =

(
1

2

∂2η

∂x2
1

− ω2
12

)
D1 +

1

2

∂2η

∂x1∂x2
D2

+
1

2
ω12

∂η

∂x2
+

1

4

∂3η

∂x3
1

+
1

4

∂3η

∂x1∂x2
2

∈ E.(4.56)

By (4.55), η = d0x
3
1 + d1x

2
1 + e2(x2)x1 + e3(x2). By Theorem 3.21, d0 = 0. By (4.56)

and D1 ∈ E,

1

2

∂2η

∂x1∂x2
D2 +

1

2
ω12

∂η

∂x2
+

1

4

∂3η

∂x1∂x2
2

∈ E.(4.57)

By Theorem 4.1, ∂2η
∂x1∂x2

= e′2(x2) is a polynomial of degree at most 1. Thus, e2 is a
polynomial of degree at most 2 in x2. By substituting e2 and e3 into η and removing
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D1, x1, and 1 from (4.54) and (4.57), one has

Ā1 = ω12D2 +
1

2
e2 ∈ E,(4.58)

Ā3 =
1

2
e′2D2 +

1

2
ω12(e

′
2x1 + e′3) ∈ E.(4.59)

If e2 is a degree 2 polynomial in x2, then [Ā1, Ā3] − 1
2e

′′
2 Ā1 = 1

2ω
2
12e

′′
3 − 1

4 (e2e
′′
2 +

e′2e
′
2)+

1
2ω

2
12e

′′
2x1 ∈ E. Since the degree 2 term of e2e

′′
2 +e′2e

′
2 will never be zero, e3(x2)

must be a degree 4 polynomial. Now, consider

B1 = [L0, Ā3] =
1

2
e′′2D

2
2 +

1

2
ω12(e

′′
2x1 + e′′3)D2 +

1

4
e′2(e

′
2x1 + e′3) +

1

4
ω12e

′′
3 ∈ E,

B2 = [L0, B1] =
1

2
e′′2 [L0, D

2
2] +

[
L0,

1

2
ω12(e

′′
2x1 + e′′3)D2

]

=
1

2
ω12e

′′′
3 D2

2 − 1

2
ω12e

′′
2D2D1 ∈ E, mod U1.

From the discussion of the proof of Lemma 4.13 (iii), e′′′3 must be a constant. Con-
tradiction! Hence, e2 must be a degree 1 polynomial.

Consider ω12Ā3 − 1
2e

′
2Ā1 = 1

2ω
2
12e

′
2x1 + 1

2ω
2
12e

′
3 − 1

4e
′
2e2 ∈ E =⇒ 1

2ω
2
12e

′
3 − 1

4e
′
2e2

is independent of x2 and e3 must be a degree 2 polynomial. Hence, η is a degree 2
polynomial in x1 and x2. E is of dimension 5 and E = {L0, x1, D1, D2 + cx2, 1}.

For example, f1 = 5x1 − 3x2, f2 = 4x2, h1 = x1. Then ω12 = 3 and η =
26x2

1 − 30x1x2 + 25x2
2 + 9. It is easy to show that E = {L0, x1, D1, D2 − 5x2, 1}.

If E has linear rank 0, hi’s must be constants, and E = {L0} or E = {L0, 1}.
If E has linear rank 2, E is of maximal rank. The Ω-matrix must have constant

entries and E = {L0, x1, x2, D1, D2, 1} by Theorem 2.7. In summary, we have the
following.

Theorem 4.20. Let n = 2. If E is finite-dimensional, then
(1) if hi’s are constants, E = {L0} or E = {L0, 1};
(2) otherwise, Ω-matrix has constant entries. hi’s must be affine in x1 and x2.

E has dimension of either 4, 5, or 6.
Moreover, from the above discussion, it is easy to see that if E is finite-dimensional,

it has only elements with order less than or equal to 2. Thus, the Levine conjecture
holds for the finite-dimensional estimation algebras with state dimension 2.
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Abstract. In this paper we present a unified constructive method to establish the local exact
boundary controllability for 1-D quasilinear wave equations with boundary conditions of various
types.
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1. Introduction and main results. There are many publications concerning
the exact controllability for linear hyperbolic systems (see Lions [11], Russell [12], and
the references therein). In the semilinear case, some results on the exact boundary
controllability for semilinear wave equations are obtained by Zuazua [15], [16], [17],
Lasiecka and Triggiani [3], Emanuilov [2], etc. However, even in the 1-D case, only a
few results are known for quasilinear wave equations.

Consider the following quasilinear wave equation:

∂2u

∂t2
− ∂

∂x

(
K

(
u,

∂u

∂x

))
= F

(
u,

∂u

∂x
,
∂u

∂t

)
,(1.1)

where K = K(u, v) is a given C2 function of u and v such that

Kv(u, v) > 0,(1.2)

and F = F (u, v, w) is a given C1 function of u, v and w satisfying

F (0, 0, 0) = 0.(1.3)

Moreover, without loss of generality, we may assume that

K(0, 0) = 0.(1.4)

On one end x = 0 we prescribe any one of the following boundary conditions:

u = h(t) (of Dirichlet type),(1.5.1)

ux = h(t) (of Neumann type),(1.5.2)

ux − αu = h(t) (of the third type),(1.5.3)
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or

ux − ᾱut = h(t) (of the dissipative type),(1.5.4)

where α and ᾱ are given positive constants and h(t) is a C2 function (in case (1.5.1))
or a C1 function (in cases (1.5.2)–(1.5.4)).

Similarly, on another end, x = 1, the boundary condition is

u = h̄(t) (of Dirichlet type),(1.6.1)

ux = h̄(t) (of Neumann type),(1.6.2)

ux + βu = h̄(t) (of the third type),(1.6.3)

or

ux + β̄ut = h̄(t) (of the dissipative type),(1.6.4)

where β and β̄ are given positive constants and h̄(t) is a C2 function (in case (1.6.1))
or a C1 function (in cases (1.6.2)–(1.6.4)).

In the case that K and F in (1.1) are independent of u, if on one end, say,
on x = 0, the boundary condition is given by (1.5.1), by means of the local exact
boundary controllability for quasilinear hyperbolic systems without zero eigenvalues,
Li and Rao [6] established the corresponding local exact boundary controllability
with the boundary control h̄(t) on another end, x = 1; while, if on x = 0, the
boundary condition is given by (1.5.3), by means of the theory on the local exact
boundary controllability for quasilinear hyperbolic systems without zero eigenvalues
together with a kind of nonlocal boundary conditions, Li and Xu [8] established the
corresponding local exact boundary controllability with the boundary control h̄(t) on
another end, x = 1. However, the method used in [6] and [8] cannot be applied to the
following cases: (1) K and F in (1.1) depend explicitly on u; for instance, (1.1) is a
linear or nonlinear Klein–Gordon equation. (2) The boundary condition on x = 0 is
of Neumann type or of the dissipative type. (3) Boundary controls are simultaneously
given on both ends x = 0 and x = 1.

In this paper, we will present a unified method to get the local exact boundary
controllability with boundary controls on one end or on two ends for (1.1) with bound-
ary conditions (1.5) and (1.6) of different types. The main results are the following
two theorems.

Theorem 1.1 (exact boundary controllability with boundary controls acting on
two ends). Let

T >
1√

Kv(0, 0)
.(1.7)

For any given initial data (ϕ,ψ) and final data (Φ,Ψ) with small norms

‖(ϕ,ψ)‖C2[0,1]×C1[0,1] and ‖(Φ,Ψ)‖C2[0,1]×C1[0,1],

there exist boundary controls h(t) and h̄(t) with small norms ‖h‖C2[0,T ] and ‖h̄‖C2[0,T ]

(for (1.5.1) and (1.6.1)) or with small norms ‖h‖C1[0,T ] and ‖h̄‖C1[0,T ] (for (1.5.2)–
(1.5.4) and (1.6.2)–(1.6.4)) such that the mixed initial-boundary value problem for
(1.1) with the initial condition

t = 0 : u = ϕ(x), ut = ψ(x), 0 ≤ x ≤ 1,(1.8)
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one of the boundary conditions (1.5) on x = 0, and one of the boundary conditions
(1.6) on x = 1 admits a unique C2 solution u = u(t, x) with small C2 norm on the
domain

R(T ) = {(t, x)| 0 ≤ t ≤ T, 0 ≤ x ≤ 1},(1.9)

which exactly satisfies the final condition

t = T : u = Φ(x), ut = Ψ(x), 0 ≤ x ≤ 1.(1.10)

Theorem 1.2 (exact boundary controllability with boundary control acting on
one end). Let

T >
2√

Kv(0, 0)
.(1.11)

Suppose that

ᾱ �= 1√
Kv(0, 0)

,(1.12)

where ᾱ is given in (1.5.4). For any given initial data (ϕ,ψ) and final data (Φ,Ψ) with
small norms ‖(ϕ,ψ)‖C2[0,1]×C1[0,1] and ‖(Φ,Ψ)‖C2[0,1]×C1[0,1] and for any given func-
tion h(t) with small norm ‖h‖C2[0,T ] (in case (1.5.1)) or with small norm ‖h‖C1[0,T ]

(in cases (1.5.2)–(1.5.4)) such that the conditions of C2 compatibility (for details,
see Remark 1.1 below) are satisfied at the points (0, 0) and (T, 0), respectively, there
exists a boundary control h̄(t) with small norm ‖h̄‖C2[0,T ] (in case (1.6.1)) or with
small norm ‖h̄‖C1[0,T ] (in cases (1.6.2)–(1.6.4)) such that the mixed initial-boundary
value problem for (1.1) with the initial condition (1.8), one of the boundary conditions
(1.5) on x = 0, and one of the boundary conditions (1.6) on x = 1 admits a unique
C2 solution u = u(t, x) with small C2 norm on the domain R(T ) (see (1.9)), which
exactly satisfies the final condition (1.10).

Remark 1.1. Precisely speaking, the conditions of C2 compatibility at the point
(0, 0) are given, respectively, for boundary conditions (1.5.1)–(1.5.4) as follows:

⎧⎪⎨
⎪⎩
h(0) = ϕ(0),

h′(0) = ψ(0),

h′′(0) −Ku(ϕ(0), ϕ′(0))ϕ′(0) −Kv(ϕ(0), ϕ′(0))ϕ′′(0) = F (ϕ(0), ϕ′(0), ψ(0));

(1.13.1)

{
h(0) = ϕ′(0),

h′(0) = ψ′(0);
(1.13.2)

{
ϕ′(0) − αϕ(0) = h(0),

ψ′(0) − αψ(0) = h′(0);
(1.13.3)

or

{
ϕ′(0) − ᾱψ(0) = h(0),

ψ′(0) − ᾱ(Ku(ϕ(0), ϕ′(0))ϕ′(0) + Kv(ϕ(0), ϕ′(0))ϕ′′(0) + F (ϕ(0), ϕ′(0), ψ(0))) = h′(0).

(1.13.4)

The conditions of C2 compatibility at the point (T, 0) are similar.
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2. C2 solution on a preassigned domain for 1-D quasilinear wave equa-
tions. Since the hyperbolic wave has a finite speed of propagation, the exact bound-
ary controllability for the quasilinear wave equation requires that the controllability
time T must be suitably large so that two maximum determinate domains associated
with the initial data and the final data, respectively, are separated. Hence, in or-
der to get the exact boundary controllability, we should first prove the existence and
uniqueness of the classical solution on the time interval 0 ≤ t ≤ T0, where T0 > 0 is
a preassigned and possibly quite large number.

In order to get the existence and uniqueness of the C2 solution on a preassigned
domain for 1-D quasilinear wave equations with boundary conditions of various types,
the best way is to reduce the equation to a first order quasilinear hyperbolic system,
then apply the corresponding theory on the existence and uniqueness of the C1 so-
lution to this system with general nonlinear boundary conditions on a preassigned
domain (see [4], [7], [14]), and finally obtain the desired result in a unified way; alter-
natively, we may apply a careful extension method based on some well-known results
on the local existence and uniqueness of the C2 solution for quasilinear wave equations
with boundary conditions of some prescribed types (for instance, see [13]) to get the
desired result in an exhaustive way for all possible cases, respectively.

As a result, we can get the following lemma.
Lemma 2.1. Under the assumptions given at the beginning of section 1, suppose

furthermore that the usual conditions of C2 compatibility (cf. (1.13)) are satisfied
at the points (0, 0) and (0, 1), respectively. Then, for a given T0 > 0, the forward
mixed initial-boundary value problem (1.1), (1.5)–(1.6), and (1.8) admit a unique C2

solution u = u(t, x) with small C2 norm on the domain

R(T0) = {(t, x)| 0 ≤ t ≤ T0, 0 ≤ x ≤ 1},(2.1)

provided that the norms ‖(ϕ,ψ)‖C2[0,1]×C1[0,1] and ‖h‖C2[0,T0], ‖h̄‖C2[0,T0] (for (1.5.1)
and (1.6.1)) or ‖h‖C1[0,T0], ‖h̄‖C1[0,T0] (for (1.5.2)–(1.5.4) and (1.6.2)–(1.6.4)) are
small enough (depending on T0).

Similar results can be obtained for the backward mixed initial-boundary value
problem. We then have the following lemma.

Lemma 2.2. Under the assumptions given at the beginning of section 1, suppose
that (1.12) holds and

β̄ �= 1√
Kv(0, 0)

.(2.2)

For a given T0 > 0, suppose furthermore that the conditions of C2 compatibility
are satisfied at the points (T0, 0) and (T0, 1), respectively. Then the backward mixed
initial-boundary value problem (1.1), (1.5)–(1.6), and the final condition

t = T0 : u = Φ(x), ut = Ψ(x), 0 ≤ x ≤ 1,(2.3)

admit a unique C2 solution u = u(t, x) with small C2 norm on the domain (2.1),
provided that the norms ‖(Φ,Ψ)‖C2[0,1]×C1[0,1] and ‖h‖C2[0,T0], ‖h̄‖C2[0,T0] (for (1.5.1)
and (1.6.1)) or ‖h‖C1[0,T0], ‖h̄‖C1[0,T0] (for (1.5.2)–(1.5.4) and (1.6.2)–(1.6.4)) are
small enough (depending on T0).

3. Proof of Theorem 1.1. As in [5] (also see [7] and [9]), in order to prove
Theorem 1.1, it suffices to prove the following lemma.
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Lemma 3.1. Let T > 0 be defined by (1.7). For any given initial data (ϕ,ψ) and
final data (Φ,Ψ) with small norms ‖(ϕ,ψ)‖C2[0,1]×C1[0,1] and ‖(Φ,Ψ)‖C2[0,1]×C1[0,1],
the quasilinear wave equation (1.1) admits a C2 solution u = u(t, x) with small C2

norm on the domain R(T ) = {(t, x)| 0 ≤ t ≤ T , 0 ≤ x ≤ 1}, which satisfies simulta-
neously the initial condition (1.8) and the final condition (1.10).

Proof. By (1.7), there exists an ε0 > 0 so small that

T > max
|u|+|v|≤ε0

1√
Kv(u, v)

.(3.1)

Let

T1 =
1

2
max

|u|+|v|≤ε0

1√
Kv(u, v)

.(3.2)

We divide the proof into several steps.
(i) We first consider the following forward mixed initial-boundary value problem

of (1.1) with the initial condition (1.8) and the boundary conditions

x = 0 : u = f0(t),(3.3)

x = 1 : u = f1(t),(3.4)

where f0 and f1 are any given C2 functions of t with small C2[0, T1] norm such that the
conditions of C2 compatibility are satisfied at the points (0, 0) and (0, 1), respectively.
By Lemma 2.1, on the domain

{(t, x)| 0 ≤ t ≤ T1, 0 ≤ x ≤ 1}(3.5)

there exists a unique C2 solution u = u(1)(t, x) with small C2 norm and

|u(1)(t, x)| +
∣∣∣∣∂u(1)

∂x
(t, x)

∣∣∣∣ ≤ ε0.(3.6)

Thus, we can determine the corresponding value of (u(1)(t, x), ∂u(1)

∂x (t, x)) on x = 1
2 as

x =
1

2
: (u, ux) = (a(t), ā(t)), 0 ≤ t ≤ T1,(3.7)

the C2[0, T1] norm of a(t) and the C1[0, T1] norm of ā(t) are small.
(ii) Similarly, we consider the following backward mixed initial-boundary value

problem of (1.1) with the final condition (1.10) and the boundary conditions

x = 0 : u = g0(t),(3.8)

x = 1 : u = g1(t),(3.9)

where g0 and g1 are any given C2 functions of t with small C2[T − T1, T ] norm such
that the conditions of C2 compatibility are satisfied at the points (T, 0) and (T, 1),
respectively. By Lemma 2.2, on the domain

{(t, x)| T − T1 ≤ t ≤ T, 0 ≤ x ≤ 1}(3.10)
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there exists a unique C2 solution u = u(2)(t, x) with small C2 norm and

|u(2)(t, x)| +
∣∣∣∣∂u(2)

∂x
(t, x)

∣∣∣∣ ≤ ε0.(3.11)

Thus, we can determine the corresponding value of (u(2)(t, x), ∂u(2)

∂x (t, x)) on x = 1
2 as

x =
1

2
: (u, ux) = (b(t), b̄(t)), T − T1 ≤ t ≤ T,(3.12)

where the C2[T − T1, T ] norm of b(t) and the C1[T − T1, T ] norm of b̄(t) are small.
(iii) We can find c(t) ∈ C2[0, T ] with small C2 norm and c̄(t) ∈ C1[0, T ] with

small C1 norm such that

(c(t), c̄(t)) =

{
(a(t), ā(t)), 0 ≤ t ≤ T1,

(b(t), b̄(t)), T − T1 ≤ t ≤ T.
(3.13)

Noting (1.2), we now change the status of t and x, and on the domain

Rl(T ) =

{
(t, x)| 0 ≤ t ≤ T, 0 ≤ x ≤ 1

2

}
(3.14)

we consider the following leftward mixed initial-boundary value problem of (1.1) with
the initial condition

x =
1

2
: u = c(t), ux = c̄(t), 0 ≤ t ≤ T,(3.15)

and the boundary conditions

t = 0 : u = ϕ(x), 0 ≤ x ≤ 1

2
,(3.16)

t = T : u = Φ(x), 0 ≤ x ≤ 1

2
,(3.17)

where ϕ(x) and Φ(x) are given by (1.8) and (1.10), respectively.
Obviously, the corresponding conditions of C2 compatibility are satisfied at the

points (0, 1
2 ) and (T, 1

2 ), respectively. Hence, by Lemma 2.2, there exists a unique C2

solution u = ul(t, x) with small C2 norm on the domain Rl(T ) and

|ul(t, x)| +
∣∣∣∣∂ul

∂x
(t, x)

∣∣∣∣ ≤ ε0 on Rl(T ),(3.18)

provided that the C2 norms of ϕ(x), Φ(x), f0(t), f1(t), g0(t), and g1(t) are small
enough.

(iv) Similarly, the rightward mixed initial-boundary value problem of (1.1) with
the initial condition (3.15) and the boundary conditions

t = 0 : u = ϕ(x),
1

2
≤ x ≤ 1,(3.19)

t = T : u = Φ(x),
1

2
≤ x ≤ 1,(3.20)
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admits a unique C2 solution u = ur(t, x) with small C2 norm on the domain

Rr(T ) =

{
(t, x)| 0 ≤ t ≤ T,

1

2
≤ x ≤ 1

}
(3.21)

and

|ur(t, x)| +
∣∣∣∣∂ur

∂x
(t, x)

∣∣∣∣ ≤ ε0 on Rr(T ).(3.22)

(v) Let

u(t, x) =

{
ul(t, x), (t, x) ∈ Rl(T ),

ur(t, x), (t, x) ∈ Rr(T ).
(3.23)

We prove

t = 0 : ut = ψ(x), 0 ≤ x ≤ 1,(3.24)

t = T : ut = Ψ(x), 0 ≤ x ≤ 1.(3.25)

In fact, the C2 solutions u = ul(t, x) (resp., u = ur(t, x)) and u = u(1)(t, x) satisfy
simultaneously (1.1), the initial condition

x =
1

2
: u = a(t), ux = ā(t), 0 ≤ t ≤ T1,(3.26)

and the boundary condition (3.16) (resp., (3.19)). By uniqueness (cf. [10]) and the
choice of T1 given in (3.2), the mixed initial-boundary value problem (1.1), (3.26),
and (3.16) (resp., (3.19)) has a unique C2 solution on the domain{

(t, x)| 0 ≤ t ≤ 2T1x, 0 ≤ x ≤ 1

2

}
(3.27)

(
resp.,

{
(t, x)| 0 ≤ t ≤ 2T1(1 − x),

1

2
≤ x ≤ 1

})
.

(In fact, this domain is included in the corresponding maximum determinate domain.)
Then

u(t, x) ≡ u(1)(t, x)(3.28)

on these domains and, in particular, on the interval 0 ≤ x ≤ 1 on the x-axis. Hence,
noting (1.8), we immediately get (3.24). In a similar manner we obtain (3.25).

Thus, u = u(t, x) satisfies all the requirements of Lemma 3.1.

4. Proof of Theorem 1.2. As in [6] (also see [9]), in order to get Theorem 1.2
it suffices to prove the following lemma.

Lemma 4.1. Let T > 0 be defined by (1.11). Under the assumptions of The-
orem 1.2, the quasilinear wave equation (1.1) with the boundary condition (1.5) on
x = 0 admits a C2 solution u = u(t, x) with small C2 norm on the domain R(T ) =
{(t, x)| 0 ≤ t ≤ T , 0 ≤ x ≤ 1}, which satisfies the initial condition (1.8) and the final
condition (1.10).
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Proof. Noting (1.11), there exists an ε0 > 0 so small that

T > 2 max
|v|+|v|≤ε0

1√
Kv(u, v)

.(4.1)

Let

T1 = max
|u|+|v|≤ε0

1√
Kv(u, v)

.(4.2)

(i) We first consider the following forward mixed initial-boundary value problem
of (1.1) with the initial condition (1.8) and the boundary conditions (1.5) and (3.4)
(in which f1 ∈ C2[0, T1] with small C2 norm and the conditions of C2 compatibility
at the point (0, 1) are assumed to be satisfied). By the assumptions of Theorem 1.2,
the conditions of C2 compatibility are also satisfied at the points (0, 0). Then, by
Lemma 2.1, on the domain (3.5) there exists a unique C2 solution u = u(1)(t, x) with
small C2 norm, and (3.6) holds. Thus, we can determine the corresponding value of

(u(1)(t, x), ∂u(1)

∂x (t, x)) on x = 0 as

x = 0 : (u, ux) = (a(t), ā(t)), 0 ≤ t ≤ T1,(4.3)

and the C2[0, T1] norm of a(t) and the C1[0, T1] norm of ā(t) are small.

(ii) Similarly, we consider the following backward mixed initial-boundary value
problem of (1.1) with the final condition (1.10) and the boundary conditions (1.5)
and (3.9) (in which g1 ∈ C2[T − T1, T ] with small C2 norm and the conditions of C2

compatibility at the point (T, 1) are assumed to be satisfied). By the assumptions
of Theorem 1.2, the conditions of C2 compatibility are also satisfied at the point
(T, 0). Then, by Lemma 2.2, on the domain (3.10) there exists a unique C2 solution
u = u(2)(t, x) with small C2 norm, and (3.11) holds. Thus, we can determine the

corresponding value of (u(2)(t, x), ∂u(2)

∂x (t, x)) on x = 0 as

x = 0 : (u, ux) = (b(t), b̄(t)), T − T1 ≤ t ≤ T,(4.4)

and the C2[T − T1, T ] norm of b(t) and the C1[T − T1, T ] norm of b̄(t) are small.

(iii) Noting that both (u, ut, ux) = (a(t), a′(t), ā(t)) and (b(t), b′(t), b̄(t)) satisfy the
boundary condition (1.5), we can find c(t) ∈ C2[0, T ] with small C2 norm and c̄(t) ∈
C1[0, T ] with small C1 norm such that (3.13) holds and (u, ut, ux) = (c(t), c′(t), c̄(t))
satisfies the boundary condition (1.5) on the whole interval [0, T ].

We now change the status of t and x and consider the following rightward mixed
initial-boundary value problem of (1.1) with the initial condition

x = 0 : u = c(t), ux = c̄(t), 0 ≤ t ≤ T,(4.5)

and the boundary conditions

t = 0 : u = ϕ(x), 0 ≤ x ≤ 1,(4.6)

t = T : u = Φ(x), 0 ≤ x ≤ 1,(4.7)

where ϕ(x) and Φ(x) are given in (1.8) and (1.10), respectively.
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Obviously, the conditions of C2 compatibility at the points (0, 0) and (T, 0) are
satisfied. Then, by Lemma 2.1, there exists a unique C2 solution u = u(t, x) with
small C2 norm on the domain R(T ) = {(t, x)| 0 ≤ t ≤ T , 0 ≤ x ≤ 1} and

|u(t, x)| +
∣∣∣∣∂u∂x (t, x)

∣∣∣∣ ≤ ε0 on R(T ).(4.8)

The C2 solutions u = u(t, x) and u = u(1)(t, x) satisfy simultaneously (1.1), the
initial condition

x = 0 : u = a(t), ux = ā(t), 0 ≤ t ≤ T1,(4.9)

and the boundary condition (4.6). Noting the choice of T1 given by (4.2), by the
uniqueness (cf. [10]), the mixed initial-boundary value problem (1.1), (4.9), and (4.6)
has a unique C2 solution on the domain

{(t, x)| 0 ≤ t ≤ T1(1 − x), 0 ≤ x ≤ 1}.(4.10)

Then

u(t, x) ≡ u(1)(t, x)(4.11)

on this domain and, in particular, on the interval 0 ≤ x ≤ 1 on the x-axis. Hence,
noting (1.8), we get (3.24). Similarly, we obtain (3.25).

Thus, u = u(t, x) satisfies all the requirements of Lemma 4.1.

5. Remarks.
Remark 5.1. The exact controllability time given in Theorem 1.1 or Theorem 1.2

is optimal.
Remark 5.2. If the boundary conditions (1.5.2)–(1.5.4) on x = 0 are replaced,

respectively, by

x = 0 : K(u, ux) = h(t),(5.1)

x = 0 : K(u, ux) − αu = h(t),(5.2)

and

x = 0 : K(u, ux) − ᾱut = h(t),(5.3)

and the boundary conditions (1.6.2)–(1.6.4) on x = 1 are replaced, respectively, by

x = 1 : K(u, ux) = h̄(t),(5.4)

x = 1 : K(u, ux) + βu = h̄(t),(5.5)

and

x = 1 : K(u, ux) + β̄ut = h̄(t),(5.6)

the conclusions of Theorems 1.1 and 1.2 are still valid provided that the conditions
of C2 compatibility (1.13.2)–(1.13.4), etc., at the points (0, 0) and (T, 0) are changed
correspondingly and (1.12) is replaced by

ᾱ �=
√

Kv(0, 0).(5.7)
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Remark 5.3. For more general boundary conditions such as

x = 0 : R(t, u, ux, ut) = 0,(5.8)

similar results can be obtained under suitable conditions.
Remark 5.4. The method presented in this paper works also for some kinds of

second order quasilinear hyperbolic systems and higher order quasilinear hyperbolic
equations.

Acknowledgment. The authors would like to express their sincere thanks to
the referees for their valuable comments and suggestions.
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LINEAR SYSTEMS SUBJECT TO INPUT SATURATION AND TIME
DELAY: FINITE-GAIN Lp-STABILIZATION∗
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Abstract. This paper deals with finite-gain stabilization of linear systems by static feedbacks
which are bounded and time-delayed. For neutrally stable continuous-time linear systems, we provide
a saturated linear feedback law ensuring finite-gain stability with respect to every Lp-norm, p ∈
[1,∞], with an arbitrary small bound on the control and large (constant) delay. Moreover, we
provide upper bounds for the corresponding Lp-gains which are delay-independent.

Key words. input saturation, time-delay systems, Lyapunov functions, finite-gain stability

AMS subject classifications. 93D25, 34K50, 93D05, 93D15, 34H05

DOI. 10.1137/050626582

1. Introduction. In this paper, we address the finite-gain Lp-stabilization issue
for continuous-time delay linear systems subject to input saturation, i.e., of the type

(S) : ẋ(t) = Ax(t) − rBσ (u(t− h)) ,(1)

with state x ∈ Rn, input value u ∈ Rm, and where r ∈ (0, 1] depends only on (S),
the constant delay h ≥ 0 appears in the input, and σ : Rm → Rm is of “saturation”
type (definitions are given in section (2)). The present paper is a continuation of
[12], where the global asymptotic stabilization issue for systems (S) was successfully
addressed. It also has to be noted that the present paper is technically independent
of [12].

We use (S)rh, r ∈ (0, 1], h ≥ 0, to denote the control system (S) with input bound
r and input time delay h. We omit the index r if it is equal to one; similarly for the
index h if it is equal to zero.

In the zero-delay case, the above problem has been widely investigated in the last
ten years; see, for example, [4], [6], [1], and references therein, for both continuous-
time and discrete-time linear systems. It was shown in [4] ([1], [3], respectively, for
the discrete case) that, for neutrally stable open-loop systems, linear feedback laws
can be used to achieve finite-gain stability, with respect to every Lp-norm (lp-norm,
respectively). For the continuous case, it is proved in [6] that finite-gain Lp-stability
is possible if and only if (S) satisfies

(C) :

⎧⎨
⎩

(i) all eigenvalues of A are in the closed left-half plane,

(ii) the pair (A,B) is stabilizable.

An n × n matrix A is said to be neutrally stable if all solutions of ẋ = Ax in the
continuous case (x(t + 1) = Ax(t) in the discrete case, respectively) are bounded;
equivalently, A has no eigenvalues with positive real part and each Jordan block
corresponding to a purely imaginary eigenvalue has size one (all the eigenvalues of A
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cedex, France (karim.yakoubi@lss.supelec.fr, yacine.chitour@lss.supelec.fr).

1084



FINITE-GAIN STABILIZATION OF DELAY LINEAR SYSTEMS 1085

are inside or on the unit circle, with those on the unit circle having all Jordan blocks
of size one, respectively).

In this paper, we focus on the continuous case in the presence of time delay in
the input. It is trivial to see that condition (C) is also necessary in the nonzero-delay
case and it seems natural to expect condition (C) to also be sufficient.

Our objective here consists of showing that the results of [4] carry over to con-
tinuous linear time-delay systems. More specifically, we show that, for neutrally
stable continuous linear time-delay systems subject to input saturation, finite-gain
Lp-stabilization can be achieved by the use of linear feedbacks for every p ∈ [1,∞].
The issue of Lp-stabilization for delay systems was already addressed in the literature
by a systematic use of linear matrix inequalities (LMIs)(cf. [2], [10]). While many
of the arguments of the present paper are conceptually similar to those of [4], there
are technical aspects that are different and not obvious. Indeed, as in [4], the proof
to get finite-gain Lp-stability relies on passivity techniques. We determine a suit-
able “storage” function Vp and establish for it a “dissipation inequality” of the form
dVp(xu(t))

dt ≤ −‖xu(t)‖p + λp‖u(t)‖p for some constant λp > 0 possibly depending on
the input bound r and the delay h. For more discussion on passivity, see [11], for
instance. Recall that the “storage function” in [4], V 0

p , is nonsmooth. In the present
situation, the “storage function” Vp will be the sum of a term similar to V 0

p and a
Lyapunov–Krasovskii functional, in order to take care of the delay. However, unlike
in [4], the saturation in (1) needs to be multiplied by a small factor r dependent on
the delay h in order to ensure finite-gain Lp-stability.

Moreover, by carefully choosing the factor r and the linear feedback inside the
saturation, we are able to provide upper bounds for the Lp-gains of (S)rh which are
independent of h > 0. We refer to that property as the unrestricted finite-gain Lp-
stability. The argument corresponding to that uniformity result is specific to the
nonzero-delay case and constitutes the most technical part of the paper. Moreover,
that argument requires new technical ingredients with respect to those of [4]. We
first start with the single-input case, where it amounts to estimating the behavior
of the solution Pr of a parameterized Lyapunov equation (Lr), r ∈ (0, 1], as the
parameter r tends to zero. The multi-input case requires additional work. We first
rewrite the original system as an appropriate cascade of single-input subsystems, all
of them except one being perturbed by an external disturbance, appearing outside the
saturation (see Theorem 2). We then proceed inductively on the number of distinct
algebraic multiplicities of the eigenvalues of A.

Generally speaking, our treatment of the aforementioned issues on time-delay sys-
tems follows a common pattern. We always try to reformulate them as problems for
perturbed delay-free systems and handle the perturbation with Lyapunov techniques.
That strategy works well because the input saturation makes the perturbation uni-
formly bounded with respect to the delay.

Organization of the paper. In section 2, we provide the main notation used in the
paper and state the theorem relative to the unrestricted finite-gain Lp-stabilization.
Section 3 is devoted to the proofs of the main theorems. We start with that of
the single-input case. Then, before starting the proof of the multi-input case, we
illustrate the cascade argument through the detailed analysis of an eight-dimensional
example and then proceed with the general case. Finally, we gather in the appendices
the proofs of the two main technical results. The first one describes the asymptotic
behavior of the solution of a Lyapunov equation (single-input case) and the second
one is devoted to the cascade argument necessary to address the multi-input case.
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2. Notation and statements of the main results. For x ∈ Rn, ‖x‖ and xT

denote, respectively, the Euclidean norm of x and the transpose of x. Similarly, for
any n×m matrix K, KT and ‖K‖ denote, respectively, the transpose of K and the
induced 2-norm of K. Moreover, λmin(K) and λmax(K) denote the minimal and the
maximal singular eigenvalues of the matrix K. For a square matrix K, we use Tr(K)
to denote the trace of K. If f(.) and g(.) are two real-valued functions, we mean by
f(r) �0 g(r) that there are positive constants ξ1 and ξ2 such that for r small enough,

ξ1g(r) ≤ f(r) ≤ ξ2g(r).

For h > 0, let xt(θ) := x(t + θ), −h ≤ θ ≤ 0. Initial conditions for time-delay
systems are elements of Ch := C([−h, 0], Rn), the Banach space of continuous Rn-
valued functions defined on [−h, 0], equipped with the supremum norm, ‖xt‖h =
sup−h≤θ≤0 ‖x(t + θ)‖.

We next introduce the class of saturation functions to be considered and state
the main results on finite-gain stability.

2.1. Saturation functions. We next formally define what we mean by a satu-
ration.

Definition 1. We call σ : R −→ R a saturation function (S-function) if there
exist two real numbers 0 < a ≤ Kσ such that for all t, t′ ∈ R,

(i) |σ(t) − σ(t′)| ≤ Kσ inf(1, |t− t′|),
(ii) |σ(t) − at| ≤ Kσtσ(t).

It is assumed here that the function is normalized at the origin, i.e., a = σ′(0) = 1.
A constant Kσ defined as above is called an S-bound for σ. Note that (i) is equivalent
to the fact that σ is bounded and globally Lipschitz, while (ii) is equivalent to

tσ(t) > 0 for t 	= 0, lim inf
|t|→∞

|σ(t)| > 0, lim sup
t→0

σ(t) − t

t2
< ∞.

If m is a positive integer, we say that σ is an Rm-valued S-function if σ = (σ1, . . . ,

σm)T , where each component σi is an S-function and, for s = (s1, . . . , sm)
T ∈ Rm,

σ(s) :=
(
σ1(s1), σ2(s2), . . . , σm(sm)

)T
.

2.2. Lp-stability. For p ∈ [1,∞] and 0 ≤ h (and T ≥ h, respectively), we use
Lp to denote Lp(−h,∞) and we let ‖y‖Lp (‖y‖Lp([−h, T ]), respectively) denote the
Lp-norm

‖y‖Lp =

(∫ ∞

−h

‖y(t)‖pdt
) 1

p

⎛
⎝‖y‖Lp([−h,T ]) =

(∫ T

−h

‖y(t)‖pdt
) 1

p

, respectively

⎞
⎠

if p < ∞ and

‖y‖L∞ = ess sup
−h≤t<∞

‖y(t)‖,
(
‖y‖L∞([−h,T ]) = ess sup

−h≤t≤T
‖y(t)‖, respectively

)
.

Consider the control system with delay in the input given by

(Σ)h : ẋ = f (x(t), u(t− h)) , t ≥ 0,(2)
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where the state x and the control u take, respectively, values in Rn and Rm and
f : Rn × Rm → Rn is locally Lipschitz in (x, u), with f(0, 0) = 0. Trajectories of
(Σ)h starting at x0 ∈ Ch and corresponding to an input u ∈ Lp are defined for a time
interval I of R+ (depending on x0 and u) and verify (2) for a.e. t ∈ I. Let 0̄ be the
zero function in Ch.

Definition 2 (Lp-stability). Given p ∈ [1,∞], the continuous-time delay system
(Σ)h is said to be Lp-stable if, for every u ∈ Lp, we have xu ∈ Lp, where xu denotes
the solution of (Σ)h corresponding to u with initial condition x0 = 0̄.

Definition 3 (finite-gain Lp-stability). Given p ∈ [1,∞], the continuous-time
delay system (Σ)h is said to be finite-gain Lp-stable if it is Lp-stable, and there exists
a positive constant Mp such that, for every u ∈ Lp,

‖xu‖Lp ≤ Mp‖u‖Lp .

Furthermore, the infimum over such numbers Mp will be called the Lp-gain of the
system.

We now state our main results.
Theorem 1. Let A,B be n × n, n ×m matrices, respectively. Let σ be an Rm-

valued S-function. Assume that A is neutrally stable and (A,B) is controllable. Then,
for every h ≥ 0, there exists an n×m matrix Fh such that the system

(S)rh : ẋ = Ax− rBσ
(
FT
h x(t− h) + u(t− h)

)
for t ≥ 0

has the unrestricted finite-gain Lp-stability property for every p ∈ [1,∞]; i.e., for every
h > 0, there exists r∗(h) ∈ (0, 1] such that for every p ∈ [1,∞], (S)rh, r ∈ (0, r∗(h)],
is finite-gain Lp-stable.

Remark 1. In the absence of u, the equilibrium point 0̄ is globally asymptotically
stable for the delayed system ẋ = Ax− rBσ

(
FT
h x(t− h)

)
.

Theorem 1 is a particular case of a stronger result given next.
Theorem 2. With the same hypothesis on A, B, and σ, consider the delayed

system (still denoted (S)rh)

(S)rh : ẋ = Ax− rBσ
(
FT
h x(t− h) + u1(t− h)

)
+ ru2(t− h) for t ≥ 0,

where Fh is defined as in Theorem 1 and the input u2 takes values in Rn. Then, there
exist a constant C0 > 0 and, for every 1 ≤ p ≤ ∞, a constant Mp > 0 such that
for every h > 0 there is an r∗(h) ∈ (0, 1] for which the trajectories xu1,u2

of (S)rh,
r ∈ (0, r∗(h)], starting at 0̄ and corresponding to u1, u2 ∈ Lp with ‖u2‖L∞ ≤ C0,
verify

‖xu1,u2‖Lp ≤ Mp(‖u1‖Lp + ‖u2‖Lp).

The proof of Theorem 2 is deferred to section 3.
Remark 2. It will be clear from our argument that we can in fact obtain the

stronger input-to-state stable (ISS)-like property (see [7] and references therein)

‖xψ
u1,u2

‖Lp ≤ θp(‖ψ‖h) + Mp(‖u1‖Lp + ‖u2‖Lp),

where ψ ∈ Ch is the initial condition for the trajectory xψ
u1,u2

corresponding to u1, u2

and θp is a K-function (i.e., θp : R+ → R+ is continuous and strictly increasing and
satisfies θp(0) = 0).
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3. Proof of Theorem 2. From elementary linear algebra, a neutrally stable
matrix A is similar to a matrix (

A1 0
0 A2

)
,(3)

where A1 is a q × q Hurwitz matrix and A2 is an (n − q) × (n − q) skew-symmetric
matrix. So, up to a change of coordinates, we may assume that A is already in the
form (3). In these coordinates, we write B = (BT

1 BT
2 )T , where B2 is an (n− q)×m

matrix, and we write vectors as x = (xT
1 , x

T
2 )T and u2 = (uT

21, u
T
22)

T .
For r ∈ (0, 1] and h > 0, consider the feedback law (0, FT

h ). Then system (S)rh,
with this choice of FT

h , can be written as

ẋ1(t) = A1x1(t) − rB1σ[FT
h x2(t− h) + u1(t− h)] + ru21(t− h),

ẋ2(t) = A2x2(t) − rB2σ
(
FT
h x2(t− h) + u1(t− h)

)
+ ru22(t− h).

Since A1 is Hurwitz, it will be sufficient to show that there exists an r∗(h) ∈ (0, 1],
such that the x2-subsystem is finite-gain Lp-stable for all r ∈ (0, r∗(h)].

The controllability assumption on (A,B) implies that the pair (A2, B2) is also
controllable. Therefore, the theorem is a consequence of the following proposition.

Proposition 1. Let σ, u1, u2 be as in Theorem 2. Let (A,B) be a controllable
pair with A skew-symmetric. Then, for every h ≥ 0, there exist an n×m matrix Fh

and r∗(h) ∈ (0, 1] such that, for every r ∈ (0, r∗(h)], the system

(S)rh : ẋ(t) = Ax(t) − rBσ
(
FT
h x(t− h) + u1(t− h)

)
+ ru2(t− h) for t ≥ 0

verifies the conclusion of Theorem 2.
Remark 3. In the single-input case (m = 1), Fh can be chosen as e−AhB, which

corresponds, up to the delay h, to the linear feedback law suggested by the passivity
approach and used in [4]. A simple adaptation of the proof to the multi-input case
shows that such a feedback can also be used to get finite-gain Lp-stability but the
corresponding Lp-gain is, in general, delay-dependent.

Proof. We start the proof by zooming in on the single-input case. The general
proof first starts with algebraic transformations and proceeds by induction on the
number of distinct algebraic multiplicities of the eigenvalues of A.

3.1. The single-input case. Let h > 0 and consider the feedback law Fh =
e−AhB = e−Ahb. Then, ‖Fh‖ = ‖b‖. Let y be the solution of

ẏ(t) = (A− rbbT )y(t) + ru2(t− h) for t ≥ 0,

y0 = 0̄ on [−h, 0],
(4)

with u2 ∈ Lp and ‖u2‖L∞ ≤ C0, where C0 is a positive constant to be determined
later. (By an obvious abuse of notation, Lp denotes here Lp([−h,∞), Rn).) Since
A is skew-symmetric, the matrix Ar := A − rbbT is Hurwitz for every r > 0. Then
(4) is Lp-stable for any 1 ≤ p ≤ ∞ (see [4, Remark 4]). Let γp be its Lp-gain,
so ‖y‖Lp ≤ γp‖u2‖Lp . We need the next lemma, whose proof is given in Appendix
A.

Lemma 1. Let A and b be as in Proposition 1. Then, the following properties
hold.
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(i) There exist an r∗ ∈ (0, 1] and positive constants C1, C
′
1, C2, and C ′

2 such
that, for all t ≥ 0 and r ∈ (0, r∗],

C ′
1e

−C′
2rt ≤ ||e(A−rbbT )t|| ≤ C1e

−C2rt.(5)

(ii) For r ≥ 0, let Pr be the unique positive-definite solution to the Lyapunov
equation

(Lr) : Pr(A− rbbT ) + (A− rbbT )TPr = −In.(6)

Then,

λmax(Pr) �0 λmin(Pr) �0
1

r
.(7)

We also need the following lemma.
Lemma 2. Let γp be the Lp-gain of (4). So, γp ≤ C1

C2
.

Proof. For t ≥ 0, set Ar := A− rbbT . Then, y(t) = r
∫ t
0
eAr(t−s)u2(s−h)ds. From

(5), we have

‖y(t)‖ ≤ r
∫ t
0
‖eAr(t−s)‖‖u2(s− h)‖ds

≤ rC1

∫ t
0
e−rC2(t−s)‖u2(s− h)‖ds.

(8)

Let Gp be the Lp-gain of the control system with state χ ∈ R given by

(Sχ) : χ̇(t) = −rC2χ(t) + rC1v(t− h),

where v∈Lp([−h,∞], R). It is clear from (8) that γp ≤ Gp. So, for each 1<p<∞, we
have

|χ(t)|p−2χ(t)χ̇(t) = −rC2|χ(t)|p + rC1|χ(t)|p−2χ(t)v(t− h).

For every t ≥ 0, integrating the last equation from zero to ∞ and using Hölder’s
inequality (with p′ = p

p−1 and q′ = p), we have

rC2‖χ‖pLp ≤ rC1‖χ‖p−1
Lp ‖v‖Lp ,

because χ(t) → 0 if t → ∞ (see [4, Lemma 4]). Then ‖χ‖Lp ≤ C1

C2
‖v‖Lp . For p = 1,

if we integrate (Sχ) from zero to ∞, we have the result. It remains to study the case
p = ∞. We have

‖y(t)‖ ≤ rC1‖v‖L∞

∫ ∞

0

e−rC2(t−s)ds ≤ C1

C2
‖v‖L∞ .

Let x be the solution of (S)rh (given in Proposition 1) starting at 0̄ ∈ Ch and corre-
sponding to u1, u2. Set z := x− y. Then, z satisfies

ż(t) = Az(t) − rb
[
σ
(
FT
h z(t− h) + FT

h y(t− h) + u1(t− h)
)
− bT y(t)

]
for t ≥ 0,

z0 = 0̄, on [−h, 0].

(9)



1090 KARIM YAKOUBI AND YACINE CHITOUR

Let ũ(t−h) = FT
h y(t−h)+u1(t−h) and ṽ(t) = bT y(t). Choosing the constant C0 > 0

such that γ∞‖b‖C0 ≤ Γ, with Γ = lim|ξ|→∞ inf σ(ξ) > 0, we get

‖ṽ‖L∞ ≤ ‖b‖‖y‖L∞ ≤ γ∞‖b‖‖u2‖L∞ ≤ γ∞‖b‖C0 ≤ Γ.(10)

Equation (9) can be written as

ż(t) = Az(t) − rb
[
σ
(
FT
h z(t− h) + ũ(t− h)

)
− ṽ(t)

]
for t ≥ 0,

z0 = 0̄, on [−h, 0].

(11)

From (11), we have

z(t) = eAhz(t− h) − r

∫ t

t−h

eA(t−ξ)b
[
σ
(
FT
h z(ξ − h) + ũ(ξ − h)

)
− ṽ(ξ)

]
dξ.

Then, FT
h z(t− h) + ũ(t− h) = bT z(t) + d̃(t), where

d̃(t) = ũ(t− h) + r
∫ t
t−h

g(t− ξ)
[
σ
(
FT
h z(ξ − h) + ũ(ξ − h)

)
− ṽ(ξ)

]
dξ,

g(v) = bT eAvb.

According to (11), we obtain

ż(t) = Az(t) − rb
[
σ
(
bT z(t) + d̃(t)

)
− ṽ(t)

]
for t ≥ 0.

z0 = 0̄, on [−h, 0].

(12)

Let z̃(t) = bT z(t) + d̃(t). As in [4], we consider, for each 1 ≤ p < ∞, the function
V0,p : Rn −→ R given by

V0,p(z(t)) =
‖z(t)‖p+1

p + 1
.(13)

We next majorize the time derivative of V0,p along the trajectories of (12). We follow
the computations leading to (22) of [4] and obtain

V̇0,p(z(t)) ≤ −r‖z(t)‖p−1z̃T (t)σ(z̃(t))

+ r‖z(t)‖p−1
(
(K + Γ)‖d̃(t)‖ + M1‖ṽ(t)‖

)
,

(14)

where, by definition of Γ, there is some M1 ≥ 1 so that inf |ξ|≥M1
|σ(ξ)| ≥ 1

2Γ.
Since Ar is Hurwitz, we consider for each 1 < p <∞ the differentiable function

V1,p : Rn → R defined by

V1,p(z(t)) = (zT (t)Prz(t))
p
2 ,(15)

where Pr is the solution of (6). We rewrite (12) in the form

ż(t) = Arz(t) − rb
[
σ(z̃(t)) − z̃(t) + d̃(t) − ṽ(t)

]
for t ≥ 0,

z0 = 0̄, on [−h, 0].

(16)
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The derivative of V1,p along the trajectories of (16) verifies

V̇1,p = p
(
zT (t)Prz(t)

) p
2−1

zT (t)Pr ż(t)

= p
(
zT (t)Prz(t)

) p
2−1{

zT (t)
(
− I −AT

r Pr

)
z(t) − rzT (t)Prb

[
σ(z̃(t)) − z̃(t)

+ d̃(t) − ṽ(t)
]}

≤ −p
(
zT (t)Prz(t)

) p
2−1

‖z(t)‖2

+ p
(
zT (t)Prz(t)

) p
2−1

rK‖Prb‖|z(t)‖
{
z̃T (t)σ(z̃(t)) + 1

K

(
‖d̃(t)‖ + ‖ṽ(t)‖

)}

≤

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− p(
λmax(Pr)

)1− p
2
‖z(t)‖p + rpK‖Prb‖(

λmin(Pr)

)1− p
2
‖z(t)‖p−1z̃T (t)σ(z̃(t))

+ rp‖Prb‖(
λmin(Pr)

)1− p
2
‖z(t)‖p−1

(
‖d̃(t)‖ + ‖ṽ(t)‖

)
if 1 < p ≤ 2,

−p
(
λmin(Pr)

) p
2−1

‖z(t)‖p+rpK‖Prb‖
(
λmax(Pr)

) p
2−1

‖z(t)‖p−1z̃T (t)σ(z̃(t))

+rp‖Prb‖
(
λmax(Pr)

) p
2−1

‖z(t)‖p−1
(
‖d̃(t)‖ + ‖ṽ(t)‖

)
if 2 ≤ p < ∞.

For 1 ≤ p < ∞, set

λp,r :=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

pK‖Prb‖(
λmin(Pr)

)1− p
2

if 1 ≤ p ≤ 2,

pK‖Prb‖
(
λmax(Pr)

) p
2−1

if 2 ≤ p < ∞.

Finally, consider, for each 1 ≤ p < ∞, the following function:

V2,p(z(t)) :=
(
λp,rV0,p + V1,p

)
(z(t)).(17)

Along trajectories of (12), we obtain, for 1 < p < ∞,

V̇2,p ≤ −ζp,r‖z(t)‖p + κp,r‖z(t)‖p−1
(
‖d̃(t)‖ + ‖ṽ(t)‖

)
,(18)

where ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ζp,r =

⎧⎪⎨
⎪⎩

p

(λmax(Pr))1−
p
2

if 1 < p ≤ 2,

p(λmin(Pr))
p
2−1 if 2 ≤ p < ∞,

κp,r = rλp,r max {1 + K + Γ, 1 + M1} .
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There exists T > h such that the differentiable function V1,p verifies ‖DV1,p(z)‖ ≤
cλp,r‖z‖p−1 for all z ∈ Rn and t ≥ T, where c is some positive constant independent
of p. Moreover, V1,p can be chosen so that lim supp→1+ λp,r = λ1,r < ∞, and the limit
V1,1(z) = limp→1+ V1,p(z) exists for all z ∈ Rn.

By the Lebesgue dominated convergence theorem (applied to a sequence {pj}∞j=1

decreasing to 1) we know that the above inequality is also true for p = 1.
Consider the Lyapunov–Krasovskii functional, given by

Hμ(t) = μ

∫ t

t−2h

(∫ t

s

‖z(l)‖pdl
)
ds = μ

∫ 2h

0

(∫ t

t−s

‖z(l)‖pdl
)
ds(19)

for t ≥ 2h, where μ > 0 will be chosen later. Its derivative is equal to

Ḣμ(t) = 2hμ‖z(t)‖p − μ

∫ t

t−2h

‖z(s)‖pds.(20)

Finally, consider the following function:

Vp(z(t)) := V2,p(z(t)) + Hμ(t).(21)

Along the trajectories of (12), from (18) and (20), we have

V̇p(z(t)) ≤ −(ζp,r − 2hμ)‖z(t)‖p + κp,r‖z(t)‖p−1(‖d̃(t)‖

+ ‖ṽ(t)‖) − μ
∫ t
t−2h

‖z(s)‖pds.
(22)

From the definition of d̃(t) and Hölder’s inequality, it follows that

‖d̃(t)‖ + ‖ṽ(t)‖ ≤ ‖ũ(t− h)‖ + ‖ṽ(t)‖ + rmax{1,K}‖b‖2
∫ t
t−h

(
‖ũ(ξ − h)‖

+ ‖ṽ(ξ)‖
)
dξ + rK‖b‖3(2h)

p−1
p

(∫ t
t−2h

‖z(s)‖pds
) 1

p

.

From (22) and the Hölder inequality (with p′ = p
p−1 and q′ = p) we have

V̇p(z(t)) ≤ −(ζp,r − 2hμ)‖z(t)‖p + κp,r‖z(t)‖p−1 (‖ũ(t− h)‖ + ‖ṽ(t)‖)

+ rmax{1,K}‖b‖2κp,r‖z(t)‖p−1
∫ t
t−h

(‖ũ(ξ − h)‖ + ‖ṽ(ξ)‖) dξ

+ rK‖b‖3κp,r(2h)
p−1
p ‖z(t)‖p−1

(∫ t
t−2h

‖z(s)‖pds
) 1

p − μ
∫ t
t−2h

‖z(s)‖pds

≤ −
(
ζp,r − 2 2p−1

p hμ
)
‖z(t)‖p + κp,r‖z(t)‖p−1 (‖ũ(t− h)‖ + ‖ṽ(t)‖)

+ rmax{1,K}‖b‖2κp,r‖z(t)‖p−1
∫ t
t−h

(‖ũ(ξ − h)‖ + ‖ṽ(ξ)‖) dξ

−
(
μ− 1

pμ
1−prpκp

p,rK
p‖b‖3p

) ∫ t
t−2h

‖z(s)‖pds.



FINITE-GAIN STABILIZATION OF DELAY LINEAR SYSTEMS 1093

We choose μ∗(h) and r∗(h) ∈ (0, 1] such that

μ∗(h) = min

{
1
4h

p
2p−1ζp,r,

Kκp,r‖b‖3

p
1
p

}
,

r∗(h) = min

{
1, p

1
p

+1

K(2p−1)‖b‖3
1
4h

ζp,r
κp,r

}
,

(23)

since
ζp,r
κp,r

�0 O(1). So, for μ ≤ μ∗(h) and r ≤ r∗(h), we get

V̇p(z(t)) ≤ − 1
2ζp,r‖z(t)‖p + κp,r‖z(t)‖p−1

(
‖ũ(t− h)‖ + ‖ṽ(t)‖

)

+ rmax{1,K}‖b‖2κp,r‖z(t)‖p−1
∫ t
t−h

(
‖ũ(ξ − h)‖ + ‖ṽ(ξ)‖

)
dξ

:= − 1
2ζp,r‖z(t)‖p + κp,r‖z(t)‖p−1

×
[
‖ũ(t− h)‖ + ‖ṽ(t)‖ + rmax{1,K}‖b‖2 (m̃(t) + ñ(t))

]
,

(24)

where m̃(t) =
∫ t
t−h

‖ũ(ξ − h)‖dξ and ñ(t) =
∫ t
t−h

‖ṽ(ξ)‖dξ. A simple computation
shows that

‖m̃‖Lp ≤ h‖ũ‖Lp and ‖ñ‖Lp ≤ h‖ṽ‖Lp .(25)

For every t ≥ 0, integrating (24) from 0 to t, we have

Vp(z(t)) + 1
2ζp,r

∫ t
0
‖z(s)‖pds ≤ κp,r

∫ t
0
‖z(s)‖p−1[‖ũ(s− h)‖ + ‖ṽ(s)‖

+ rmax{1,K}‖b‖2(m̃(s) + ñ(s))]ds.

Applying Hölder’s inequality to∫ t

0

‖z(s)‖p−1
[
‖ũ(s− h)‖ + ‖ṽ(s)‖ + rmax{1,K}‖b‖2 (m̃(s) + ñ(s))

]
ds,

we conclude that, for all 1 < p < ∞ and t ≥ 0,

Vp(z(t)) + 1
2ζp,r‖z‖

p
Lp[0,t] ≤ κp,r‖z‖p−1

Lp[0,t][‖ũ‖Lp + ‖ṽ‖Lp

+ rmax{1,K}‖b‖2(‖m̃‖Lp + ‖ñ‖Lp)].

(26)

Since Vp ≥ 0, we get that z ∈ Lp([0,∞), Rn) and, by using (25),

‖z‖Lp ≤ 2κp,r

ζp,r

(
1 + rhmax{1,K}‖b‖2

)
(‖ũ‖Lp + ‖ṽ‖Lp) .(27)

Since z = x− y, ũ = FT
h y + u1, ṽ = bT y, we have

‖ṽ‖Lp ≤ ‖b‖‖y‖Lp ≤ γp‖b‖‖u2‖Lp ,

‖ũ‖Lp ≤ ‖u1‖Lp + γp‖b‖‖u2‖Lp ,

‖z‖Lp ≥ ‖x‖Lp − ‖y‖Lp ≥ ‖x‖Lp − γp‖u2‖Lp .
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Combining this with (27) we have

‖x‖Lp ≤ 2
κp,r

ζp,r
(1 + rhmax{1,K}‖b‖2)‖u1‖Lp

+ γp

[
1 + 4‖b‖κp,r

ζp,r
(1 + rhmax{1,K}‖b‖2)

]
‖u2‖Lp

≤ Mp(‖u1‖Lp + ‖u2‖Lp),

(28)

where

Mp = max
{

2
κp,r

ζp,r

(
1 + rhmax{1,K}‖b‖2

)
,

γp

[
1 + 4‖b‖κp,r

ζp,r
(1 + rhmax{1,K}‖b‖2)

]}
.

(29)

It remains to show the independence of the upper bound for Mp with respect to the
parameter h. Multiplying both sides of (6) by Pr on the right and taking the trace,
one gets

Tr(Pr) = 2r||Prb||2.

Since Tr(Pr) �0 λmax(Pr), by Lemma 1, ||Prb|| �0
1
r . In addition,

Mp �0
κp,r

ζp,r
= Kr||Prb||

(
λmax(Pr)

λmin(Pr)

)| p2−1|
�0 O(1).(30)

Then, the upper bound for the finite-gain is independent of h for all p ∈ [1,∞).
In the case p = ∞, finite-gain stabilization was already proved in Lemma 4 of [12]

for n=2 (just take f :=(α, β)T =0 in that lemma). That argument trivially extends
to every n ≥ 2.

Remark 4. In the next subsection, we will proceed with the argument of the
multi-input case. Before doing so, we can remark that the feedback Fh = e−hAB Lp-
stabilizes the system (S)rh. However, the Lp-gain depends on the delay. To see that,
we simply follow the previous argument. The difference comes up with (7). In this
case, there are n eigenvalues of Ar = A− rbbT , λ1(r), . . . , λn(r), defining continuous
functions, which are not analytic in general. These functions, though, can be written
as Puiseux series (cf. [5]),

λi(r) = λi(0) +

∞∑
j=1

α
(i)
j r

j
pi ,

where λi(0) is a root of multiplicity ξ of A and pi is a positive integer eventually larger
than one. Therefore, by (30), it is clear that Mp cannot be delay-independent.

3.2. The general case. First, we present an example to clarify the proof of
Proposition 1 in the general case, i.e., the multi-input case. The procedure for com-
puting stabilizing feedbacks brings the matrices A and B into a special form.

Example. Consider the following system where eight oscillators are coupled:

(S)rh : ẋ(t) = Ax(t) − rBσ(u(t− h)) + rv(t− h), x ∈ R16, u ∈ R3, v ∈ R16,(31)
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where A = diag
(
ω1A

(1), ω2A
(2), ω3A

(2), ω4A
(3)
)
, A(i) = diag (A0) repeated i times,

i ∈ {1, 2, 3}, A0 =
(

0 1
−1 0

)
ωi 	= ωj for i 	= j, ωi > 0 for all i = 1, . . . , 4, and

B =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

B1

B2

B3

B4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(
b11,3 b21,3 b31,3

)
⎛
⎝ b11,2 b21,2 b31,2

b12,2 b22,2 b32,2

⎞
⎠

⎛
⎝ b̃11,2 b̃21,2 b̃31,2

b̃12,2 b̃22,2 b̃32,2

⎞
⎠

⎛
⎜⎜⎜⎜⎝

b11,1 b21,1 b31,1

b12,1 b22,1 b32,1

b13,1 b23,1 b33,1

⎞
⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

In order to prove the result of finite-gain Lp-stabilization for all p ∈ [1,∞] of the
system (S)rh, we rewrite the original system as an appropriate cascade of single-input
subsystems. Then, there exists a linear transformation, given below for the general
case, that puts (31) in the special form, with b0 = (0 1)T :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

⎧⎨
⎩

Ẏ1,1 = ω1A0Y1,1 − rb0σ1(u1(t− h)) − rb̂21,3σ2(u2(t− h))

− rb̂31,3σ3(u3(t− h)) + rv1,1(t− h),

(2)

⎧⎪⎪⎨
⎪⎪⎩

Ẏ1,2 = ω2A0Y1,2 − rb0σ1(u1(t− h)) − rb̂31,2σ3(u3(t− h)) + rv1,2(t− h),

Ẏ2,2 = ω2A0Y2,2 − rb0σ2(u2(t− h)) − rb̂32,2σ3(u3(t− h)) + rv2,2(t− h),

(3)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

˙̃Y 1,2 = ω3A0Ỹ1,2 − rb0σ1(u1(t− h)) − r
ˆ̃
b
3

1,2σ3(u3(t− h)) + rṽ1,2(t− h),

˙̃Y 2,2 = ω3A0Ỹ2,2 − rb0σ2(u2(t− h)) − r
ˆ̃
b
3

2,2σ3(u3(t− h)) + rṽ2,2(t− h),

(4)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Ẏ1,3 = ω4A0Y1,3 − rb0σ1(u1(t− h)) + rv1,3(t− h),

Ẏ2,3 = ω4A0Y2,3 − rb0σ2(u2(t− h)) + rv2,3(t− h),

Ẏ3,3 = ω4A0Y3,3 − rb0σ3(u3(t− h)) + rv3,3(t− h).

(32)

Now, we transform the system (S)rh in some appropriate cascade of single-input
subsystems (Si)

r
h, i ≥ 1, where the number of subsystems is equal to the number of

distinct algebraic multiplicities corresponding to the eigenvalues of A, and all of them
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except one are perturbed by an external disturbance appearing outside the saturation
and of sufficiently small amplitudes. These perturbations are characterized by external
exogenous signals which are proper perturbations and by other ones coming from the
subsystems (Sj)

r
h, j > i. So, we first rearrange the order of equations defined by

Z1 = Y1,1, Z2 = Y1,2, Z3 = Ỹ1,2, Z4 = Y1,3, Z5 = Y2,2, Z6 = Ỹ2,2, Z7 = Y2,3, and
Z8 = Y3,3, for which the system (32) transforms into

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(S1)
r1
h

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ż1(t) = ω1A0Z1(t) − r1b0σ1(u1(t− h)) + r1v1(t− h)

− r2b̂
2
1,3σ2(u2(t− h)) − r3b̂

3
1,3σ3(u3(t− h)),

Ż2(t) = ω2A0Z2(t) − r1b0σ1(u1(t− h)) + r1v2(t− h)

− r3b̂
3
1,2σ3(u3(t− h)),

Ż3(t) = ω3A0Z3(t) − r1b0σ1(u1(t− h)) + r1v3(t− h)

− r3
ˆ̃
b
3

1,2σ3(u3(t− h)),

Ż4(t) = ω4A0Z4(t) − r1b0σ1(u1(t− h)) + r1v4(t− h),

(S2)
r2
h

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ż5(t) = ω2A0Z5(t) − r2b0σ2(u2(t− h)) + r2v5(t− h)

− r3b̂
3
2,2σ3(u3(t− h)),

Ż6(t) = ω3A0Z6(t) − r2b0σ2(u2(t− h)) + r2v6(t− h)

− r3
ˆ̃
b
3

2,2σ3(u3(t− h)),

Ż7(t) = ω4A0Z7(t) − r2b0σ2(u2(t− h)) + r2v7(t− h),

(S3)
r3
h : Ż8(t) = ω4A0Z8(t) − r3b0σ3(u3(t− h)) + r3v8(t− h).

(33)

To stabilize this system, we start with the bidimensional single-input controllable
subsystem

(S3)
r3
h : Ż8(t) = ω4A0Z8(t) − r3b0σ3(u3(t− h)) + r3v8(t− h).(34)

According to Proposition 1 in the single-input case, there exist C3,0 > 0 and, for every
1 ≤ p ≤ ∞, a constant M3,p > 0 such that, for every h > 0, there is an r̃3(h) ∈ (0, 1],
for which the system (S3)

r3
h , r3 ∈ (0, r̃3(h)], with the feedback

u3(t− h) = bT0 e
ω4A0hZ8(t− h) + v3

1(t− h),(35)

is finite-gain Lp-stable, i.e., the trajectories (Z8)Π3
, Π3 := (v3

1 , v8), and r3 ∈ (0, r̃3(h)],
starting at 0̄ and corresponding to v3

1 , v8 ∈ Lp with ‖v8‖L∞ ≤ C3,0, verify∥∥∥(Z8)Π3

∥∥∥
Lp

≤ M3,p

(
‖v3

1‖Lp + ‖v8‖Lp

)
.(36)
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Recall that the upper bound for the Lp-gain M3,p is independent of h because the
system (Si)

ri
h , 1 ≤ i ≤ 3, is in cascade and the amplitude r3 ≤ r̃3(h) has to be chosen

smaller than r∗3(h), the final input bound for the subsystem (S3)
r3
h , i.e., r3 ≤ r∗3(h),

which will be determined later. In a second step, we stabilize the subsystem (S2)
r2
h

defined by

Ż5,6,7(t) = A
(3)
0 Z5,6,7(t) − r2b

(3)
0 σ2(u2(t− h)) + r2v5,6,7(t− h)

− r3b̃3σ3(u3(t− h)),

(37)

where θ5,6,7 := [θ5, θ6, θ7]
T , θ = Z, v; b

(3)
0 := [b0, b0, b0]

T , A
(3)
0 := diag [ω2A0, ω3A0,

ω4A0], and b̃3 := (b̂32,2,
ˆ̃
b
3

2,2, 0)T .
It is clear that (S2)

r2
h is a finite dimensional single-input controllable subsystem

with three distinct eigenvalues, but perturbed by an external disturbance of sufficiently
small amplitude, appearing outside the saturation. According to Proposition 1 (the
single-input case), there exist C2,0 > 0 and, for every 1 ≤ p ≤ ∞, a constant M2,p > 0
such that, for every h > 0, there is an r̃2(h) ∈ (0, 1] for which the system (S2)

r2
h ,

r2 ∈ (0, r̃2(h)], with the perturbed feedback

u2(t− h) = (b
(3)
0 )T eA

(3)
0 hZ5,6,7(t− h) + v2

1(t− h),(38)

is finite-gain Lp-stable; i.e., the trajectories (Z5,6,7)Π2 , Π2 := (v2
1 , v5,6,7, v

3
1 , v8), and

r2 ∈ (0, r̃2(h)], starting at 0̄ and corresponding to v2
1 , v5,6,7, v

3
1 , v8 ∈ Lp with

‖v5,6,7‖L∞ +
r3
r2

K‖b̃3‖ ≤ C2,0,(39)

since ‖σ3(.)‖L∞ ≤ K, and where ‖v5,6,7‖L∞ is to be chosen later, verify∥∥∥(Z5,6,7)Π2

∥∥∥
Lp

≤ M2,p

(
‖v2

1‖Lp + ‖v5,6,7‖Lp + ‖v3
1‖Lp + ‖v3‖Lp

)
.(40)

In addition, the upper bound for the Lp-gain M2,p is independent of the delay h > 0.
Here, (39) is a necessary condition on r2, r3, and v5,6,7 to get the final result. The
amplitude r2 ≤ r∗2(h), the final input bound of the subsystem (S2)

r2
h , is to be chosen

below.
Finally, we need to stabilize the finite dimensional single-input controllable system

with four distinct eigenvalues, (S1)
r1
h . Let θ1,2,3,4 := [θ1, θ2, θ3, θ4]

T , θ = Z, v; b
(4)
0 :=

[b0, b0, b0, b0]
T , A

(4)
0 := diag[ω1A0, ω2A0, ω3A0, ω4A0], b2 := [b̂21,3, 0, 0, 0]T , and b3 :=

[b̂31,3, b̂
3
1,2,

ˆ̃
b
3

1,2, 0]T . With the previous notation, (S1)
r1
h becomes

Ż1,2,3,4(t) = A
(4)
0 Z1,2,3,4(t) − r1b

(4)
0 σ1(u1(t− h)) + r1v1,2,3,4(t− h)

− r2b2σ2(u2(t− h)) − r3b3σ3(u3(t− h)).

(41)

According to Proposition 1 (single-input case), there exist C1,0 > 0 and, for every
1 ≤ p ≤ ∞, M1,p > 0 such that, for every h > 0, one has an r̃1(h) ∈ (0, 1] for which
the system (S1)

r1
h , r1 ∈ (0, r̃1(h)], with the feedback

u1(t− h) = (b
(4)
0 )T eA

(4)
0 hZ1,2,3,4(t− h) + v1

1(t− h),(42)
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is finite-gain Lp-stable; i.e., the trajectories (Z1,2,3,4)Π1
, Π1 := (v1

1 , v1,2,3,4, v
2
1 , v5,6,7,

v3
1 , v8), and r1 ∈ (0, r∗1(h)], starting at 0̄ and corresponding to v1

1 , v1,2,3,4, v
2
1 , v5,6,7, v

3
1 ,

v8 ∈ Lp with

‖v1,2,3,4‖L∞ +
r2
r1

K‖b2‖ +
r3
r1

K‖b3‖ ≤ C1,0,(43)

where ‖v1,2,3,4‖L∞ is to be chosen later, verify∥∥∥(Z1,2,3,4)Π1

∥∥∥
Lp

≤ M1,p

(
‖v1

1‖Lp + ‖v1,2,3,4‖Lp + ‖v2
1‖Lp

+ ‖v5,6,7‖Lp + ‖v3
1‖Lp + ‖v8‖Lp

)
.

(44)

Note that the upper bound for the Lp-gain, M1,p, is independent of h. In order to
satisfy (39) and (43), we first give the following bounds for ‖v1,2,3,4‖L∞ and ‖v5,6,7‖L∞ :

‖v1,2,3,4‖L∞ ≤ C1,0

2
and ‖v5,6,7‖L∞ ≤ C2,0

2
.(45)

Then, the input bounds r1, r2, and r3 must verify

∀ 1 ≤ i ≤ 3, ri ≤ r̃i(h), r3
r2
K‖b̃3‖ ≤ C2,0

2 , and

r2
r1
K‖b2‖ + r3

r1
K‖b3‖ ≤ C1,0

2 .

(46)

It is clear that (46) is verified for ri ≤ r∗i (h), 1 ≤ i ≤ 3, where

r∗1(h) := r̃1(h), r∗2(h) = min
{

C1,0‖b̃3‖
C2,0‖b3‖+2K‖b2‖‖b̃3‖

r∗1(h), r̃2(h)
}
,

r∗3(h) = min
{

C1,0C2,0

2K(C2,0‖b3‖+2K‖b2‖‖b̃3‖)
r∗1(h),

C2,0

2K‖b̃3‖
r̃2(h), r̃3(h)

}
.

(47)

Set r∗(h) := min1≤i≤3 r
∗
i (h) and Mp := M1,p +M2,p +M3,p. We have shown that

there exists a constant C0 > 0 and, for every 1 ≤ p ≤ ∞, a constant Mp > 0 such
that for every h > 0 there is an r∗(h) ∈ (0, 1] for which the system (31), r ∈ (0, r∗(h)],
with the bounded feedback

u(t− h) =

⎛
⎜⎜⎜⎜⎜⎝

(b
(4)
0 )T eA

(4)
0 h(Z1,2,3,4)Π1

(t− h) + v1
1(t− h)

(b
(3)
0 )T eA

(3)
0 h(Z5,6,7)Π2(t− h) + v2

1(t− h)

bT0 e
v4A0h(Z8)Π3(t− h) + v3

1(t− h)

⎞
⎟⎟⎟⎟⎟⎠ ,(48)

is finite-gain Lp-stable; i.e., the trajectories [(Z1,2,3,4)Π1 , (Z5,6,7)Π2 , (Z8)Π3 ] , r ∈ (0, r∗(h)],
starting at 0̄ and corresponding to [(v1

1 ; v1,2,3,4; v
2
1 ; v5,6,7; v

3
1 ; v8), (v

2
1 ; v5,6,7; v

3
1 ; v8),(v

3
1 ;

v8)] ∈ Lp, with

‖v1,2,3,4‖L∞ + ‖v5,6,7‖L∞ + ‖v8‖L∞ + K
(
‖b2‖ + ‖b3‖ + ‖b̃3‖

)
≤ C0,(49)

verify

∥∥∥[(Z1,2,3,4

)
Π1

,
(
Z5,6,7

)
Π2

, (Z8)Π3

]∥∥∥
Lp

≤ Mp

[
‖v1

1‖Lp + ‖v1,2,3,4‖Lp

+ ‖v2
1‖Lp +‖v5,6,7‖Lp +‖v3

1‖Lp +‖v8‖Lp

]
,

(50)
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where the upper bound for the corresponding global Lp-gain Mp is delay-independent.
Proof of Proposition 1 in the general case. We deal with the general m-input

case m ≥ 2 and prove Proposition 1 by induction on the number of distinct algebraic
multiplicities of the eigenvalues of A.

Let l be the number of conjugate pairs of nonzero purely imaginary eigenvalues
of A (counting multiplicity) and μ(0) be the multiplicity of 0 as an eigenvalue of A.
Suppose that the l conjugate pairs of nonzero purely imaginary eigenvalues of A are
in the form {(−iω(j), iω(j))1≤j≤l, i

2 = −1}, ω(j) > 0, and of algebraic multiplicity μ(j)

for all 1 ≤ j ≤ l. Then, 2
∑l

j=1 μ
(j) + μ(0) = n. More precisely, for each 0 ≤ j ≤ l, we

consider a relabeling of the μ(j)’s, defined by μj , corresponding to the eigenvalue ωj

such that μl ≥ μl−1 ≥ · · · ≥ μκ ≥ · · · ≥ μ1 ≥ μ0 ≥ 1, where μκ is the multiplicity
corresponding to 0, i.e., there exists 0 ≤ κ ≤ l such that μκ = μ(0).

First, we find nonsingular transformation matrices O and T such that the pair
(A,B) is transformed into the block diagonal control canonical form

OAOT =

⎛
⎜⎜⎜⎜⎜⎜⎝

A0,μ0

. . .

A0,μκ
(0)

(0)
. . .

A0,μl

⎞
⎟⎟⎟⎟⎟⎟⎠

,(51)

where, for every 0 ≤ j ≤ l, j 	= κ, A0,μj is a 2μj × 2μj matrix and is in the form

A0,μj
=

⎛
⎜⎜⎜⎝

ωjA0 0 . . . 0
0 ωjA0 . . . 0
...

...
. . .

...
0 0 . . . ωjA0

⎞
⎟⎟⎟⎠ , with A0 =

(
0 1
−1 0

)
,

and A0,μκ is a μκ × μκ zero matrix; and

OBT =
(
B0, . . . , Bκ, . . . , Bl−1, Bl

)T
,(52)

where

Bj =

⎡
⎢⎣
⎛
⎜⎝
⎛
⎜⎝

b0

(0)
. . . (0)

b0

⎞
⎟⎠ (∗)j

⎞
⎟⎠ (∗∗)j

⎤
⎥⎦ , with b0 = (0 1)T ,

0 ≤ j ≤ l, j 	= κ, and

Bκ =

⎡
⎢⎣
⎛
⎜⎝
⎛
⎜⎝

1

(0)
. . . (0)

1

⎞
⎟⎠ (∗)κ

⎞
⎟⎠ (∗∗)κ

⎤
⎥⎦ .

Here (∗)′js, (∗∗)′js, 0 ≤ j ≤ l, j 	= κ, represent, respectively, submatrices of size
2μj × (μl − μj) and 2μj × (m − μl); (∗)κ and (∗∗)κ are submatrices of dimensions
μκ × (μl − μκ) and μκ × (m− μl).

We note that the existence of the above canonical form is shown in Appendix B.
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There exists a linear transformation of the system (S)rh, given in Lemma 4, which
simplifies the analysis of the problem. Our method consists of rewriting the original
system (S)rh as an appropriate l cascade of single-input subsystems of dimension
2μj , 0 ≤ j ≤ l, j 	= κ, and one subsystem of dimension μκ, since A has l conjugate
pairs of nonzero purely imaginary eigenvalues of the forms (±iωj)1≤j≤l and 0 is an
eigenvalue of A with multiplicity μκ. The system (S)rh becomes

Ẏθ,μs
(t) = ωsA0Yθ,μs

(t) − rb0σθ(uθ(t− h)) + rvθ,μs
(t− h)

−r
∑m

j=μs+1 b̂
j
θ,sσj(uj(t− h)), 1 ≤ θ ≤ μs, 0 ≤ s ≤ l, s 	= κ,

ẏθ,μκ(t) = − rσθ(uθ(t− h)) + rvθ,μκ(t− h)

−r
∑m

j=μκ+1 â
j
θσj(uj), 1 ≤ θ ≤ μκ,

(53)

where b̂jθ,s ∈ R2 and âjθ ∈ R are arbitrarily vectors and real numbers. Without loss of
generality, in our proof of the general case, we will suppose that A and B are already
in these forms. Consider then

(S)rh : Ẏ (t) = AY (t) − rBσ (u(t− h)) + rv(t− h)

:= AY (t) − rBσ
(
FT
h Y (t− h) + v1(t− h)

)
+ rv2(t− h),

and assume without loss of generality that (S)rh is of the form (53). Next, we deal with
the general m-input case and prove Proposition 1 by induction on δ̄ := 1 + #{δk >
0, 1 ≤ k ≤ l}, where δk = μk −μk−1 for all 1 ≤ k ≤ l and # is the cardinal of distinct
algebraic multiplicities of the eigenvalues of the skew-symmetric matrix A.

Let μj , 0 ≤ j ≤ ψ ≤ l, denote the distinct algebraic multiplicities corresponding
to the eigenvalues ωj such that μ0 < · · · < μψ, and let χj be the number of equal
algebraic multiplicities in each inequality. Then,

∑k
j=0 χ

j = l+1 and ωj is composite

by χj eigenvalues (ωj
1, . . . , ω

j
χj ) for all 0 ≤ j ≤ ψ. We can show that, for every

0 ≤ j ≤ ψ, μj corresponds to the jth strict inequality.
Induction hypothesis. For every 1 ≤ p ≤ ∞, there exist Mp, C0 > 0 such that, for

every h > 0, one has an n×m matrix Fh and r∗(h) ∈ (0, 1], for which the trajectories
Yv1,v2 of (S)rh, r ∈ (0, r∗(h)], starting at 0̄ and corresponding to v1, v2 ∈ Lp with
‖v2‖L∞ ≤ C0, verify ‖Yv1,v2‖Lp ≤ Mp

(
‖v1‖Lp + ‖v2‖Lp

)
.

Notation. First, we introduce some notation. Let μj := μj
1 = · · · = μj

χj ; for any

vector b0, b
(j+1)
0,1 := [b0, . . . , b0, 1, b0, . . . , b0]

T , b
(j)
0 := [b0, . . . , b0]

T , b0 repeated j times;

A
(χj+···+χψ)
0,0 denotes diag (ωj

1A0, . . . , ω
j
χjA0; . . . ;ωψ

1 A0, . . . , ωψ
χψA0) if ωκ := 0 ∈

{ωj
1, . . . , ω

j
χj ; . . . ;ωψ

1 , . . . , ω
ψ
χψ}; A

(χj+···+χψ)
0 denotes diag (ωj

1A0, . . . , ω
j
χjA0;

. . . ;ωψ
1 A0, . . . , ω

ψ
χψA0) if not, and for every θ ≤ μj , Y θ

μj ,...,μψ := [Yθ,μj , . . . , Yθ,μψ ]T ,

where Y θ
μj ,...,μj = Y θ

μj = (Yθ,μj
1
, . . . , Yθ,μj

χj
)T for all 0 ≤ j ≤ ψ.

Step 1. Verify that the induction hypothesis is satisfied for δ̄ = 1, i.e., ψ = 0.
Then, μ0 = μ1 = · · · = μl := ρ ≥ 1 and (∗)j = 0 for all 0 ≤ j ≤ l. In this step, we
transform the system (S)rh into ρ single-input subsystems made by distinct eigenvalues
and by equations which have a common number θ, 1 ≤ θ ≤ ρ, in each subsystem (j),
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0 ≤ j ≤ l; i.e., (S)rh is the reunion of ρ-subsystems: (S)rh =
⋃ρ

θ=1(Sθ)
rθ
h with

(Sθ)
rθ
h : Ẏ θ

ρ (t) = A
(l+1)
0,0 Y θ

ρ (t) − rθb
(l+1)
0,1 σθ(uθ(t− h)) + rθv

θ
ρ(t− h)

− rθ
∑m

j=ρ+1 b̂
j
θ,0,...,κ,...,lσj(uj(t− h)),

(54)

where b̂θ,0,...,κ,...,l := (b̂θ,0, . . . , b̂θ,κ, . . . , b̂θ,l)
T and b̂θ,κ := âθ. So, (Sθ)

rθ
h is a finite

dimensional single-input controllable system with distinct eigenvalues for all 1 ≤ θ ≤ ρ.
Put uj = 0, j ≥ ρ + 1, and take into account the result previously proved for

the single-input case. Then, for every 1 ≤ θ ≤ ρ, there exist a constant Cθ,0 and,
for every 1 ≤ p ≤ ∞, a constant Mθ,p > 0 such that, for every h > 0, there is an
r∗θ(h) ∈ (0, 1] for which the trajectories (Y θ

ρ )vθ
1 ,v

θ
ρ

of (Sθ)
rθ
h , rθ ∈ (0, r∗θ(h), starting

at 0̄ and corresponding to vθ1 , v
θ
ρ ∈ Lp with ‖vθρ‖L∞ ≤ Cθ,0, are finite-gain Lp-stable,

with the feedback

uθ(t− h) = (b
(l+1)
0,1 )T eA

(l+1)
0,0 hY θ

ρ (t− h) + vθ1(t− h).(55)

Moreover,

∥∥∥(Y θ
ρ )vθ

1 ,v
θ
ρ

∥∥∥
Lp

≤ Mθ,p

(
‖vθ1‖Lp + ‖vθρ‖Lp

)
, θ = 1, . . . , ρ.(56)

Recall that for every 1 ≤ θ ≤ ρ, the upper bound for the Lp-gain Mθ,p is delay-
independent.

Step 2. Assume now that the induction hypothesis is satisfied at the step δ̄ = k,
i.e., ψ = k − 1 for all 1 ≤ k ≤ l. Take the k + 1 distinct algebraic multiplicity μk,
corresponding to the eigenvalues ωk := (ωk

1 , . . . , ω
k
χk) such that μ0 < · · · < μk and

χk is the number of equal algebraic multiplicities in the last inequality. Then, ωk is
made of χk eigenvalues. Note that the original system (S)rh is a cascade of single-
input subsystems, denoted (0), . . . , (k), each of them corresponding to the algebraic
multiplicity μj , 0 ≤ j ≤ k. We can show that each subsystem (j), j = 0 to k is made of
χj subsystems (ν)j , ν = 1 to χj . So, our method consists of transforming the system

(S)rh in a cascade of single-input (k+1)-subsystems; i.e., (S)rh = ∪k
α=0(Sk−α+1)

rk−α+1

h ,

where each (Sk−α+1)
rk−α+1

h has χk−α + · · · + χk distinct imaginary eigenvalues and
is of dimension (2(χk−α + · · · + χk) − 1)(μk−α − μk−α−1) if 0 is an eigenvalue or
2(χk−α + · · · + χk)(μk−α − μk−α−1) if not for all 1 ≤ α ≤ k + 1 with μ−1 := 0.

Remark 5. We can see that each subsystem (Sk−α+1)
rk−α+1

h , 0 ≤ α ≤ k, is
made of equations having the same order number θ, μk−α−1 + 1 ≤ θ ≤ μk−α, in the
subsystems (k), (k − 1), . . . , (k − α), where it has distinct imaginary eigenvalues, but
perturbed by an external disturbance appearing outside the saturation, except the

subsystem (Sk+1)
rk+1

h .

For 0 ≤ α ≤ k, each subsystem (Sk−α+1)
rk−α+1

h takes the form
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(Sk−α+1)
rk−α+1

h

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ẏθ,μk−α(t) = A
(χk−α)
0,0 Yθ,μk−α(t)−rk−α+1

θ b
(χk−α)
0,1 σθ(ūθ)

+ rk−α+1
θ v̄θ,μk−α−

∑m
j=μk−α+1 r

k−α+1
j b̂j

θ,ξk−ασj(ūj),

...

Ẏθ,μk−1(t) = A
(χk−1)
0 Yθ,μk−1(t) − rk−α+1

θ b
(χk−1)
0 σθ(ūθ)

+ rk−α+1
θ v̄θ,μk−1−

∑m
j=μk−1+1 r

k−α+1
j b̂j

θ,ξk−1σj(ūj),

Ẏθ,μk(t) = A
(χk)
0 Yθ,μk(t) − rk−α+1

θ b
(χk)
0 σθ(ūθ)

+ rk−α+1
θ v̄θ,μk−

∑m
j=μk+1 r

k−α+1
j b̂j

θ,ξk
σj(ūj)

if μκ 	= {μk−α, . . . , μk} and takes the form

(Sk−α+1)
rk−α+1

h

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ẏθ,μk−α(t) = A
(χk−α)
0,0 Yθ,μk−α(t) − rk−α+1

θ b
(χk−α)
0,1 σθ(ūθ)

+ rk−α+1
θ v̄θ,μk−α,0−

∑m
j=μk−α+1 r

k−α+1
j b̂j

θ,ξk−α,0
σj(ūj),

...

Ẏθ,μj0 (t) = A
(χj0 )
0,0 Yθ,μj0 (t) − rk−α+1

θ b
(χj0 )
0,1 σθ(ūθ)

+ rk−α+1
θ v̄θ,μj0 −

∑m
j=μj0+1 r

k−α+1
j b̂j

θ,ξj0 ,0
σj(ūj),

Ẏθ,μj0−1(t) = A
(χj0−1)
0 Yθ,μj0−1(t) − rk−α+1

θ b
(χj0−1)
0 σθ(ūθ)

+ rk−α+1
θ v̄θ,μj0−1−

∑m
j=μj0−1+1 r

k−α+1
j b̂j

θ,ξj0−1σj(ūj),

...

Ẏθ,μk−1(t) = A
(χk−1)
0 Yθ,μk−1(t) − rk−α+1

θ b
(χk−1)
0 σθ(ūθ)

+ rk−α+1
θ v̄θ,μk−1−

∑m
j=μk−1+1 r

k−α+1
j b̂j

θ,ξk−1σj(ūj),

Ẏθ,μk(t) = A
(χk)
0 Yθ,μk(t) − rk−α+1

θ b
(χk)
0 σθ(ūθ)

+ rk−α+1
θ v̄θ,μk −

∑m
j=μk+1 r

k−α+1
j b̂j

θ,ξk
σj(ūj)

if not, for all μk−α−1 + 1 ≤ θ ≤ μk−α, where π̄ = π(t − h), b̂jθ,ξs = (b̂jθ,1, . . . , b̂
j
θ,χs)T ,

k − α ≤ s ≤ k, and b̂jθ,ξs,0 = (b̂jθ,1, . . . , â
j
θ, . . . , b̂

j
θ,χs)T , k − α ≤ s ≤ j0, and μκ = μj0 .
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With the notation, each subsystem (Sk−α+1)
rk−α+1

h , 0 ≤ α ≤ k, is given by

Ẏ θ
μk−α,...,μk(t)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A
(χk−α+···+χk)
0,0 Y θ

μk−α,...,μk(t)−rk−α+1
θ b

(χk−α+···+χk)
0,1 σθ

(
uθ(t− h)

)

+ rk−α+1
θ vθμk−α,...,μk,0(t− h) + Vk−α+2(t−h)

if μκ ∈ {μk−α, . . . , μk},

A
(χk−α+···+χk)
0 Y θ

μk−α,...,μk(t)−rk−α+1
θ b

(χk−α+···+χk)
0 σθ

(
uθ(t−h)

)

+ rk−α+1
θ vθμk−α,...,μk(t− h) + Vk−α+2(t−h)

(57)

for every μk−α−1 + 1 ≤ θ ≤ μk−α, where

Vk−α+2(.) := −
(∑m

j=μk−α+1 r
k−α+2
j b̂j

θ,ξk−ασj

(
uj(.)
)

. . .

∑m
j=μk+1 r

k+1
j b̂j

θ,ξk
σj

(
uj(.)
))T

:= −rk−α+2
μk−α+1

bμk−α+1σμk−α+1

(
uμk−α+1(.)

)
− · · · − rk−α+2

μk−α+1bμk−α+1

× σμk−α+1

(
uμk−α+1(.)

)
− · · · − rk+1

μk−1+1
bμk−1+1σμk−1+1

(
uμk−1+1(.)

)

− rk+1
μk bμkσμk

(
uμk(.)

)
− · · · − rmmbmσm

(
um(.)

)
,

with μm = m. First, for j ≥ μk + 1, put uj = 0, then Vk+2 = 0. (Sk−α+1)
rk−α+1

h

is a finite dimensional single-input controllable system with distinct eigenvalues but
perturbed by the vector Vk−α+2 for all 0 ≤ α ≤ k. The problem is that the pertur-
bation may cause instability. In this case, our method of finite-gain stabilizability
proceeds step by step, meaning that, first, we begin to finite-gain Lp-stabilize the

subsystem (Sk+1)
rk−α+1

h corresponding to α = 0, μk−1 + 1 ≤ θ ≤ μk, Vk+2 = 0, and
made of χk distinct eigenvalues (ωk

1 , . . . , ω
k
χk) of dimension (2χk − 1)(μk − μk−1) if

0 ∈ {ωk
1 , . . . , ω

k
χk} or 2χk(μk−μk−1) if not. As in the first step, we transform the sub-

system (Sk+1)
rk+1

h into the union of μk−μk−1 single-input subsystems made of distinct
eigenvalues and equations which have the same order number θ, μk−1 + 1 ≤ θ ≤ μk

in each subsystem (ν), 1 ≤ ν ≤ χk, where the subsystem (ν) corresponds to the

eigenvalue ωk
ν ; i.e., (Sk+1)

rk+1

h = ∪μk

θ=μk−1+1
(Sθ

k+1)
rk+1
θ

h with

(Sθ
k+1)

rk+1
θ

h : Ẏ θ
μk(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A
(χk)
0,0 Y θ

μk(t) − rk+1
θ b

(χk)
0,1 σθ(uθ(t− h)) + rk+1

θ vθμk,0(t− h)

if μk = μκ,

A
(χk)
0 Y θ

μk(t) − rk+1
θ b

(χk)
0 σθ(uθ(t− h)) + rk+1

θ vθμk(t− h)

if not.
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(Sθ
k+1)

rk+1
θ

h is a finite dimensional single-input controllable system with distinct eigen-

values for every μk−1 + 1 ≤ θ ≤ μk. According to the result previously proved
for the single-input case ((Step 1), respectively), this subsystem can be finite-gain
Lp−stabilized, for all 1 ≤ p ≤ ∞ and μk−1 + 1 ≤ θ ≤ μk, with the feedback

uθ(t− h) =

⎧⎪⎪⎨
⎪⎪⎩

(b
(χk)
0 )T eA

(χk)
0 hY θ

μk(t− h) + vθ1(t− h) if μk 	= μκ,

(b
(χk)
0,1 )T eA

(χk)
0,0 hY θ

μk(t− h) + vθ1,0(t− h) if not;

(58)

i.e., for every μk−1 + 1 ≤ θ ≤ μk, there exists a constant Ck+1
θ,0 > 0 and, for

every 1 ≤ p ≤ ∞, a constant Mk+1
θ,p > 0 such that, for every h > 0, there is

an (r̃θ)
k+1(h) ∈ (0, 1] for which the trajectories (Y θ

μk)vθ
1 ,v

θ
μk

((Y θ
μk)vθ

1,0,v
θ
μk,0

, respec-

tively) of (Sk+1)
rk+1
θ

h , rk+1
θ ∈ (0, (r̃θ)

k+1(h)], starting at 0̄ and corresponding to vθ1 , v
θ
μk

(vθ1,0, v
θ
μk,0, respectively) ∈ Lp with ‖vθμk‖L∞ (‖vθμk,0‖L∞ , respectively) ≤ Ck+1

θ,0 , verify

∥∥∥(Y θ
μk)vθ

1 ,v
θ
μk

∥∥∥
Lp

≤ Mk+1
θ,p

(
‖vθ1‖Lp + ‖vθμk‖Lp

)
if μκ 	= μk,

∥∥∥(Y θ
μk)vθ

1,0,v
θ
μk,0

∥∥∥
Lp

≤ Mk+1
θ,p

(
‖vθ1,0‖Lp + ‖vθμk,0‖Lp

)
if μκ = μk.

(59)

Recall that, for every μk−1+1≤θ≤μk, the upper bound for the corresponding Lp-gain,

Mk+1
θ,p , of the subsystem (Sθ

k+1)
rk+1
θ

h , rk+1
θ ∈ (0, (r̃θ)

k+1(h)], is independent of the delay

h > 0. Note that the amplitude rk+1
θ ≤ (r∗θ)

k+1, the final input bound of the subsystem

(Sθ
k+1)

rk+1
θ

h , which will be determined later. Now, since 2χk(μk−μk−1) is the dimension

of the subsystem (Sk+1)
rk+1

h ((2χk−1)(μk−μk−1), respectively, if μκ = μk) and 2χkμk

is the dimension of the subsystem (k), ((2χk − 1)μk, respectively, if μκ = μk), then

after stabilizing (Sk+1)
rk+1

h , it is obvious that 2χkμk−1 or
(
(2χk − 1)μk−1

)
is the

dimension of the rest of the subsystem (k), which is made of the subsystems (j)k,
1 ≤ j ≤ χk, corresponding to the algebraic multiplicities μk := μk

1 = · · · = μk
χk and

the eigenvalues ωk
1 , . . . , ω

k
χk . Then, the algebraic multiplicity of the eigenvalues of the

rest of the system (k) is μk−1 which is the algebraic multiplicity of the subsystem
(k − 1) corresponding to the eigenvalues ωk−1

1 , . . . , ωk−1
χk−1 . Therefore, the remaining

part of the system (S)rh, denoted (Ŝ)r̂h, is characterized by δ̄ = k but it is perturbed
by the vector of sufficiently small amplitude

V̂ (.) := −rk+1
μk−1+1

bμk−1+1σμk−1+1(uμk−1+1(.)) − · · · − rk+1
μk bμkσμk(uμk(.)).

Set

˙̂
Y (t) = ÂŶ (t) − r̂B̂σ̂ (û(t− h)) + r̂v̂2(t− h) + V̂ (t− h)

:= ÂŶ (t) − r̂B̂σ̂
(
F̂T
h Ŷ (t− h) + v̂1(t− h)

)
+ r̂v̂2(t− h) + Vk+1(t− h)

as the subsystem (Ŝ)r̂h which is characterized by δ̄ = k. By the inductive hypoth-
esis, this subsystem can be finite-gain Lp-stabilized for all 1 ≤ p ≤ ∞. So, there
exists a constant Ĉ0 > 0 and, for every 1 ≤ p ≤ ∞, a constant M̂p > 0 such
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that, for every h > 0, there is an (r̂)∗(h) ∈ (0, 1] for which the trajectories (Ŷ )Π̂,

Π̂ := ((v̂1, v̂2), (vθ1 , v
θ
μk)μk−1+1≤θ≤μk) if μκ 	= μk, or ((v̂1, v̂2), (vθ1,0, v

θ
μk,0)μk−1+1≤θ≤μk)

if μκ = μk, of (Ŝ)r̂h, r̂ ∈ (0, (r̂)∗(h)], starting at 0̄ and corresponding to v̂1, v̂2, vμ
k−1+1

1 ,

vμ
k−1+1

μk , . . . , vμ
k

1 , vμ
k

μk (v̂1, v̂2, vμ
k−1+1

1,0 , vμ
k−1+1

μk,0
, . . . , vμ

k

1,0, v
μk

μk,0
if μκ = μk) ∈ Lp with

‖v̂2‖L∞ + K sup
μk−1+1≤θ≤μk

‖bθ‖
μk∑

θ=μk−1+1

rk+1
θ

r̂
≤ Ĉ0,(60)

since ‖σθ(.)‖L∞ ≤ K, θ = μk−1 + 1 to μk, ‖v̂2‖L∞ is to be chosen later and

û(t− h) = B̂T eÂhŶ (t− h) + v̂1(t− h),(61)

verify

‖ŶΠ̂‖Lp ≤ M̂p

⎧⎪⎪⎨
⎪⎪⎩

[
‖v̂1‖Lp + ‖v̂2‖Lp +

∑μk

θ=μk−1

(
‖vθ1‖Lp + ‖vθμk‖Lp

)]
if μκ 	= μk,

[
‖v̂1‖Lp + ‖v̂2‖Lp +

∑μk

θ=μk−1

(
‖vθ1,0‖Lp + ‖vθμk,0‖Lp

)]
if μκ = μk.

(62)

In addition, the upper bound for the Lp-gain M̂p of the system (Ŝ)r̂h, r̂ ≤ (r̂)∗(h), is
independent of h > 0.

In order to satisfy (60), we first give the following bound for ‖v̂2‖L∞ :

‖v̂2‖L∞ ≤ Ĉ0

2
.(63)

Then, the input bounds r̂ and rk+1
θ , μk−1 + 1 ≤ θ ≤ μk, must verify

r̂ ≤ (r̂)∗(h) ∀ μk−1 + 1 ≤ θ ≤ μk, rk+1
θ ≤ (r̃θ)

k+1(h) and

K supμk−1+1≤θ≤μk ‖bθ‖
∑μk

θ=μk−1+1
rk+1
θ

r̂ ≤ Ĉ0

2 .

(64)

It is clear that (64) is verified for r̂ ≤ (r̂)∗(h) and rk+1
θ ≤ (r∗θ)

k+1(h) for all
μk−1 + 1 ≤ θ ≤ μk, where

(r∗θ)
k+1(h) = min

{
Ĉ0

2Kμk supμk−1+1≤θ≤μk ‖bθ‖
(r̂)∗(h), (r̃θ)

k+1

}
.(65)

Set r∗(h) := min
{
(r̂)∗(h),minμk−1+1≤θ≤μk(r∗θ)

k+1(h)
}

and Mp =
∑μk

θ=μk−1+1 M
k+1
θ,p +

M̂p. We have shown that there exist a constant C0 > 0, and for every 1 ≤ p ≤
∞, a constant Mp > 0 such that for every h > 0 there is an r∗(h) ∈ (0, 1] for
which the global system (S)rh, r ∈ (0, r∗(h)], with the feedback given by (58) and

(61), is finite-gain Lp-stabile; i.e., the trajectories [((Y θ
μk)vθ

1 ,v
θ
μk

)μk−1+1≤θ≤μk , (Ŷ )Π̂]

([((Y θ
μk)vθ

1,0,v
θ
μk,0

)μk−1+1≤θ≤μk , (Ŷ )Π̂], respectively), r ∈ (0, r∗(h)], starting at 0̄ and

corresponding to [vμ
k−1+1

1 , vμ
k−1+1

μk , . . . , vμ
k

1 , vμ
k

μk , v̂
1, v̂2], ([vμ

k−1+1
1,0 , vμ

k−1+1
μk,0

, . . . ,vμ
k

1,0, v
μk

μk,0
,
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v̂1, v̂2], respectively) ∈ Lp, with

‖v̂2‖L∞ +
∑μk

θ=μk−1+1

(
‖vθμk‖L∞ + ‖bθ‖

)
≤ C0 if μk 	= μκ,

‖v̂2‖L∞ +
∑μk

θ=μk−1+1

(
‖vθμk,0‖L∞ + ‖bθ‖

)
≤ C0 if μk = μκ,

(66)

verify

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∥∥∥((Y θ
μk)vθ

1 ,v
θ
μk

)
μk−1+1≤θ≤μk

, (Ŷ )Π̂

∥∥∥
Lp

≤ Mp

{∑μk

θ=μk−1+1

(
‖vθ1‖Lp + ‖vθμk‖Lp

)

+ ‖v̂1‖Lp + ‖v̂2‖Lp

}
if μκ 	= μk,

∥∥∥((Y θ
μk)vθ

1,0,v
θ
μk,0

)
μk−1+1≤θ≤μk

, (Ŷ )Π̂

∥∥∥
Lp

≤Mp

{∑μk

θ=μk−1+1

(
‖vθ1,0‖Lp +‖vθμk,0‖Lp

)

+ ‖v̂1‖Lp + ‖v̂2‖Lp

}
if μκ = μk,

(67)

where the upper bound for the corresponding global Lp-gain, Mp, is delay-independent.
The proof of Proposition 1 is complete.

3.3. Construction of the feedback. In this paragraph we provide an explicit
expression of the Lp-stabilizing feedback for the system (S)rh, namely, the solution to
the problem.

Proposition 2. The bounded state feedback

u(.) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(b
(l+1)
0,1 )T eA

(l+1)
0,0 hY θ

μ0,...,μk(.)+v0
1,θ(.), 1 ≤ θ ≤ μ0,

(b
(χ1+···+χk)
0,1 )T eA

(χ1+···+χk)
0,0 hY θ

μ1,...,μk(.) + v1
1,θ(.), μ0 + 1 ≤ θ ≤ μ1,

...

(b
(χj0+···+χk)
0,1 )T eA

(χj0+···+χk)
0,0 hY θ

μj0 ,...,μk(.) + vj01,θ(.), μj0−1 + 1 ≤ θ ≤ μj0 ,

(b
(χj0−1+···+χk)
0 )T eA

(χj0−1+···+χk)
0 hY θ

μj0−1,...,μk(.) + vj0−1
1,θ (.),

μj0−2 + 1 ≤ θ ≤ μj0−1,

...

(b
(χk−1+χk)
0 )T eA

(χk−1+χk)
0 hY θ

μk−1,μk(.) + vk−1
1,θ (.), μk−2 + 1 ≤ θ ≤ μk−1,

(b
(χk)
0 )T eA

(χk)
0 hY θ

μk(.) + vk1,θ(.), μk−1 + 1 ≤ θ ≤ μk,

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(68)

finite-gain Lp-stabilizes the system (S)rh : ẋ(t) = Ax(t) − rBσ(u(t − h)) + rv(t − h),

where v = (vθ
0

μ0,...,μk , . . . , v
θk

μk) ∈ Lp, μj−1 + 1 ≤ θj ≤ μj for all 0 ≤ j ≤ k; i.e., the
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trajectories ((Y θ0

μ0,...,μk)Π1 , . . . , (Y
θk

μk )Πk+1
), Πν := (vν−1

1,θ , vθμν−1,...,μk ,Π
T
ν+1)

T , 1 ≤ ν ≤
k + 1, r ∈ (0, r∗(h)], starting at 0̄ and corresponding to v0

1,θ, v
θ
μ0,...,μk , . . . , v

k
1,θ, v

θ
μk ∈

Lp, verify, for all j = 0, . . . , k,

∥∥∥((Y θ0

μ0,...,μk)Π1 , . . . , (Y
θk

μk )Πk+1

)∥∥∥
Lp

≤ Mp

μj∑
θj=μj−1+1

(
‖v0

1,θj‖Lp + ‖vθj

μ0,...,μk‖Lp

)
,

where the upper bound for the corresponding global Lp-gain Mp is delay-independent.

Appendix A. Proof of Lemma 1. Since the pair (A, b) is controllable and b
is a column vector, it is clear that A has n distinct eigenvalues. So, from [5, Theorem
XII.1], there exists an r∗1 ∈ (0, 1) such that Ar = A − rbbT has n different analytic
eigenvalues (λj(r))1≤j≤n for every r ∈ (0, r∗1 ], with iωj = λ2j−1(0), −iωj = λ2j(0),
1 ≤ j ≤ [n] , and λn(0) = 0 if n is odd. Note that one can choose the ωj ’s to be
all positive, except the last one if n is odd. Moreover, A verifies (51), with two-
dimensional diagonal blocks equal to ωjA0 if ωj > 0 and equal to zero otherwise. Set
D0 := OAOT .

We first show that there exist n positive constants Cj , 1 ≤ j ≤ n, and 0 < r∗2 ≤ r∗1 ,
such that, for every r ∈ (0, r∗2 ] and 1 ≤ j ≤

[
n
2

]
, we have

λ2j−1(r) = −(Cj + ε1
j (r))r + i(ωj + ε2

j (r))(69)

and

λ2j(r) = −(Cj + ε1
j (r))r − i(ωj + ε2

j (r))(70)

(with the obvious extension for λn(r) in the case n odd), where the functions εlj(r),
1 ≤ j ≤ n, and l = 1, 2, are real-valued and tend to zero as r tends to zero.

We next finish the proof of Lemma 1 assuming that (69) and (70) hold. First, it
is clear that, when n is odd, ωn = 0, and in that case, ε2

n ≡ 0. In addition, we deduce,
by a simple continuity argument, that the analytic matrix function Ar := A − rbbT

has distinct eigenvalues for r ∈ [0, r∗1) and is thus diagonalizable over C. Therefore,
one has Q(r)A(r)Q(r)−1 = D(r), where
Q(0) = O and r �→ Q(r) is real-valued and continuous; therefore, Q(r) = O + q(r)

with q(r) tending to zero as r tends to zero;
D(0) = D0, r �→ D(r) is real-valued, continuous, and block diagonal with two-

dimensional diagonal blocks equal to Re(λj(r))I2 + Im(λj(r))A0 if λj(0) =
iωj 	= 0 and equal to the real number λj(r) if λj(0) = 0.

It follows that Q(r)eA(r)tQ(r)−1 = eD(r)t, and an easy computation yields (5).
One clearly has that Q(r)(Q(r)T )−1 = In + q̃(r), with q̃(r) tending to zero as r

tends to zero. For t ≥ 0 and r ∈ [0, r∗1), one has

Q(r)eA(r)teA(r)T t(Q(r)T )−1 = eD(r)tQ(r)(Q(r)T )−1eD(r)T t = eD(r)teD(r)T t + R(r, t),

where R(r, t) = eD(r)tq̃(r)eD(r)T t. In addition, D(r) commutes with D(r)T and, then,

eD(r)teD(r)T t is equal to e(D(r)+D(r)T )t, which is block diagonal with two-dimensional
diagonal blocks equal to e2Re(λj(r)tI2 if λj(0) = iωj 	= 0 and the real number e2λj(r)t

if λj(0) = 0. Taking now into account (69) and integrating over R+, one gets that

Q(r)Pr(Q(r)T )−1 = P 1(r) + P 2(r),

so that
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P 1(r) =
∫∞
0

eD(r)teD(r)T tdt where P 1(r) is a diagonal matrix where every diagonal

element is bigger than C1

r for some C1 > 0;

P 2(r) =
∫∞
0

R(r, t)dt with ‖P 2(r)‖ ≤ q̄(r)
r , q̄(r) tending to zero as r tends to zero.

It is therefore clear that, for r small enough, (7) follows readily.
We now prove (69). Since A is skew-symmetric, there exists an r∗2 ∈ (0, 1] such

that for all r ∈ (0, r∗2 ],

e(A−rbbT )t =

N∑
j=1

Mj(r, t)e
λj(r)t,(71)

with N = [n+1
2 ]. As for all r ∈ (0, r∗3 = min{r∗1 , r∗2}],Re(λj(r)) < 0 for j = 1, . . . , N

and Mj(r, t), j = 1, . . . , N, are uniformly bounded (since A − rbbT is Hurwitz and A
is skew-symmetric). It turns out that we have the desired result for every r ∈ (0, r∗3 ],
provided that

−C ′
2 ≤ Re(λj(r))

r
≤ −C2 < 0, j = 1, . . . , N,

uniformly for some positive constants C ′
2, C2 > 0 independent of r. Indeed this is true

if

Re

(
∂λj(r)

∂r

)
|r=0

=
∂Re(λj(r))

∂r |r=0
	= 0, j = 1, . . . , N.

We have

XA−rbbT (s) = det (A− rbbT − sI) = XA(s) + rXĀ(s),(72)

with

XĀ(s) = XA−bbT (s) −XA(s).

Set λj(0) := iwj , i
2 =−1, wj≥0, 1≤j≤N, as simple roots of A; then X ′

A(iwj) 	=0, 1≤
j≤N.

For 1 ≤ j ≤ N, the relation XA−rbbT (λj(r))=0 leads to XA(λj(r))+rXĀ(λj(r)) =
0, and then

XA(λj(r)) −XA(λj(0))

r
= −XĀ(λj(r)).(73)

On the other hand,

XA(λj(r)) = XA(λj(0)) + rX ′

A(λj(0))λ
′

j(0) + o(r),

where o(r) → 0 as r → 0. From (73), it follows that

X ′

A(λj(0))λ
′

j(0) + o(1) = −XĀ(λj(r)),

where o(1) → 0 as r → 0. Now, if r converges to zero, we get

λ
′

j(0) = −XĀ(iωj)

X ′
A(iωj)

= −XA−bbT (iωj)

X ′
A(iωj)

for every j = 1, . . . , N.
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This completes the proof of (69) since A− bbT is Hurwitz.

Appendix B. Canonical form. Since A is skew-symmetric, there exists an
orthogonal n× n matrix O such that

OAOT =

⎛
⎜⎜⎜⎜⎜⎜⎝

A0,μ0

. . .

A0,μκ
(0)

(0)
. . .

A0,μl

⎞
⎟⎟⎟⎟⎟⎟⎠

,(74)

where, for every 0 ≤ j ≤ l, j 	= κ, A0,μj is a 2μj × 2μj matrix in the form

A0,μj
=

⎛
⎜⎜⎜⎝

ωjA0 0 . . . 0
0 ωjA0 . . . 0
...

...
. . .

...
0 0 . . . ωjA0

⎞
⎟⎟⎟⎠ , with A0 =

(
0 1
−1 0

)
,

and A0,μκ is a μκ × μκ zero matrix.
So, up to an orthonormal change of basis, we can assume that A = diag (A0,μj ),

1 ≤ j ≤ l. Consider now OX = (X0, . . . , Xκ, . . . , Xl)
T and OB = (B0, . . . , Bκ, . . . ,

Bl)
T , where Xj ∈ R2μj , Xκ ∈ Rμκ , the size of Bj is 2μj × m, and the size of Bκ is

μκ ×m for all 0 ≤ j ≤ l, j 	= κ. Then, for all 0 ≤ j ≤ l, the system (S)rh becomes

Ẋj = A0,μj
Xj − rBjσ

(
FT
j,hXj(t− h) + u1,j(t− h)

)
+ ru2,j(t− h),(75)

where Fj,h ∈ R2μj×m, Fκ,h ∈ Rμκ×m, u1,j ∈ Rm, u1,κ ∈ Rm, u2,j ∈ R2μj , and u2,κ ∈
Rμκ for all 0 ≤ j ≤ l, j 	= κ, are to be chosen later. Then, it is easy to see that

(A,B) is controllable iff (A0,μj
, Bj) is for 0 ≤ j ≤ l, j 	= κ, and rank Bκ = μκ.

Indeed, for all 0 ≤ j ≤ l, j 	= κ, let R(A0,μj
, Bj) be the controllability matrix of the

pair (A0,μj , Bj). We have R(A0,μj , Bj) = [Bj , A0,μjBj ] since A2
0,μj

= −ω2
j I2μj . Then,

(A0,μj , Bj) is controllable if and only if rankR(A0,μj , Bj) = rank[Bj , A0,μjBj ] = 2μj .
Let B = (B0, . . . , Bκ, . . . , Bl)

T = (b1, . . . , bm) ∈ Rn×m, with for each 1 ≤ θ ≤
m, bθ = (bθ0, . . . , b

θ
κ, . . . , b

θ
l )

T ∈ Rn, and bθj = (bθ1,j , b
θ
2,j , . . . , b

θ
μj ,j

)T ∈ R2μj , 0 ≤ j ≤ l,

j 	= κ, and bθκ = (aθ1, . . . , a
θ
μκ

)T ∈ Rμκ . In the next lemma, we consider a linear
transformation which is crucial for the analysis of (S)rh.

Lemma 3. For each μk−1 + 1 ≤ θ ≤ μk, 0 ≤ k ≤ l fixed, with μ−1 = 0, there
exists αθ := (αθ

θ, α
θ
θ+1, . . . , α

θ
m) ∈ Rm−θ+1 such that

b̃θj :=

m∑
s=θ

αθ
sb

s
j 	= 0 ∀k ≤ j ≤ l.(76)

Remark 6. This change of coordinates transforms the matrix B into B̃ =
(B̃0, . . . , B̃κ, . . . , B̃l)

T = (b̃1, b̃2, . . . , b̃μl
, bμl+1, . . . , bm) with, for any 1 ≤ θ ≤ μl,

b̃θ = (b̃θ0, . . . , b̃
θ
κ, . . . , b̃

θ
l )

T and for each 0 ≤ j ≤ l, j 	= κ, b̃θj = (b̃θ1,j , b̃
θ
2,j , . . . , b̃

θ
μj ,j

)T 	=
0 and b̃θκ = (ãθ1, . . . , ã

θ
μκ

)T 	= 0.



1110 KARIM YAKOUBI AND YACINE CHITOUR

Proof. There exists T ∈ GL(Rm) such that BT = B̃ with

T =

⎛
⎜⎜⎜⎝

α1
1 0 . . . 0

α1
2 α2

2 . . . 0
...

...
. . .

...
α1
m α2

m . . . αm
m

⎞
⎟⎟⎟⎠ .

The proof is by induction in the number of distinct algebraic multiplicity μj , 0 ≤
j ≤ l, of the eigenvalues of A, i.e., in δ̄ := 1 + #{δk > 0, 1 ≤ k ≤ l}, where δk :=
μk − μk−1 for all 1 ≤ k ≤ l, since we have the controllability property if and only if
(A0,μj

, Bj), 0 ≤ j ≤ l, j 	= κ, are controllable and rankBκ = μκ. First, let μ0 < μ1 <
· · · < μψ, 0 ≤ ψ ≤ l, denote the distinct algebraic multiplicities of the eigenvalues of
A. Moreover, δ̄ = 1 + ψ.

Step 1. Verify that the desired result holds for δ̄ = 1; nevertheless ψ = 0. Here,
when 1 is substituted for δ̄, this gives μ0 = · · · = μκ = · · · = μl := ρ. Specifically,
the conclusion of Lemma 3 becomes the following: For each 1 ≤ θ ≤ ρ fixed, there
exists αθ := (αθ

θ, α
θ
θ+1, . . . , α

θ
m) ∈ Rm−θ+1 such that b̃θj :=

∑m
s=θ α

θ
sb

s
j 	= 0 for all

0 ≤ j ≤ l. So, B̃ := (b̃1, . . . , b̃ρ, bρ+1, . . . , bm) = ((b̃10, b̃
1
1, . . . , b̃

1
l )

T , . . . , (b̃ρ0, b̃
ρ
1, . . . ,

b̃ρl )
T , bρ+1, . . . , bm) and we will prove the lemma by contradiction. The opposite thesis

is as follows: For all αθ = (αθ
θ, . . . , α

θ
m) = Rm−θ+1, 1 ≤ θ ≤ ρ fixed, there exists

j(αθ) ∈ [0, l] such that (b̃θj(αθ))
(αθ) :=

∑m
s=θ α

θ
sb

s
j(αθ) = 0.

Let, for all i ≤ j ≤ m, Sθ,j := {αθ ∈ Rm, 1 ≤ θ ≤ ρ/ j(αθ) = j}; then
Rm−θ+1 =

⋃m
j=0 Sθ,j . So, there exists j0 such that the interior of Sθ,j0 is not empty.

So, there exist r̄ > 0 and ᾱθ such that B(ᾱθ, r̄), the ball of radius r̄ centered at ᾱθ,

is included in Sθ,j0 for all 1 ≤ θ ≤ ρ. Therefore, for all αθ ∈ B(ᾱθ, r̄), (b̃θj0)
(αθ) =∑m

s=θ α
θ
sb

s
j0

= 0, 1 ≤ θ ≤ ρ.

Writing for all 1 ≤ θ ≤ ρ, αθ
s = ᾱθ

s + (αθ
s − ᾱθ

s). It follows that (b̃θj0)
(αθ) =

(b̃θj0)
(ᾱθ) +(b̃θj0)

(αθ−ᾱθ) = (b̃θj0)
(αθ−ᾱθ) = 0 for all 1 ≤ θ ≤ ρ. Then, for all αθ ∈ B(0, r̄),

(b̃θj0)
(αθ) = 0, 1 ≤ θ ≤ ρ. So, for all αθ ∈ Rm−θ+1, 1 ≤ θ ≤ ρ, (b̃θj0)

(αθ) :=
∑m

s=θ α
θ
sb

s
j0

=

0. Then, for all 0 ≤ s ≤ m, bsj0 = 0. Moreover, Bj0 = (b1j0 , . . . , b
θ−1
j0

, 0, . . . , 0). Then,
rankBj0 ≤ θ− 1 ≤ ρ− 1. It is impossible since (A0,μj0

, Bj0) is controllable. So,
rankBj0 =μj0 ≥ρ. This completes step 1.

Step 2. Assume that the desired result holds for δ̄ = k; nevertheless ψ = k − 1.
Then we have k distinct algebraic multiplicities. Let μ0 < μ1 < · · · < μk−1 denote the
distinct algebraic multiplicities. Therefore, for every μν−1+1 ≤ θ ≤ μν , 0 ≤ ν ≤ k−1
with μ−1 = 0, there exists αθ := (αθ

θ, . . . , α
θ
m) ∈ Rm−θ+1 such that b̃θj 	= 0 for all

ν ≤ j ≤ l. Now, we use the assumption from step 2 to show that the results hold for
δ̄ = k + 1; nevertheless σ = k. Then μ0 < μ1 < · · · < μk. That is, we want to show
that for every μk−1 + 1 ≤ θ ≤ μk, there exists αθ := (αθ

θ, . . . , α
θ
m) ∈ Rm−θ+1 such

that b̃θj 	= 0 for all k ≤ j ≤ l.
According to the controllability property of the pair (A0,μk , B�), B� is the vector

corresponding to the algebraic multiplicity μk, which implies that rankB� = μk; it
follows that there exists μk free columns or lines. Nevertheless, from the assumption
of step 2 we have just μk − μk−1 independent columns. By applying Lemma 3 for

all μk−1 + 1 ≤ θ ≤ μk and discarding the vectors (b̃μ
j−1+1

0 , . . . , b̃μ
j

0 ; b̃μ
j−1+1

1 , . . . , b̃μ
j

1 ;

. . . ; b̃μ
j−1+1

j−1 , . . . , b̃μ
j

j−1) for all 1 ≤ j ≤ k, one can prove that for every μk−1 + 1 ≤ θ ≤
μk, b̃θj 	= 0 for all k ≤ j ≤ l.
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In order to facilitate the analysis of the finite-gain Lp-stability by bounded feed-
back of continuous-time delay linear skew-symmetric systems, we provide a linear
transformation of the system (S)rh which simplifies the analysis of the problem. Our
method consists of rewriting the original system (S)rh as an appropriate l cascade of
single-input subsystems of dimension 2μj , 0 ≤ j ≤ l, j 	= κ, and one subsystem of
dimension μκ, since A has l conjugate pairs of nonzero purely imaginary eigenvalues
of the forms (±iωj)1≤j≤l and 0 is an eigenvalue of A with multiplicity μκ. So, we
consider the system (S)rh with state space Rn, input space Rm, and delay h. More
precisely, we consider the system described by the equations

(S)rh :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(0)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ẋ1,μ0
= ω0A0X1,μ0−rb̃11,1σ1(u1)−· · ·−rb̃μ0

1,1σμ0(uμ0)

+ rv1,μ0
− r
∑m

i=μ0+1 b̃
i
1,1σi(ui),

...

Ẋμ0,μ0 = ω0A0Xμ0,μ0 − rb̃1μ0,1σ1(u1) − · · · − rb̃μ0

μ0,1
σμ0(uμ0)

+ rvμ0,μ0
−
∑m

i=μ0+1 b̃
i
μ0,1σi(ui),

(1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ẋ1,μ1 = ω1A0X1,μ1
− rb̃11,1σ1(u1) − · · · − rb̃μ1

1,1σμ1
(uμ1

)

+ rv1,μ1 − r
∑m

i=μ1+1 b̃
i
1,1σi(ui),

...

Ẋμ1,μ1
= ω1A0Xμ1,μ1 − rb̃1μ1,1σ1(u1) − · · · − rb̃μ1

μ1,1
σμ1(uμ1)

+ rvμ1,μ1
−
∑m

i=μ1+1 b̃
i
μ1,1σi(ui),

...

(κ)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1,μκ
= − rã1

1σ1(u1) − rã2
1σ2(u2) − · · · − rãμκ

1 σμκ(uμκ)
+ rv1,μκ − r

∑m
i=μκ+1 ã

i
1σi(ui),

...

ẋμκ,μκ = − rã1
μκ
σ1(u1) − rã2

μκ
σ2(u2) − · · · − rãμκ

μκ
σμκ(uμκ)

+ rvμκ,μκ − r
∑m

i=μκ+1 ã
i
μκ
σi(ui),

...

(l)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Ẋ1,μl
= ωlA0X1,μl

− rb̃11,lσ1(u1) − · · · − rb̃μl

1,lσμl
(uμl

)

+ rv1,μl
− r
∑m

i=μl+1 b̃
i
1,lσi(ui),

...

Ẋμl,μl
= ωlA0Xμl,μl

− rb̃1μl,l
σ1(u1) − · · · − rb̃μl

μl,l
σμl

(uμl
)

+ rvμl,μl
− r
∑m

i=μl+1 b̃
i
μl,l

σi(ui),

where Xθ,μs , b
j
θ,s,∈ R2, 1 ≤ s ≤ μ, 1 ≤ θ, j ≤ μs, xθ,μκ , a

j
θ ∈ R, 1 ≤ θ, j ≤ μκ, and
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there exists 1 ≤ s ≤ l, s 	= κ, such that ω0 = ωs since ωκ = 0.
After manipulation of lines and columns for the matrix B, we can suppose that

b̃θθ,j 	= 0 for all 1 ≤ θ ≤ μj , 0 ≤ j ≤ l, j 	= κ and ãθθ 	= 0 for all 1 ≤ θ ≤ μκ, since from

Lemma 3, b̃θj = (b̃θ1,j , . . . , b̃
θ
μj ,j

)T and b̃θκ = (ãθ1, . . . , ã
θ
μκ

)T 	= 0 are for all 1 ≤ θ ≤ μj

and 0 ≤ j ≤ l.
Lemma 4. Let b̃θθ,s = ξ̃θθ,sV

θ
θ,sb0, 1 ≤ θ ≤ μs, 0 ≤ s ≤ l, s 	= κ, with V θ

θ,s ∈ SO(2)

the set of orthogonal matrices and b0 = (0 1)T . Then, for each 1 ≤ θ, j ≤ μs,
0 ≤ s ≤ l, s 	= κ, the new variables

Yθ,μs(t) = (V θ
θ,s)

−1Uθ
j,s

Xθ,μs (t)

ξ̃θθ,s
,

Yj,μs(t) = (V θ
θ,s)

−1 Xj,μs (t)

ξ̃θj,s
− (V θ

θ,s)
−1Uθ

j,s
Xθ,μs (t)

ξ̃θθ,s
, θ 	= j,

yθ,μκ(t) =
xθ,μκ (t)

ãθ
θ

, 1 ≤ θ ≤ μκ,

yj,μκ(t) =
xj,μκ (t)

ãθ
j

− xθ,μκ (t)

ãθ
θ

, 1 ≤ θ, j ≤ μκ, θ 	= j,

(77)

where Uθ
j,s ∈ SO(2), with Uθ

θ,s = Id2, transform (S)rh into the new system

Ẏθ,μs
(t) = ωsA0Yθ,μs

(t) − rb0σθ(uθ(t− h)) + rvθ,μs
(t− h)

− r
∑m

j=μs+1 b̂
j
θ,sσj(uj(t− h)), 1 ≤ θ ≤ μs, 0 ≤ s ≤ l, s 	= κ,

ẏθ,μκ(t) = −rσθ(uθ(t− h)) + rvθ,μκ(t− h) − r
∑m

j=μκ+1 â
j
θσj(uj), 1 ≤ θ ≤ μκ,

(78)

where b̂jθ,s ∈ R2 and âjθ ∈ R are arbitrarily vectors and real numbers.
Proof. For each 0 ≤ s ≤ l, (S)rh becomes

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(S �=0)rh

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ẋ1,μs = ωsA0X1,μs − rb̃11,sσ1(u1) − · · · − rb̃μs
1,sσμs (uμs ) + rv1,μs

− r
∑m

θ=μs+1 b̃
θ
1,sσθ(uθ),

Ẋ2,μs = ωsA0X2,μs − rb̃12,sσ1(u1) − · · · − rb̃μs
2,sσμs (uμs ) + rv2,μs

− r
∑m

θ=μs+1 b̃
θ
2,sσθ(uθ),

...

Ẋμs,μs = ωsA0Xμs,μs−rb̃μs,s
1σ1(u1)−· · ·−rb̃μs,s

μsσμs(uμs)+rvμs,μs

− r
∑m

θ=μs+1 b̃
θ
μs,sσθ(uθ),

(S0)rh

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1,μκ = − rã1
1σ1(u1)−rã2

1σ2(u2)−· · ·−rãμκ
1 σμκ (uμκ )+rv1,μκ

− r
∑m

θ=μκ+1 ã
θ
1σθ(uθ),

...

ẋμκ,μκ = − rã1
μκ

σ1(u1)−rã2
μκ

σ2(u2)−· · ·−rãμκ
μκσμκ(uμκ)+rvμκ,μκ

− r
∑m

θ=μκ+1 ã
θ
μκ

σθ(uθ).

(79)
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We have, for each 1 ≤ θ ≤ μs, 0 ≤ s ≤ l, s 	= κ, b̃θθ,s 	= 0, and one can suppose that

‖b̃θθ,s‖ = ‖b̃θj,s‖, 1 ≤ j ≤ μs (multiplying the equation (θ) of each subsystem (s) by

λ̃θ
j,s :=

‖b̃θj,s‖
‖b̃θθ,s‖

). However, there exists Uθ
j,s ∈ SO(2) such that Uθ

j,sb̃
θ
θ,s = b̃θj,s.

We can suppose that b̃θj,s = 0, 1 ≤ θ, j ≤ μs, θ 	= j. Indeed, simply multiply

successively, for each 0 ≤ s ≤ l, s 	= κ, each equation (θ), 1 ≤ θ ≤ μs, by Uθ
j,s,

1 ≤ j ≤ μs, and take the linear change of coordinates given by

Zθ,μs = Uθ
j,sXθ,μs , 1 ≤ θ, j ≤ μs, 0 ≤ s ≤ l, s 	= κ,

Zj,μs = Xj,μs − Uθ
j,sXθ,μs , θ 	= j.

(80)

But, we have b̃θθ,s = ξ̃θθ,sV
θ
θ,sb0 for all 0 ≤ s ≤ l, s 	= κ. Then, for every 1 ≤ θ ≤ μs,

0 ≤ s ≤ l, and s 	= κ, the linear transformation given by Yθ,μs = (V θ
θ,s)

−1 Zθ,μs

ξθθ,s

transforms (81) into the first block of (78). For the subsystem (S0)
r
h corresponding

to ωκ = 0 as an eigenvalue of A with multiplicity μκ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1,μκ = − rã1
1σ1(u1) − rã2

1σ2(u2) − · · · − rãμκ

1 σμκ(uμκ) + rv1,μκ

− r
∑m

θ=μκ+1 ã
θ
1σθ(uθ),

...

ẋμκ,μκ
= − rã1

μκ
σ1(u1) − rã2

μκ
σ2(u2) − · · · − rãμκ

μκ
σμκ

(uμκ
) + rvμκ,μκ

− r
∑m

θ=μκ+1 ã
θ
μκ
σθ(uθ),

taking successively the linear transformation zs,μκ =
xs,μκ

ãθ
s

for all 1 ≤ s ≤ μκ and

1 ≤ θ ≤ μκ and using the second part of the transformation given by (77), we have
the second equation in (78). So, (S0)

r
h is transformed in

Ż1,μs = ωsA0Z1,μs
− rb̃11,sσ1(u1) + rv1,μs

− r
∑m

θ=μs+1 b̃
θ
1,sσθ(uθ),

Ż2,μs
= ωsA0Z2,μs

− rb̃22,sσ2(u2) + rv2,μs
− r
∑m

θ=μs+1 b̃
θ
2,sσθ(uθ),

...

Żμs,μs = ωsA0Zμs,μs − rb̃μs
μs,sσμs(uμs) + rvμ−s,μs − r

∑m
θ=μs+1 b̃

θ
μs,sσθ(uθ).

(81)

Then, with this linear change of coordinates the matrix B can be transformed
into
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B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B0

B1

...

Bκ

...

Bl−1

Bl

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎛
⎜⎝
⎛
⎜⎝

b0

(0)
. . . (0)

b0

⎞
⎟⎠ (∗)0

⎞
⎟⎠ (∗∗)0

⎛
⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎝

b0
. . . (0)

(0)
. . .

b0

⎞
⎟⎟⎟⎟⎠ (∗)1

⎞
⎟⎟⎟⎟⎠ (∗∗)1

...
...

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1
. . .

. . . (0)

(0)
. . .

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(∗)κ

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(∗∗)κ

...
...

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b0
. . .

. . . (0)

(0)
. . .

. . .

b0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(∗)l−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(∗∗)l−1

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b0
. . .

. . . (0)

(0)
. . .

. . .

. . .

. . .

b0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(∗∗)l

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where 0 ≤ κ ≤ l. Here (∗)′js, (∗∗)′js, 0 ≤ j ≤ l, j 	= κ, represent, respectively,
submatrices of size 2μj × (μl−μj) and 2μj × (m−μl); (∗)κ and (∗∗)κ are submatrices
of dimensions μκ × (μl − μκ) and μκ × (m− μl).
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NONOCCURRENCE OF THE LAVRENTIEV PHENOMENON FOR
MANY OPTIMAL CONTROL PROBLEMS∗
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Abstract. In this paper we study nonoccurrence of the Lavrentiev phenomenon for a large
class of nonconvex optimal control problems identified with the corresponding complete metric space
of integrands M, which satisfy a growth condition common in the literature and are Lipschitzian
on bounded sets. We establish that for most elements of M (in the sense of Baire category) the
infimum on the full admissible class of trajectory-control pairs is equal to the infimum on a subclass
of trajectory-control pairs whose controls are bounded by a certain constant.
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1. Introduction, assumptions, and main results. In this paper we study
nonoccurrence of the Lavrentiev phenomenon for a large class of nonconvex optimal
control problems with a state variable and a control variable belonging to Banach
spaces. We say that the Lavrentiev phenomenon occurs for an optimal control problem
if its infimum on the full admissible class of trajectory-control pairs is less than its
infimum on a subclass of trajectory-control pairs with bounded controls.

The Lavrentiev phenomenon in the calculus of variations was discovered in 1926
by M. Lavrentiev in [13]. There it was shown that it is possible for the variational
integral of a two-point Lagrange problem, which is sequentially weakly lower semi-
continuous on the admissible class of absolutely continuous functions, to possess an
infimum on the dense subclass of C1 admissible functions that is strictly greater than
its minimum value on the admissible class. Since this seminal work, the Lavrentiev
phenomenon has been of great interest in the calculus of variations [1], [2], [6], [7], [9],
[10], [11], [12], [14] [15], [16], [18], [19], [20]. The original example of Lavrentiev was
simplified by Mania in [15]. In [6], [7] Ball and Mizel demonstrated that the Lavren-
tiev phenomenon can occur with fully regular integrands. Sarychev [18] constructed
a broad class of integrands that exhibit the Lavrentiev phenomenon. Nonoccurrence
of the Lavrentiev phenomenon was studied in [1], [2], [10], [11], [12], [14], [19], [20],
[22], [24]. Clarke and Vinter [10] showed that the Lavrentiev phenomenon cannot
occur when a variational integrand f(t, x, u) is independent of t. Sychev and Mizel
[20] considered a class of integrands f(t, x, u), which are convex with respect to the
last variable. For this class of integrands they established that the Lavrentiev phe-
nomenon does not occur. Sarychev and Torres [19] studied a class of optimal control
problems with control-affine dynamics and with continuously differentiable integrands
f(t, x, u). For this class of problems they established Lipschitzian regularity of min-
imizers, which implies nonoccurrence of the Lavrentiev phenomenon. Ferriero [12]
showed that the Lavrentiev phenomenon cannot occur for a class of higher-order vari-
ational problems with integrands which are convex with respect to the last variable.

∗Received by the editors September 15, 2005; accepted for publication (in revised form) May 15,
2006; published electronically August 25, 2006.

http://www.siam.org/journals/sicon/45-3/64037.html
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In [24] we studied nonoccurrence of the Lavrentiev phenomenon for a large class of
nonconvex nonautonomous constrained variational problems with integrands which
belong to a complete metric space of functions. We established that for most inte-
grands in the sense of the Baire category the Lavrentiev phenomenon does not occur
[24]. In the present paper we consider a large class of optimal control problems iden-
tified with the corresponding complete metric space of integrands MB , which satisfy
a growth condition common in the literature and satisfy a Lipschitz condition on
bounded sets. We establish that for most elements of MB (in the sense of the Baire
category) the infimum on the full admissible class of trajectory-control pairs is equal
to the infimum on a subclass of trajectory-control pairs whose controls are bounded
by a certain constant.

In this paper we use the following definitions and notation. For each t ∈ R1, set
exp(t) = et. For each function h : Z → R1 ∪ {∞}, where Z is nonempty, and each
nonempty subset Y ⊂ Z, set

inf(h) = inf{h(z) : z ∈ Z}, inf(h;Y ) = inf{h(z) : z ∈ Y }.
Denote by mes(Ω) the Lebesgue measure of a Lebesgue measurable set Ω ⊂ R1. If
(Z, || · ||) is a normed space, then for each z ∈ Z and each r > 0, set

BZ(z, r) = {y ∈ Z : ||y − z|| ≤ r}, BZ(r) = BZ(0, r).

We say that a property of elements of a complete metric space Z is generic
(typical) in Z if the set of all elements of Z which possess this property contains an
everywhere dense Gδ subset of Z. In this case we also say that the property holds for
a generic (typical) element of Z or that a generic (typical) element of Z possesses the
property [5], [17], [23].

Assume that (E, || · ||), (F, || · ||) are Banach spaces.
Let −∞ < τ1 < τ2 < ∞. Denote by W 1,1(τ1, τ2;E) the set of all functions

x : [τ1, τ2] → E for which there exists a Bochner integrable function u : [τ1, τ2] → E
such that

x(t) = x(τ1) +

∫ t

τ1

u(s)ds, t ∈ (τ1, τ2]

(see, e.g., Brezis [8]). It is known that if x ∈ W 1,1(τ1, τ2;E), then the equation above
defines a unique Bochner integrable function u, which is called the derivative of x and
is denoted by x′.

We also use the notation W 1,1(Ω;E) = W 1,1(τ1, τ2;E), where Ω = [τ1, τ2].
Let 0 ≤ T1 < T2 < ∞ and let U : [T1, T2] → 2F \ {∅} be a set-valued mapping.
Denote by X the set of all pairs of functions (x, u), where x ∈ W 1,1(T1, T2;E)

and u : [T1, T2] → F is a strongly measurable function which satisfies

u(t) ∈ U(t), t ∈ [T1, T2] almost everywhere (a.e.).(1.1)

To be more precise, we have to define elements of X as classes of pairs equivalent in
the sense that (x1, u1) and (x2, u2) are equivalent if and only if x2(t) = x1(t) for all
t ∈ [T1, T2] and u1(t) = u2(t) for almost every t ∈ [T1, T2].

Denote by D(E) the collection of all nonempty bounded subsets of E.
Let G : [T1, T2] × E × F → E be a continuous mapping, φ : [0,∞) → [0,∞) be

an increasing function, and c0 be a positive number such that

lim
t→∞

φ(t)/t = ∞,(1.2)

||G(t, y1, v) −G(t, y2, v)|| ≤ c0||y1 − y2||φ(||v||)(1.3)
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for each t ∈ [T1, T2], each y1, y2 ∈ E, and each v ∈ F and that

||G(t, y, v1) −G(t, y, v2)|| ≤ c0||v1 − v2||φ(||y||)(1.4)

for each t ∈ [T1, T2], each y ∈ E, and each v1, v2 ∈ F.
It is clear that the mapping G is bounded in the norm topology on any bounded

subset of [T1, T2] × E × F .
We assume that there exist a Bochner integrable function u∗(t), t ∈ [T1, T2], and

N∗ > 0 such that

u∗(t) ∈ U(t), t ∈ [T1, T2] a.e. and ||u∗(t)|| ≤ N∗, t ∈ [T1, T2] a.e..(1.5)

For each D ∈ D(E) denote by X(G,D) the set of all pairs (x, u) ∈ X such that

x(T1) ∈ D and x′(t) = G(t, x(t), u(t)), t ∈ [T1, T2] a.e..(1.6)

For each D ∈ D(E) denote by XL(G,D) the set of all (x, u) ∈ X(G,D) such that
||u(t)|| ≤ Mu for t ∈ [T1, T2] a.e., where Mu is a positive constant depending on u.

In this paper we study the nonoccurrence of the Lavrentiev phenomenon for the
optimal control problem∫ T2

T1

f(t, x(t), u(t))dt → min, (x, u) ∈ X(G,D),(P)

where D ∈ D(E) and f belongs to one of the two complete metric spaces of integrands
MA and MB , which will be described below.

Comparing our work with the results of [12], [19], note that in our paper E and F
are general Banach spaces, that we do not impose any convexity assumption and any
differentiability assumption on integrands f , that the control u is constrained and the
right-hand side of differential equations is determined by mappings G : [T1, T2]×E ×
F → E belonging to a large general class of continuous mappings, while in [12], [19]
the following assumptions are imposed:

• The spaces E and F are finite-dimensional;
• in [19] integrands are continuously differentiable and in [12] integrands are

convex with respect to the last variable;
• the control u is unconstrained;
• G(t, x, u) = g1(t, x) + g2(t, x)u in [19] and G(t, x, u) = u in [12].
Now we define the spaces of integrands MA and MB considered in our paper.
Let λ0(t), λ1(t), t ∈ [T1, T2] be integrable scalar nonnegative functions and let

c1, c2 be positive constants.
Denote by MA the set of all functions f : [T1, T2] × E × F → R1 which satisfy

the following assumptions:
(A1) f is measurable with respect to the σ-algebra generated by products of

Lebesgue measurable subsets of [T2, T2] and Borel subsets of E × F .
(A2) For each M > 0 there is M0 > 0 such that for almost every t ∈ [T1, T2] the

inequality |f(t, x, u)| ≤ M0 holds for each x ∈ BE(M) and each u ∈ BF (M).
(A3) For each ε,M > 0 there exists δ > 0 such that for almost every t ∈ [T1, T2]

the inequality |f(t, x1, u)−f(t, x2, u)| ≤ ε holds for each u ∈ BF (M) and each x1, x2 ∈
BE(M) satisfying ||x1 − x2|| ≤ δ.

(A4)

f(t, y, v) ≥ c1||G(t, y, v)|| − λ0(t) for all (t, y, v) ∈ [T1, T2] × E × F,(1.7)

f(t, y, v) ≥ c2φ(||v||) − λ1(t) for all (t, y, v) ∈ [T1, T2] × E × F.(1.8)
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We equip the set MA with the uniformity determined by the base

EAs(N, ε) = {(f, g) ∈ MA ×MA : |g(t, x, u) − f(t, x, u)| ≤ ε(1.9)

for all (t, x, u) ∈ [T1, T2] ×BE(N) ×BF (N)}
∩{(f, g) ∈ MA×MA : |(f−g)(t, x1, u1)−(f−g)(t, x2, u2)| ≤ ε(||x1−x2||+||u1−u2||)

for each t ∈ [T1, T2], each x1, x2 ∈ BE(N), and each u1, u2 ∈ BF (N)},

where N, ε > 0. Clearly the space MA with this uniformity is metrizable and com-
plete. We equip the space MA with the topology induced by this uniformity. This
topology will be called the strong topology of MA.

We also equip the set MA with the uniformity determined by the base

EAw(N, ε) = {(f, g) ∈ MA ×MA : for almost every t ∈ [T1, T2](1.10)

the inequality |g(t, x, u) − f(t, x, u)| ≤ ε holds

for each x ∈ BE(N) and each u ∈ BF (N)},

where N, ε > 0. We equip the space MA with the topology induced by this uniformity.
This topology will be called the weak topology of MA.

Denote by Ml
A (respectively, Mc

A) the set of all lower semicontinuous (respec-
tively, continuous) functions f in MA. Clearly Ml

A, Mc
A are closed subsets of MA

with the strong topology.
We equip the topological subspaces Ml

A,Mc
A ⊂ MA with the relative weak and

strong topologies.
It follows from (A1) that for each f ∈ MA, each continuous function x : [T1, T2] →

E, and each strongly measurable function u : [T1, T2] → F , the function f(t, x(t), u(t)),
t ∈ [T1, T2] is Lebesgue measurable.

For each f ∈ MA and each (x, u) ∈ X define

If (x, u) =

∫ T2

T1

f(t, x(t), u(t))dt.(1.11)

For each f ∈ MA and each D ∈ D(E) we study the optimal control problem

If (x, u) → min, (x, u) ∈ X(G,D).(1.12)

Definition 1.1. Let f ∈ MA and D ∈ D(E). We say that the Lavrentiev
phenomenon does not occur for the pair (f,D) if for each ε > 0 there exist (x, u) ∈
X(G,D) and K > 0 such that ||u(t)|| ≤ K for almost every t ∈ [T1, T2] and If (x, u) ≤
inf(If ;X(G,D)) + ε.

Definition 1.2. Let f ∈ MA. We say that the Lavrentiev phenomenon does not
occur for the integrand f if it does not occur for (f,D) for all D ∈ D(E).

We will establish (see Theorem 1.7) that the Lavrentiev phenomenon does not
occur for a generic integrand f ∈ MA.

Let c3 be a nonnegative constant. Denote by MB the set of all functions f :
[T1, T2] × E × F → R1, which satisfy the following assumptions:

(B1) f is measurable with respect to the σ-algebra generated by products of
Lebesgue measurable subsets of [T2, T2] and Borel subsets of E × F .

(B2) For each M > 0 there is M0 > 0 such that for almost every t ∈ [T1, T2] the
inequality |f(t, x, u)| ≤ M0 holds for each x ∈ BE(M) and each u ∈ BF (M).
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(B3) For each M > 0 there exists L > 0 such that for almost every t ∈ [T1, T2]
the inequality |f(t, x1, u) − f(t, x2, u)| ≤ L||x1 − x2|| holds for each x1, x2 ∈ BE(M)
and each u ∈ BF (M).

(B4) Inequality (1.7) holds for all (t, y, v) ∈ [T1, T2] × E × F and

f(t, y, v) ≥ c2φ(||v||) − c3 for all (t, y, v) ∈ [T1, T2] × E × F.(1.13)

We equip the set MB with the uniformity determined by the base

EBs(N, ε) = {(f, g) ∈ MB ×MB : |g(t, x, u) − f(t, x, u)| ≤ ε(1.14)

for all (t, x, u) ∈ [T1, T2] ×BE(N) ×BF (N)}
∩{(f, g) ∈ MB×MB : |(f−g)(t, x1, u1)−(f−g)(t, x2, u2)| ≤ ε(||x1−x2||+||u1−u2||)

for each t ∈ [T1, T2], each x1, x2 ∈ BE(N), and each u1, u2 ∈ BF (N)},

where N, ε > 0. Clearly the space MB with this uniformity is metrizable and com-
plete. We equip the space MB with the topology induced by this uniformity. This
topology will be called the strong topology of MB .

We also equip the set MB with the uniformity determined by the base

EBw(N, ε) = {(f, g) ∈ MB ×MB : for almost every t ∈ [T1, T2](1.15)

the inequality |g(t, x, u) − f(t, x, u)| ≤ ε holds

for each x ∈ BE(N) and each u ∈ BF (N)}
∩{(f, g) ∈ MB ×MB : for almost every t ∈ [T1, T2] the inequality

|(f − g)(t, x1, u) − (f − g)(t, x2, u)| ≤ ε||x1 − x2||
holds for each x1, x2 ∈ BE(N) and each u ∈ BF (N)},

where N, ε > 0.
We equip the space MB with the topology induced by this uniformity. This

topology will be called the weak topology of MB . Denote by Ma
B the set of all

functions f ∈ MB such that for almost every t ∈ [T1, T2] the function f(t, ·, ·) :
E × F → R1 is lower semicontinuous. Denote by Ml

B (respectively, Mc
B) the set of

all lower semicontinuous (respectively, continuous) functions f ∈ MB . Clearly Ma
B ,

Ml
B , and Mc

B are closed subsets of MB with the strong topology.
We equip the topological subspaces Ma

B , Ml
B ,Mc

B ⊂ MB with the relative weak
and strong topologies.

Remark 1.1. If λ1(t) = c3, t ∈ [T1, T2], then MB ⊂ MA.
For each M > 0 denote by DM (E) the collection of all nonempty subsets D ⊂ E

such that D ⊂ BE(M).
Definition 1.3. Let f ∈ MB and M be a positive number. We say that

the integrand f possesses the (M)-strong Lipschitz regularity property, abbreviated
as (M)-(SLR) property, if there exists K > 0 such that for each g ∈ MB satisfy-
ing (f, g) ∈ EBw(K,M), each D ∈ DM (E), and each (x, u) ∈ X(G,D) satisfying
mes({t ∈ [T1, T2] : ||u(t)|| > K}) > 0 there exists (y, v) ∈ X(G,D) such that
Ig(y, v) < Ig(x, u) and ||v(t)|| ≤ K for almost every t ∈ [T1, T2].

Definition 1.4. Let f ∈ MB. We say that the integrand f possesses the strong
Lipschitz regularity property, abbreviated as (SLR) property, if for any positive number
M the integrand f possesses the (M)-(SLR) property.

It is clear that if an integrand f ∈ MB possesses the (SLR) property, D ∈ D(E),
and (x, u) ∈ X(G,D) is a minimizer of problem (P), then there is a positive number
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K > 0 such that ||u(t)|| ≤ K for almost every t ∈ [T1, T2]. It is also clear that
if an integrand f ∈ MB possesses the (SLR) property and D ∈ D(E), then there
exist K > 0 and a minimizing sequence of trajectory-control pairs {(xn, un)}∞n=1 for
problem (P) such that ||un(t)|| ≤ K for each natural number n and almost every
t ∈ [T1, T2]. We will establish (see Theorem 1.6) that the (SLR) property is generic
in the space MB .

Note that assumptions (A1)–(A4) and (B1)–(B4) are not very restrictive. They
are common in the literature, and the spaces MA and MB contain many integrands.
Therefore it is natural to ask a question if the Lavrentiev phenomenon does not occur
for many integrands in MA and if the (SLR) property holds for many integrands
in MB . Our first goal is to find conditions on an integrand f ∈ MB (respectively,
f ∈ MA) which imply the (SLR) property or the (M)-(SLR) property (respectively,
nonoccurrence of the Lavrentiev phenomenon). This goal is achieved by Theorems
1.1–1.4. Our second goal is to show nonoccurrence of the Lavrentiev phenomenon for
most integrands in MA and that most integrands in MB possess the (SLR) property.
This is achieved by Theorems 1.5–1.7. In order to meet these goals we introduce the
following subspaces of integrands.

Let M > 0. Denote by LA,M the set of all functions f ∈ MA which satisfy the
following assumption:

(A5) There exist M0,M1,M2 > 0, and an integrable scalar nonnegative function
ψ(t), t ∈ [T1, T2] which depend only on f and M such that

(i) for each D ∈ DM (E) and each (x, u) ∈ X(G,D) which satisfies ||u(t)|| ≤ M +
N∗ for almost every t ∈ [T1, T2] the inequality ||x(t)|| ≤ M0 holds for all t ∈ [T1, T2];

(ii) for almost every t ∈ [T1, T2] the inequality f(t, x, u) ≤ M1 holds for each
x ∈ BE(M + M0 + N∗) and each u ∈ BF (M + M0 + N∗);

(iii) for each g ∈ MA, each D ∈ DM (E), and each (x, u) ∈ X(G,D) satisfying
Ig(x, u) ≤ (M +M1)(T2−T1)+1 the inequality ||x(t)|| ≤ M2 holds for all t ∈ [T1, T2];

(iv) for each ε > 0 there exist Γ, δ > 0 such that for almost every t ∈ [T1, T2] the
inequality

|f(t, x1, u) − f(t, x2, u)| ≤ ε(f(t, x1, u) + ψ(t))

is valid for each x1, x2 ∈ BE(M2 + 1) satisfying ||x1 − x2|| ≤ δ and each u ∈ F
satisfying ||u|| ≥ Γ.

Remark 1.2. The existence of M0 in (A5)(i) follows from Lemma 2.5. The
existence of M1 in (A5)(ii) follows from (A2), and the existence of M2 in (A5)(iii)
follows from Lemma 2.7.

Let M > 0. Denote by LB,M the set of all functions f ∈ MB which satisfy the
following assumption:

(B5) There exist positive numbers M0,M1,M2, L, δ and an integrable scalar non-
negative function ψ(t), t ∈ [T1, T2], which depend only on f and M such that

(i) for each D ∈ DM (E) and each (x, u) ∈ X(G,D) which satisfies ||u(t)|| ≤ M +
N∗ for almost every t ∈ [T1, T2] the inequality ||x(t)|| ≤ M0 holds for all t ∈ [T1, T2];

(ii) for almost every t ∈ [T1, T2] the inequality f(t, x, u) ≤ M1 holds for each
x ∈ BE(M + M0 + N∗) and each u ∈ BF (M + M0 + N∗);

(iii) for each g ∈ MB , each D ∈ DM (E), and each (x, u) ∈ X(G,D) satisfying
Ig(x, u) ≤ (M +M1)(T2−T1)+1 the inequality ||x(t)|| ≤ M2 holds for all t ∈ [T1, T2];

(iv) for almost every t ∈ [T1, T2] the inequality

|f(t, x1, u) − f(t, x2, u)| ≤ L||x1 − x2||(f(t, x1, u) + ψ(t))

holds for each x1, x2 ∈ BE(M2 + 1) satisfying ||x1 − x2|| ≤ δ and each u ∈ F .
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Remark 1.3. The existence of M0 in (B5)(i) follows from Lemma 2.5. The
existence of M1 in (B5)(ii) follows from (B2) and the existence of M2 in (B5)(iii)
follows from Lemma 2.7.

The following theorem is our first main result. It is also an important ingredient
in the proofs of our other main results.

Theorem 1.1. Let M be a positive number. Then each integrand f ∈ LB,M

possesses the (M)-(SLR) property.
The next theorem follows from Theorem 1.1 and auxiliary results which are proved

in section 2.
Theorem 1.2. Let f ∈ MB satisfy the following assumption:
(B6) For each q > 0 there exist positive numbers L, δ and an integrable scalar

nonnegative function ψ(t), t ∈ [T1, T2], such that for almost every t ∈ [T1, T2] the
inequality

|f(t, x1, u) − f(t, x2, u)| ≤ L||x1 − x2||(f(t, x1, u) + ψ(t))

holds for each x1, x2 ∈ BE(q) satisfying ||x1 − x2|| ≤ δ and for each u ∈ F .
Then f possesses the strong Lipschitz regularity property.
Theorems 1.1 and 1.2 will be proved in section 3.
The next theorem implies that if M > 0 and if an integrand f belongs to LA,M ,

then the Lavrentiev phenomenon does not occur for the pair (f,D), where D ∈
DM (E).

Theorem 1.3. Let M, ε be positive numbers and let f ∈ LA,M . Then there exists
a neighborhood U of f in MA with the weak topology and K > 0 such that for each
g ∈ U and each D ∈ DM (E) there is (x, u) ∈ X(G,D) such that ||u(t)|| ≤ K for
almost every t ∈ [T1, T2] and Ig(x, u) ≤ inf(Ig;X(G,D)) + ε.

The next theorem follows from Theorem 1.3 and auxiliary results which are proved
in section 2.

Theorem 1.4. Let f ∈ MA satisfy the following assumption:
(A6) There exists an integrable scalar nonnegative function ψ(t), t ∈ [T1, T2], such

that for each q, ε > 0 there are Γ, δ > 0 such that for almost every t ∈ [T1, T2] the
inequality

|f(t, x1, u) − f(t, x2, u)| ≤ ε(f(t, x1, u) + ψ(t))

is valid for each x1, x2 ∈ BE(q) satisfying ||x1 − x2|| ≤ δ and each u ∈ F satisfying
||u|| ≥ Γ.

Then for each M, ε > 0 there exists a neighborhood U of f in MA with the
weak topology and K > 0 such that for each g ∈ U and each D ∈ DM (E) there is
(x, u) ∈ X(G,D) such that ||u(t)|| ≤ K for almost every t ∈ [T1, T2] and Ig(x, u) ≤
inf(Ig;X(G,D)) + ε.

Theorem 1.4 implies that if an integrand f ∈ MA satisfies assumption (A6), then
the Lavrentiev phenomenon does not occur for f . Theorems 1.3 and 1.4 will be proved
in section 4.

The following generic results (Theorems 1.5–1.7) will be obtained by using The-
orems 1.1 and 1.3 and an auxiliary density result which will be obtained in section 5.
They will be proved in section 6.

Theorem 1.5. Let M be a positive number. Then there exists an open (in the
weak topology) everywhere dense (in the strong topology) subset F ⊂ MB such that
each f ∈ F possesses the (M)-(SLR) property.
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Moreover, F ∩ Ma
B (respectively, F ∩ Ml

B, F ∩ Mc
B) contains an open (in the

weak topology) everywhere dense (in the strong topology) subset of Ma
B (respectively,

Ml
B, Mc

B).
Theorem 1.6. There exists a subset FB ⊂ MB which is a countable intersection

of open (in the weak topology) everywhere dense (in the strong topology) subsets of
MB such that each f ∈ FB possesses the (SLR) property.

Moreover, FB ∩ Ma
B (respectively, FB ∩ Ml

B, F ∩ Mc
B) contains a countable

intersection of open (in the weak topology) everywhere dense (in the strong topology)
subsets of Ma

B (respectively, Ml
B, Mc

B).
Theorem 1.7. There exists a subset FA ⊂ MA which is a countable intersection

of open (in the weak topology) everywhere dense (in the strong topology) subsets of
MA such that for each f ∈ FA the Lavrentiev phenomenon does not occur.

Moreover, FA∩Ml
A (respectively, FA∩Mc

A) contains a countable intersection of
open (in the weak topology) everywhere dense (in the strong topology) subsets of Ml

A

(respectively, Mc
A).

Section 7 contains examples of integrands for which the Lavrentiev phenomenon
does not occur and examples of integrands possessing the (SLR) property. These
examples include an optimal control problem which is not covered by the results of
[12], [19], [24].

Sarychev [18, Theorem 2.1] constructed a large class of integrands which exhibit
the Lavrentiev phenomenon. This class includes the famous example of Ball and Mizel
[7]. By Theorem 1.4 the Lavrentiev phenomenon does not occur for any integrand
f ∈ MA which satisfies assumption (A6). In section 8 we consider the class of
integrands studied in [18] and show that these integrands do not satisfy assumption
(A6).

Theorem 1.6 establishes that the (SLR) property holds for most integrands in
MB , and Theorem 1.7 establishes nonoccurrence of the Lavrentiev phenomenon for
most integrands in MA (in the sense of the Baire category) with respect to suitable
topologies defined on the spaces of integrands. Such an approach is often used in
many situations when a certain property is studied for the whole space rather than
for a single element of the space. See, for example, [5], [17], [23] and the references
mentioned there. Clearly in this approach a choice of topologies is of great importance.
As in [16], [23], [24], in the present paper the topologies are defined on the spaces of
integrands, which is quite natural. Note that in the variational analysis and in the
optimization theory there are other well-known topologies of variational character, like
epiconvergence or bounded Hausdorff convergence [3], [4]. In our case the convergence
with respect to these topologies means convergence in the space of functionals {If :
f ∈ M} (see (1.11)) on the set X(G,D), where M is either MA or MB and D is a
nonempty bounded subset of E. Two functionals If and Ig with f, g ∈ M are close in
these topologies if their epigraphs are close in some sense. These topologies are very
important and used for many optimization problems [3], [4]. It is not known whether
results comparable with those of our paper hold by using such topologies.

In this paper the space of integrands MB (MA, respectively) is equipped with
the two topologies where one is weaker than the other. They are called the weak and
the strong topologies, respectively. Note that if a set is Gδ and everywhere dense
with respect to one of these two topologies, then this fact does imply that the set
is Gδ and everywhere dense with respect to the other topology. We show that the
(SLR) property (nonoccurrence of the Lavrentiev phenomenon, respectively) holds for
all integrands which belong to a set that is a countable intersection of open (in the
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weak topology) everywhere dense (in the strong topology) sets. This implies that our
properties are generic with respect to any topology which is weaker than the strong
topology and is stronger than the weak topology.

The results which will be established in this paper are more complicated than
their prototypes in [24], where we study variational problems. Theorem 1.2, one of
our main results, establishes that an integrand f ∈ MB which satisfies (B6) possesses
the (SLR) property. In order to prove this result, as well as its prototype in [24], we
consider a trajectory-control pair (x, u) ∈ X(G,D) such that ||u(t)|| is very large on a
subset of [T1, T2] with a positive Lebesgue measure and construct another admissible
trajectory-control pair (y, v), which is an approximation of (x, u). The approximation
is constructed as follows: We put v(t) = u(t) for those t where ||u(t)|| is not too
large and use a bounded alternative for v(t) when ||u(t)|| is large. The trajectory y is
obtained as a solution of the differential equation

y′(t) = G(t, y(t), v(t)), t ∈ [T1, T2],(1.16)

y(T1) = x(T1).

Then we need to estimate carefully ||y(t) − x(t)|| and f(t, x(t), u(t)) − f(t, y(t), v(t))
for t ∈ [T1, T2]. In [24] and here the control v is constructed explicitly. Since in
[24] G(t, y, v) = v, (1.16) is very simple and its solution is a function y(t) = x(T1) +∫ t

T1
v(s)ds, t ∈ [T1, T2]. In [24] the explicit form of the trajectory y plays a crucial

role in estimations. In the present paper the right-hand side of (1.16) is very general,
and this makes the problem more difficult and less understood. The solution of (1.16)
cannot be obtained explicitly and even its existence is not obvious. In section 2 we will
develop a technique which allows us to obtain the existence of a solution y of (1.16)
and to estimate ||x(t)− y(t)|| for t ∈ [T1, T2]. These estimations will be used in order
to compare integrals If (x, u) and If (y, v). In [24], in order to show that the (SLR) is
generic in a space of integrands, we consider its subset, which contains all integrands
satisfying assumption (B6) (which implies the (SLR) property) and show that this
subset is everywhere dense. In this paper we cannot show that the set of all integrands
in MB satisfying assumption (B6) is an everywhere dense subset of the space MB

with the strong topology. It happens because the space MB is more complicated
than its analogue in [24]. In order to overcome this difficulty we introduce the (M)-
(SLR) property, which is a weakened version of the (SLR) property, introduce the
spaces LB,M , where M > 0, and show that any f ∈ LB,M possesses the (M)-(SLR)
property. Then we manage to show that all the spaces LB,M are everywhere dense
in MB with the strong topology. This allows us to obtain our generic result for the
space MB . Analogously we can compare the results for the space MA and for its
prototype in [24].

2. Auxiliary results.
Lemma 2.1 (see [21, Lemma 5.1]). Assume that t0 ∈ [T1, T2], y0 ∈ E, and

u : [T1, T2] → F is a strongly measurable function satisfying∫ T2

T1

φ(||u(t)||)dt < ∞,

∫ T2

T1

||G(t, 0, u(t))||dt < ∞.(2.1)

For each δ > 0, set Iδ = [t0 − δ, t0 + δ] ∩ [T1, T2]. Then the following assertions hold:
1. There are δ > 0 and y ∈ W 1,1(Iδ;E) such that

y(t0) = y0, y
′(t) = G(t, y(t), u(t)), t ∈ Iδ a.e..(2.2)
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2. If δ1, δ2 > 0 and if for i = 1, 2, yi ∈ W 1,1(Iδi ;E) satisfies (2.2) with y = yi,
δ = δi, then there is δ3 ∈ (0,min{δ1, δ2}) such that y1(t) = y2(t) for all t ∈ Iδ3 .

Lemma 2.2 (see [21, Lemma 5.2]). Assume that u : [T1, T2] → F is a strongly
measurable function satisfying (2.1), T1 < S ≤ T2, y1, y2 ∈ W 1,1(T1, S;E) satisfy
y1(T1) = y2(T1), and that for i = 1, 2,

y′i(t) = G(t, yi(t), u(t)), t ∈ [T1, T2] a.e..

Then y1(t) = y2(t) for all t ∈ [T1, S].
Lemma 2.3. Assume that y0 ∈ E, M0 is a positive number, and that u : [T1, T2] →

F is a strongly measurable function such that

||u(t)|| ≤ M0, t ∈ [T1, T2] a.e..(2.3)

Then there exists y ∈ W 1,1(T1, T2;E) such that

y(T1) = y0, y
′(t) = G(t, y(t), u(t)), t ∈ [T1, T2] a.e..(2.4)

Proof. Since the function φ is increasing and G is bounded on bounded subsets
of [T1, T2] × E × F, it follows from (2.3) that (2.1) holds.

Denote by Ω the set of all S ∈ (T1, T2] such that there exists y ∈ W 1,1(T1, S;E),
which satisfies

y(T1) = y0, y
′(t) = G(t, y(t), u(t)), t ∈ [T1, S] a.e..

In view of (2.1) and Lemma 2.1, Ω �= ∅. Set

S0 = sup{τ : τ ∈ Ω}.(2.5)

By (2.1), Lemma 2.2, the definition of Ω, and (2.5) there is a function y : [T1, S0) → E
such that for each τ ∈ (T1, S0) we have y ∈ W 1,1(T1, τ ;E),

y(T1) = y0, and y′(t) = G(t, y(t), u(t)), t ∈ [T1, S0) a.e..(2.6)

We show that there exists limt→S−
0
y(t) in the norm topology of E. Let T1 ≤ τ < S0.

It follows from (2.6), (1.3), (2.3), (2.1), and the monotonicity of φ that

||y(τ)|| ≤ ||y0|| +
∫ τ

T1

||G(t, y(t), u(t))||dt ≤ ||y0|| +
∫ τ

T1

||G(t, 0, u(t))||dt

+

∫ τ

T1

||G(t, y(t), u(t)) −G(t, 0, u(t))||dt ≤ ||y0|| +
∫ τ

T1

||G(t, 0, u(t))||dt

+

∫ τ

T1

c0||y(t)||φ(||u(t)||)dt ≤ ||y0|| +
∫ τ

T1

||G(t, 0, u(t))||dt

+

∫ τ

T1

c0||y(t)||φ(M0)dt ≤ ||y0|| +
∫ T2

T1

||G(t, 0, u(t))||dt + c0φ(M0)

∫ τ

T1

||y(t)||dt.

In view of this inequality and Gronwall’s inequality for any τ ∈ [T1, S0),

||y(τ)|| ≤
[
||y0|| +

∫ T2

T1

||G(t, 0, u(t))||dt
]

exp(c0φ(M0)(T2 − T1)).(2.7)
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Let T1 ≤ t1 < t2 < S0. By (2.6), (1.3), (2.3), and the monotonicity of φ,

||y(t2) − y(t1)|| ≤
∫ t2

t1

||G(t, y(t), u(t))||dt

≤
∫ t2

t1

||G(t, 0, u(t))||dt +

∫ t2

t1

||G(t, y(t), u(t)) −G(t, 0, u(t))||dt

≤
∫ t2

t1

||G(t, 0, u(t))||dt +

∫ t2

t1

c0φ(||u(t)||)||y(t)||dt

≤
∫ t2

t1

||G(t, 0, u(t))||dt + c0φ(M0)

∫ t2

t1

||y(t)||dt.

It follows from this relation, (2.1), and (2.7) that

||y(t2) − y(t1)|| → 0 as t1, t2 → S−
0 .

Therefore there exists limt→S−
0
y(t) in the norm topology which is denoted by y(S0).

It follows from (1.3), (2.7), the monotonicity of φ, (2.1), and (2.7) that

∫ S0

T1

||G(t, y(t), u(t))||dt ≤
∫ S0

T1

||G(t, 0, u(t))||dt +

∫ S0

T1

c0||y(t)||φ(||u(t)||)dt

≤
∫ S0

T1

||G(t, 0, u(t))||dt + c0φ(M0)

∫ S0

T1

||y(t)||dt < ∞.

Together with (2.6) and the equality y(S0) = limτ→S−
0
y(τ) this inequality implies

that

y ∈ W 1,1(T1, S0;E).(2.8)

In order to complete the proof of the lemma it is sufficient to show that S0 = T2.
Let us assume that S0 < T2. Then by (2.1) and Lemma 2.1 there exist ε ∈

(0, T2 − S0) and z ∈ W 1,1(S0, S0 + ε;E) such that

z(S0) = y(S0), z
′(t) = G(t, z(t), u(t)), t ∈ [S0, S0 + ε] a.e..

Combined with (2.8) and (2.6), these relations imply that S0 + ε ∈ Ω, a contradiction.
The contradiction we have reached proves that S0 = T2. Lemma 2.3 is proved.

Lemma 2.4. Let u : [T1, T2] → F be a strongly measurable function, x ∈
W 1,1(T1, T2;E) satisfy

x′(t) = G(t, x(t), u(t)), t ∈ [T1, T2] a.e.,(2.9)

and let ∫ T2

T1

||u(t)||dt < ∞, M0 > N∗, Ω = {t ∈ [T1, T2] : ||u(t)|| > M0}.(2.10)

Assume that

v(t) = u(t), t ∈ [T1, T2] \ Ω, v(t) = u∗(t), t ∈ Ω(2.11)
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and that y ∈ W 1,1(T1, T2;E) satisfies

y(T1) = x(T1), y
′(t) = G(t, y(t), v(t)), t ∈ [T1, T2] a.e..(2.12)

Then for each τ ∈ [T1, T2],

||y(τ)−x(τ)|| ≤ 2c0φ(sup{||x(s)|| : s ∈ [T1, T2]})
∫

Ω

||u(t)||dt exp

(
c0

∫ T2

T1

φ(||v(t)||)dt
)
.

Proof. Set

M1 = sup{||x(t)|| : t ∈ [T1, T2]},(2.13)

d =

∫
Ω

||u(t)||dt.(2.14)

Let τ ∈ (T1, T2]. It follows from (2.9), (2.12), (1.3), (2.11), (2.10), (1.4), the mono-
tonicity of φ, (1.5), (2.13), and (2.14) that

||y(τ) − x(τ)|| = ||
∫ τ

T1

G(t, y(t), v(t))dt−
∫ τ

T1

G(t, x(t), u(t))||

≤
∫ τ

T1

||G(t, y(t), v(t)) −G(t, x(t), v(t))||dt +

∫ τ

T1

||G(t, x(t), v(t)) −G(t, x(t), u(t))||dt

≤ c0

∫ τ

T1

||y(t) − x(t)||φ(||v(t)||)dt + c0

∫ τ

T1

||u(t) − v(t)||φ(||x(t)||)dt

≤ c0

∫ τ

T1

||y(t) − x(t)||φ(||v(t)||)dt + c0φ(M1)

∫
[T1,τ ]∩Ω

||u(t) − v(t)||dt

≤ c0

∫ τ

T1

||y(t) − x(t)||φ(||v(t)||)dt + c0φ(M1)

[∫
Ω

||u(t)||dt + N∗mes(Ω)

]

≤ c0

∫ τ

T1

||y(t) − x(t)||φ(||v(t)||)dt + c0φ(M1)2d.

By this inequality and Gronwall’s inequality, for each τ ∈ [T1, T2] we get

||y(τ) − x(τ)|| ≤ 2c0dφ(M1)exp

(
c0

∫ T2

T1

φ(||v(t)||)dt
)
.

This completes the proof of Lemma 2.4.
Lemma 2.5. Let M > 0. Then there is M0 > 0 such that for each D ∈ DM (E)

and each (x, u) ∈ X(G,D) which satisfies ||u(t)|| ≤ M for almost every t ∈ [T1, T2]
the inequality ||x(t)|| ≤ M0 holds for all t ∈ [T1, T2].

Proof. Since G is bounded on any bounded subset of [T1, T2] × E × F there is
M1 > 0 such that

||G(t, 0, z)|| ≤ M1 for each t ∈ [T1, T2] and each z ∈ BF (M).(2.15)

Set

M0 = [M + M1(T2 − T1)]exp(c0φ(M)(T2 − T1)).(2.16)
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Assume that

D ∈ DM (E), (x, u) ∈ X(G,D), ||u(t)|| ≤ M for t ∈ [T1, T2] a.e..(2.17)

By (2.17), (1.6), (2.15), (1.3), and the monotonicity of φ for any t ∈ [T1, T2],

||x(t)|| ≤ ||x(T1)|| +
∫ t

T1

||G(s, x(s), u(s))||ds

≤ M +

∫ t

T1

||G(s, 0, u(s))||ds +

∫ t

T1

||G(s, x(s), u(s)) −G(s, 0, u(s))||ds

≤ M + M1(T2 − T1) +

∫ t

T1

c0||x(s)||φ(||u(s)||)ds

≤ M + M1(T2 − T1) + c0φ(M)

∫ t

T1

||x(s)||ds.

It follows from this inequality, (2.16), and Gronwall’s inequality that for each t ∈
[T1, T2],

||x(t)|| ≤ [M + M1(T2 − T1)]exp(c0φ(M)(T2 − T1)) = M0.

Lemma 2.5 is proved.
Lemmas 2.3 and 2.5, (1.5), and (A2) imply the following auxiliary result.
Lemma 2.6. Let M > 0 and f ∈ MA. Then there is M1 > 0 such that for each

D ∈ DM (E),

inf(If ;X(D,G)) ≤ M1.

Lemma 2.7. Let M0,M1 > 0. Then there exists M2 > 0 such that for each
g ∈ MA, each D ∈ DM0(E), and each (x, u) ∈ X(G,D) satisfying Ig(x, u) ≤ M1, the
inequality ||x(t)|| ≤ M2 holds for all t ∈ [T1, T2].

Proof. Set

M2 = M0 + c−1
1 M1 + c−1

1

∫ T2

T1

λ0(s)ds.(2.18)

Assume that

g ∈ MA, D ∈ DM0
(E), (x, u) ∈ X(G,D), Ig(x, u) ≤ M1.(2.19)

Let t ∈ [T1, T2]. It follows from (2.19), (1.6), (1.7), and (2.18) that

||x(t)|| ≤ ||x(T1)||+
∫ t

T1

||G(s, x(s), u(s))||ds ≤ M0+

∫ T2

T1

c−1
1 [g(s, x(s), u(s))+λ0(s)]ds

≤ M0 + c−1
1 M1 + c−1

1

∫ T2

T1

λ0(s)ds = M2.

Lemma 2.7 is proved.
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3. Proofs of Theorems 1.1 and 1.2. In this section we establish the following
result.

Theorem 3.1. Let M be a positive number and let f ∈ LB,M . Then there exists
K > N∗, Δ1 > 0 such that for each g ∈ MB satisfying (f, g) ∈ EBw(K,M), each D ∈
DM (E), and each (x, u) ∈ X(G,D) which satisfies Ig(x, u) ≤ inf(Ig;X(G,D)) + 1,
the following assertion holds: If the set Ω := {t ∈ [T1, T2] : ||u(t)|| > K}) has a
positive Lebesgue measure, then there exists (y, v) ∈ X(G,D) such that

Ig(y, v) < Ig(x, u) −M

∫
Ω

||u(t)||dt, ||x(t) − y(t)|| ≤ Δ1

∫
Ω

||u(t)||dt, t ∈ [T1, T2],

v(t) = u(t), t ∈ [T1, T2] \ Ω, v(t) = u∗(t), t ∈ Ω.

It is clear that Theorem 3.1 implies Theorem 1.1.
Proof of Theorem 3.1. Since f ∈ LB,M , assumption (B5) holds for f . Let L > 1,

positive numbers M0,M1,M2, δ, and an integrable scalar nonnegative function ψ(t),
t ∈ [T1, T2], be as guaranteed by (B5). In view of (B2) there is M3 > 0 such that for
almost every t ∈ [T1, T2] the following inequality holds:

f(t, h, ξ) ≤ M3 for each h ∈ BE(M2 + N∗ + 1) and each ξ ∈ BF (M2 + N∗ + 1).
(3.1)

Set

κ = 2c0φ(M2)exp(c0c
−1
2 c3(T2 − T1) + c0c

−1
2 ((M + M1)(T2 − T1) + 1)),(3.2)

Δ1 = (κ + 1)

[
1 + L + M + L(3M + M1 + c3)(T2 − T1) + L

∫ T2

T1

ψ(t)dt

]
(3.3)

and choose γ ∈ (0, 1) such that

γc−1
2 ((M + M1)(T2 − T1) + 1 + c3(T2 − T1))κ < 8−1 min{1, δ},(3.4)

(4γ)−1c2 ≥ 8Δ1.

By (1.2) there exists a positive number K such that

K > 16(M + M0 + M1 + M2 + M3 + N∗ + 1 + c3),(3.5)

φ(t)t−1 ≥ max{γ−1, c−1
2 } for all t ≥ K.(3.6)

Assume that

g ∈ MB , (f, g) ∈ EBw(K,M), D ∈ DM (E),(3.7)

(x, u) ∈ X(G,D), Ig(x, u) ≤ inf(Ig;X(G,D)) + 1,(3.8)

mes({t ∈ [T1, T2] : ||u(t)|| > K}) > 0.(3.9)

Set

Ω = {t ∈ [T1, T2] : ||u(t)|| > K}, d =

∫
Ω

||u(t)||dt.(3.10)
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Relations (3.9), (3.10), and (3.5) imply that

d > 0.(3.11)

We will show that ||x(t)|| ≤ M2 for all t ∈ [T1, T2] and Ig(x, u) ≤ (M+M1)(T2−T1)+1.
By Lemma 2.3 and (1.5) there exists x∗ ∈ W 1,1(T1, T2;E) such that

(x∗, u∗) ∈ X(G,D).(3.12)

In view of this inclusion, (3.7), (1.5), the choice of M0, and (B5)(i),

||x∗(t)|| ≤ M0 for all t ∈ [T1, T2].(3.13)

It follows from the choice of M1, (B2)(ii), (3.13), and (1.5) that for almost every
t ∈ [T1, T2],

f(t, x∗(t), u∗(t)) ≤ M1.(3.14)

By (3.14), (3.13), (1.5), (3.5), (3.7), and (1.15) for almost every t ∈ [T1, T2],

g(t, x∗(t), u∗(t)) ≤ f(t, x∗(t), u∗(t)) + M ≤ M + M1.

Together with (3.8) and (3.12) this inequality implies that

Ig(x, u) ≤ Ig(x∗, u∗) + 1 ≤ (M + M1)(T2 − T1) + 1.(3.15)

It follows from this inequality, the choice of M2, (B5)(iii), (3.7), and (3.8) that

||x(t)|| ≤ M2 for all t ∈ [T1, T2].(3.16)

By (3.10), (3.6), (1.13), and (3.15),

d =

∫
Ω

||u(t)||dt ≤
∫

Ω

γφ(||u(t)||)dt ≤ γ

∫ T2

T1

φ(||u(t)||)dt

≤ γ

∫ T2

T1

c−1
2 [g(t, x(t), u(t)) + c3]dt = γc−1

2 (Ig(x, u) + c3(T2 − T1))

≤ γc−1
2 ((M + M1)(T2 − T1) + 1 + c3(T2 − T1)).(3.17)

Equation (3.10) implies that

mes(Ω) ≤ K−1d.(3.18)

Set

v(t) = u(t), t ∈ [T1, T2] \ Ω, v(t) = u∗(t), t ∈ Ω.(3.19)

It is clear that v : [T1, T2] → F is a strongly measurable function. Relations (3.19),
(1.5), (3.10), and (3.5) imply that

||v(t)|| ≤ K, t ∈ [T1, T2] a.e..(3.20)

In view of (3.20), Lemma 2.3, and (3.8) there exists y ∈ W 1,1(T1, T2;E) such that

y(T1) = x(T1), (y, v) ∈ X(G,D).(3.21)
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It follows from Lemma 2.4 (with M0 = K), (3.8), (3.5), (3.17), (3.10), (3.21), (3.19),
and (3.16) that for each t ∈ [T1, T2]

||y(t) − x(t)|| ≤ exp

(
c0

∫ T2

T1

φ(||v(t)||)dt
)

2c0

(∫
Ω

||u(t)||dt
)
φ(M2).(3.22)

By (3.19), (1.5), (3.10), (3.5), the monotonicity of φ, (1.13), and (3.15),∫ T2

T1

φ(||v(t)||)dt ≤
∫ T2

T1

φ(||u(t)||)dt ≤ c−1
2

∫ T2

T1

[g(t, x(t), u(t)) + c3]dt

≤ c−1
2 c3(T2 − T1) + c−1

2 [(M + M1)(T2 − T1) + 1].

Combined with (3.22), (3.10), and (3.2) this inequality implies that

||y(t) − x(t)|| ≤ dκ, t ∈ [T1, T2].(3.23)

It follows from (3.23), (3.17), and (3.4) that for all t ∈ [T1, T2],

||y(t) − x(t)|| ≤ dκ ≤ γc−1
2 ((M + M1)(T2 − T1) + 1 + c3(T2 − T1))κ < 8−1 min{1, δ}.

(3.24)

Relations (3.24) and (3.16) imply that

||y(t)|| ≤ M2 + 8−1, t ∈ [T1, T2].(3.25)

We will estimate Ig(x, u) − Ig(y, v). It is clear that

Ig(x, u) − Ig(y, v) =

∫
Ω

g(t, x(t), u(t))dt−
∫

Ω

g(t, y(t), v(t))dt(3.26)

+

∫
[T1,T2]\Ω

g(t, x(t), u(t))dt−
∫

[T1,T2]\Ω
g(t, y(t), v(t))dt.

It follows from (3.25), (3.19), (1.5), and the choice of M3 (see (3.1)) that for almost
every t ∈ Ω, f(t, y(t), v(t)) ≤ M3. Together with (3.7), (1.15), (3.25), (3.19), (1.5),
and (3.5) this inequality implies that for almost every t ∈ Ω,

g(t, y(t), v(t)) ≤ M + f(t, y(t), v(t)) ≤ M + M3.(3.27)

In view of (1.13), the monotonicity of φ, (3.10), (3.6), and (3.5) for every t ∈ Ω,

g(t, x(t), u(t)) ≥ c2φ(||u(t)||) − c3 ≥ c2φ(K) − c3 ≥ K − c3 ≥ K/2.(3.28)

Relations (3.28), (3.27), and (3.5) imply that for almost every t ∈ Ω,

g(t, x(t), u(t)) − g(t, y(t), v(t)) ≥ g(t, x(t), u(t)) − (M + M3)

≥ g(t, x(t), u(t)) −K/16 ≥ (7/8)g(t, x(t), u(t)).

Therefore ∫
Ω

g(t, x(t), u(t))dt−
∫

Ω

g(t, y(t), v(t))dt ≥ (7/8)

∫
Ω

g(t, x(t), u(t))dt.(3.29)
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By (3.19), (3.25), (3.16), (3.24), the choice of L, δ, and (B5)(iv), for almost every
t ∈ [T1, T2] \ Ω,

|f(t, x(t), u(t)) − f(t, y(t), v(t))| = |f(t, x(t), u(t)) − f(t, y(t), u(t))|(3.30)

≤ L||x(t) − y(t)||(f(t, x(t), u(t)) + ψ(t)).

It follows from (3.7), (1.15), (3.5), (3.19), (3.10), (3.30), (3.25), (3.16), and (3.23) that
for almost every t ∈ [T1, T2] \ Ω,

|g(t, x(t), u(t)) − g(t, y(t), v(t))| = |g(t, x(t), u(t)) − g(t, y(t), u(t))|

≤ |f(t, x(t), u(t)) − f(t, y(t), u(t))| + |(g − f)(t, x(t), u(t)) − (g − f)(t, y(t), u(t))|

≤ L||x(t) − y(t)||(f(t, x(t), u(t)) + ψ(t)) + M ||x(t) − y(t)||

≤ L||x(t) − y(t)||(g(t, x(t), u(t)) + M + ψ(t)) + M ||x(t) − y(t)||

≤ dκ[L(g(t, x(t), u(t)) + M + ψ(t)) + M ].

By this relation, (1.13), (3.15), and (3.3),∣∣∣∣∣
∫

[T1,T2]\Ω
g(t, x(t), u(t))dt−

∫
[T1,T2]\Ω

g(t, y(t), v(t))dt

∣∣∣∣∣(3.31)

≤ dκ

∫
[T1,T2]\Ω

[L(g(t, x(t), u(t)) + M + ψ(t)) + M ]dt

≤ dκ

∫ T2

T1

[L(g(t, x(t), u(t)) + c3 + M + ψ(t)) + M ]dt

≤ dκ

[
LIg(x, u) + L(c3 + M)(T2 − T1) + L

∫ T2

T1

ψ(t)dt + M(T2 − T1)

]

≤ dκ

[
L(M + M1)(T2 − T1) + L(c3 + M)(T2 − T1)

+L

∫ T2

T1

ψ(t)dt + M(T2 − T1) + L

]
≤ dΔ1.

It follows from (1.13), (3.10), (3.6), and (3.5) that for all t ∈ Ω,

g(t, x(t), u(t)) ≥ c2φ(||u(t)||) − c3

≥ c2γ
−1||u(t)|| − c3 ≥ c2γ

−1||u(t)|| − ||u(t)|| = ||u(t)||(c2γ−1 − 1) ≥ c2γ
−12−1||u(t)||.

Combined with (3.29), (3.10), and (3.4), this inequality implies that∫
Ω

g(t, x(t), u(t))dt−
∫

Ω

g(t, y(t), v(t))dt ≥ (7/8)c2γ
−12−1

∫
Ω

||u(t)||dt

≥ (2γ)−1(7/8)c2d ≥ 8Δ1d.

Together with (3.31), (3.26), and (3.3) this inequality implies that Ig(x, u)−Ig(y, v) ≥
7dΔ1 > Md. This completes the proof of Theorem 3.1.

Proof of Theorem 1.2. Lemma 2.5, (B2), and Lemma 2.7 imply that f ∈ LB,M

for each M > 0. Theorem 1.2 now follows from Theorem 1.1.
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4. Proofs of Theorems 1.3 and 1.4.
Proof of Theorem 1.3. Since f ∈ LA,M assumption (A5) holds. Let positive

numbers M0,M1,M2 and an integrable scalar nonnegative function ψ(t), t ∈ [T1, T2],
be as guaranteed by (A5). Choose a positive number ε0 such that

ε0 < 16−1 min{ε, 1,M}(T2 − T1 + 1)−1,(4.1)

ε0

[
(M + M1)(T2 − T1) + 3(T2 − T1) +

∫ T2

T1

λ1(t)dt +

∫ T2

T1

ψ(t)dt

]
< ε/8.

Set

κ = c−1
2

[
(M + M1)(T2 − T1) + 1 +

∫ T2

T1

λ1(t)dt

]
.(4.2)

In view of (A2) there is M3 > 0 such that for almost every t ∈ [T1, T2],

f(t, h, ξ) ≤ M3 for each h ∈ BE(M2 + N∗ + 1) and each ξ ∈ BF (M2 + N∗ + 1).
(4.3)

Since the function λ1 is integrable there exists

ε1 ∈ (0, ε0)(4.4)

such that

∫
e

λ1(t)dt ≤ ε/8 for each Lebesgue measurable set e ⊂ [T1, T2] satisfying mes(e) ≤ ε1.

(4.5)

By the choice of M0,M1,M2, ψ, and (A5)(iv) there exist Γ > 0, δ̄ ∈ (0, 1/4) such that
for almost every t ∈ [T1, T2] the inequality,

|f(t, x1, u) − f(t, x2, u)| ≤ ε0(f(t, x1, u) + ψ(t))(4.6)

holds for each x1, x2 ∈ BE(M2 +1) satisfying ||x1−x2|| ≤ δ̄ and each u ∈ F satisfying
||u|| ≥ Γ.

By (A3) there is

δ ∈ (0, δ̄)(4.7)

such that for almost every t ∈ [T1, T2],

|f(t, x1, u) − f(t, x2, u)| ≤ ε0(4.8)

for each u ∈ BF (Γ+M2+1) and each x1, x2 ∈ BE(Γ+M2+1) satisfying ||x1−x2|| ≤ δ.
Choose a number γ ∈ (0, 1) such that

γ(c2 + 1)[exp(c0κ)2c0φ(M2)c
−1
2 κ] < δ, γ(c2 + 1)c−1

2 (κ + 1) < ε1.(4.9)

By (1.2) we choose a positive number K such that

K > 16(M + M0 + M1 + M2 + Γ + N∗ + 1),(4.10)
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φ(t)/t ≥ γ−1 for all t ≥ K and φ(K) > (M3 + 1)c−1
2 .(4.11)

Set

U = {g ∈ MA : (f, g) ∈ EAw(K, ε0)}.(4.12)

Assume that

g ∈ U , D ∈ DM (E).(4.13)

In order to prove the theorem, it is sufficient to show that there exists

(y, v) ∈ X(G,D)(4.14)

such that

||v(t)|| ≤ K, t ∈ [T1, T2] a.e. and Ig(y, v) ≤ inf(Ig;X(G,D)) + ε.(4.15)

There exists a trajectory-control pair (x, u) such that

(x, u) ∈ X(G,D), Ig(x, u) ≤ inf(Ig;X(G,D)) + 4−1 min{ε, 1}.(4.16)

We may assume without loss of generality that

mes({t ∈ [T1, T2] : ||u(t)|| > K}) > 0.(4.17)

Set

Ω0 = {t ∈ [T1, T2] : ||u(t)|| > K}, Ω1 = {t ∈ [T1, T2] : ||u(t)|| ≤ Γ},(4.18)

Ω2 = [T1, T2] \ (Ω0 ∪ Ω1), d =

∫
Ω0

||u(t)||dt.

By Lemma 2.3 and (1.5) there exists x∗ ∈ W 1,1(T1, T2;E) such that (3.12) holds.
In view of (3.12), (4.13), (1.5), the choice of M0, and (A5)(i), relation (3.13) holds.
It follows from the choice of M1, (A2)(ii), (3.13), and (1.5) that for almost every
t ∈ [T1, T2], relation (3.14) holds.

By (3.14), (3.13), (1.5), (4.10), (4.12), (4.13), (4.1), and (1.10) for almost every
t ∈ [T1, T2],

g(t, x∗(t), u∗(t)) ≤ f(t, x∗(t), u∗(t)) + ε0 ≤ M1 + M.

Together with (4.16) and (3.12) this inequality implies that

Ig(x, u) ≤ Ig(x∗, u∗) + 1 ≤ (M + M1)(T2 − T1) + 1.(4.19)

It follows from (4.19), (A5)(iii), (4.13), (4.24), and the choice of M2 that

||x(t)|| ≤ M2 for all t ∈ [T1, T2].(4.20)

By (4.18), (4.11), (1.8), (4.19), and (4.2),

d =

∫
Ω0

||u(t)||dt ≤
∫

Ω0

γφ(||u(t)||)dt ≤ γ

∫ T2

T1

φ(||u(t)||)dt(4.21)

≤ γ

∫ T2

T1

c−1
2 [g(t, x(t), u(t)) + λ1(t)]dt

≤ γc−1
2

[
(M + M1)(T2 − T1) + 1 +

∫ T2

T1

λ1(t)dt

]
≤ γκ.
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Relation (4.18) implies that

mes(Ω0) ≤ K−1

∫
Ω0

||u(t)||dt ≤ d/K.(4.22)

Set

v(t) = u(t), t ∈ [T1, T2] \ Ω0, v(t) = u∗(t), t ∈ Ω0.(4.23)

Clearly v : [T1, T2] → F is a strongly measurable function. Relations (4.23), (4.18),
(1.5), and (4.10) imply that

||v(t)|| ≤ K, t ∈ [T1, T2] a.e..(4.24)

In view of (4.24), Lemma 2.3, (4.13), and (4.16) there exists y ∈ W 1,1(T1, T2;E) such
that

y(T1) = x(T1), (y, v) ∈ X(G,D).(4.25)

It follows from Lemma 2.4 (with M0 = K), (4.16), (4.10), (4.18), (4.23), (4.25), (4.21),
(4.20), and the monotonicity of φ that for each t ∈ [T1, T2],

||y(t) − x(t)|| ≤ exp

(
c0

∫ T2

T1

φ(||v(t)||)dt
)

2c0

(∫
Ω0

||u(t)||dt
)
φ(M2).(4.26)

By (4.23), (4.18), (4.10), (1.5), the monotonicity of φ, and (1.8),

∫ T2

T1

φ(||v(t)||)dt ≤
∫ T2

T1

φ(||u(t)||)dt ≤ c−1
2

∫ T2

T1

[g(t, x(t), u(t)) + λ1(t)]dt

≤ c−1
2

[
(M + M1)(T2 − T1) + 1 +

∫ T2

T1

λ1(t)dt

]
.

Combined with (4.2), (4.26), (4.18), (4.21), and (4.9) this inequality implies that for
each t ∈ [T1, T2],

||y(t) − x(t)|| ≤ exp(c0κ)2c0dφ(M2) ≤ exp(c0κ)2c0φ(M2)κγ < δ.(4.27)

Together with the inequality δ < 1/4 and (4.20) this inequality implies that

||y(t)|| ≤ M2 + 1/4 for all t ∈ [T1.T2].(4.28)

We will estimate Ig(x, u) − Ig(y, v). It follows from (4.23), (1.5), (4.28), and (4.3)
that for almost every t ∈ Ω0, f(t, y(t), v(t)) ≤ M3. Together with (4.28), (4.23), (1.5),
(4.13), (4.12), (4.1), (4.10), and (1.10) this inequality implies that for almost every
t ∈ Ω0,

g(t, y(t), v(t)) ≤ f(t, y(t), v(t)) + ε0 < f(t, y(t), v(t)) + 1 ≤ M3 + 1.(4.29)

In view of (4.18), (1.8), and the monotonicity of φ for every t ∈ Ω0,

g(t, x(t), u(t)) ≥ c2φ(||u(t)||) − λ1(t) ≥ c2φ(K) − λ1(t).
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By this inequality, (4.29), and (4.10),∫
Ω0

g(t, x(t), u(t))dt−
∫

Ω0

g(t, y(t), v(t))dt

≥ c2φ(K)mes(Ω0) −
∫

Ω0

λ1(t)dt− (M3 + 1)mes(Ω0) ≥ −
∫

Ω0

λ1(t)dt.(4.30)

Relations (4.21), (4.22), (4.10), and (4.9) imply that mes(Ω0) ≤ d ≤ γκ < ε1. To-
gether with (4.5) this inequality implies that

∫
Ω0

λ1(t)dt ≤ ε/8. Combined with (4.30)
this inequality implies that∫

Ω0

g(t, x(t), u(t))dt−
∫

Ω0

g(t, y(t), v(t))dt ≥ −ε/8.(4.31)

By (4.28), (4.20), (4.18), (4.10), (4.23), (4.13), (4.12), and (1.10) for almost every
t ∈ [T1, T2] \ Ω0,

|f(t, y(t), v(t)) − g(t, y(t), v(t))| ≤ ε0, |f(t, x(t), u(t)) − g(t, x(t), u(t))| ≤ ε0.(4.32)

It follows from (4.18), (4.10), (4.23), (4.28), (4.20), the choice of δ (see (4.7)), and
(4.27) that for almost every t ∈ Ω1,

|f(t, x(t), u(t)) − f(t, y(t), v(t))| = |f(t, x(t), u(t)) − f(t, y(t), u(t))| ≤ ε0.

Combined with (4.32) this relation implies that for almost every t ∈ Ω1,

|g(t, x(t), u(t)) − g(t, y(t), v(t))| ≤ |f(t, x(t), u(t)) − f(t, y(t), v(t))| + 2ε0 ≤ 3ε0.

Together with (4.1) this relation implies that∣∣∣∣
∫

Ω1

g(t, x(t), u(t))dt−
∫

Ω1

g(t, y(t), v(t))dt

∣∣∣∣ ≤ 3ε0(T2 − T1) < ε/8.(4.33)

By (4.18), (4.23), (4.28), (4.20), the choice of Γ, δ̄ (see (4.6)), (4.8), (4.7), and (4.27)
for almost every t ∈ Ω2,

|f(t, x(t), u(t)) − f(t, y(t), v(t))| = |f(t, x(t), u(t)) − f(t, y(t), u(t))|

≤ ε0(f(t, x(t), u(t)) + ψ(t)).

Combined with (4.32) this relation implies that for almost every t ∈ Ω2,

|g(t, x(t), u(t)) − g(t, y(t), v(t))| ≤ |f(t, x(t), u(t)) − f(t, y(t), v(t))| + 2ε0

≤ ε0(f(t, x(t), u(t)) + ψ(t)) + 2ε0 ≤ ε0(g(t, x(t), u(t)) + ψ(t) + 3).

It follows from this relation, (1.8), (4.19), and (4.1) that∣∣∣∣
∫

Ω2

g(t, x(t), u(t))dt−
∫

Ω2

g(t, y(t), v(t))dt

∣∣∣∣ ≤ ε0

∫
Ω2

(g(t, x(t), u(t)) + ψ(t) + 3)dt

≤ ε0

∫ T2

T1

(g(t, x(t), u(t)) + λ1(t) + ψ(t) + 3)dt

≤ ε0

[
(M + M1)(T2 − T1) + 1 + 3(T2 − T1) +

∫ T2

T1

λ1(t)dt +

∫ T2

T1

ψ(t)dt

]
< ε/8.
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By this inequality, (4.33), (4.31), and (4.18), Ig(x, u) − Ig(y, v) ≥ −3ε/8. To-
gether with (4.16) this relation implies that Ig(y, v) ≤ inf(Ig;X(G,D)) + 3ε/4. This
completes the proof of Theorem 1.3.

Proof of Theorem 1.4. Lemma 2.5, (A2), and Lemma 2.7 imply that f ∈ LA,M

for each M > 0. Theorem 1.4 now follows from Theorem 1.3.

5. A density result. In this section we prove the following result.
Proposition 5.1. Let f ∈ MA and let ε,N,M be positive numbers. Then there

exists g ∈ LA,M such that
• (f, g) ∈ EAs(N, ε);
• if f ∈ Ml

A (respectively, f ∈ Mc
A), then g ∈ Ml ∩ LA,M (respectively, g ∈

LA,M ∩Mc
A);

• if λ1(t) = c3 for all t ∈ [T1, T2] and if f ∈ MB (respectively, f ∈ Ma
B,

f ∈ Ml
B, f ∈ Mc

B), then g ∈ LB,M (respectively, g ∈ LB,M ∩Ma
B, g ∈ LB,M ∩Ml

B,
g ∈ LB,M ∩Mc

B) and there are constants M0 > 0,M1 > 2,M2 > 0, L > 0 such that
(B5)(i) and (B5)(iii) hold for g and that for almost every t ∈ [T1, T2],

g(t, x, u) ≤ M1 − 2 for each x ∈ BE(M +M0 +N∗) and each u ∈ BF (M +M0 +N∗),

|g(t, x1, u) − g(t, x2, u)| ≤ L||x1 − x2|| for each x1, x2 ∈ BE(M2 + 1) and each u ∈ F.

In the proof of Proposition 5.1 we use the following auxiliary result which is
proved in a straightforward manner.

Lemma 5.1. Let f1, f2 : [T1, T2] × E × F → R1 be scalar functions. Then the
following assertions hold:

1. If (A1)–(A3) hold for f1, f2, then (A1)–(A3) hold for f1 + f2, f1f2.
2. If (B1)–(B3) hold for f1, f2, then (B1)–(B3) hold for f1 + f2, f1f2.
Proof of Proposition 5.1. Consider a function φ̃ : [0,∞) → [0,∞) such that for

each integer i ≥ 0,

φ̃(i) = φ(i + 1), φ̃(αi + (1 − α)(i + 1)) = αφ̃(i) + (1 − α)φ̃(i + 1) for all α ∈ [0, 1].

(5.1)

Clearly the function φ̃ : [0,∞) → [0,∞) is increasing and Lipschitzian on all bounded
subsets of [0,∞),

φ̃(t) ≥ φ(t) for all t ≥ 0 and lim
t→∞

φ̃(t)/t = ∞.(5.2)

By Lemma 2.5 there exists M0 > 0 such that the following property holds:
(P1) For each D ∈ DM (E) and each (x, u) ∈ X(G,D) which satisfies ||u(t)|| ≤

M + N∗ for almost every t ∈ [T1, T2] the inequality ||x(t)|| ≤ M0 holds for all t ∈
[T1, T2].

By (A2) there exists M1 > 2 such that for almost every t ∈ [T1, T2] the following
inequality holds:

f(t, x, u) ≤ M1 − 2 for each x ∈ BE(M + M0 + N∗) and each u ∈ BF (M + M0 + N∗).
(5.3)

By Lemma 2.7 there is M2 > 0 such that the following property holds:
(P2) For each g ∈ MA, each D ∈ DM (E), and each (x, u) ∈ X(G,D) satisfying

Ig(x, u) ≤ (M +M1)(T2−T1)+1 the inequality ||x(t)|| ≤ M2 holds for all t ∈ [T1, T2].
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Choose natural numbers

N1 > 4 + N + M + M0 + N∗, N2 > 4 + M2 + N + M0 + N∗ + M.(5.4)

For i = 1, 2 define

ψi(t) = 1, t ∈ [0, Ni + 1],

ψi(t) = 0, t ∈ [Ni + 2,∞),

ψi(t) = Ni + 2 − t, t ∈ (Ni + 1, Ni + 2).

(5.5)

Set

d0 = sup{||G(t, 0, 0)|| : t ∈ [T1, T2]}.(5.6)

It follows from (1.3), (1.4), and (5.6) that for each (t, y, v) ∈ [T1, T2]×BE(N1+N2)×F ,

||G(t, y, v)|| ≤ ||G(t, 0, v)|| + c0||y||φ(||v||) ≤ ||G(t, 0, 0)|| + c0||v||φ(0)

+ c0(N1 + N2)φ(||v||) ≤ d0 + c0||v||φ(0) + c0(N1 + N2)φ(||v||).(5.7)

For each (t, x, u) ∈ [T1, T2] × E × F define

h(t, x, u) = ψ1(||u||)f(t, x, u) + (1 − ψ1(||u||))[c2φ̃(||u||)(5.8)

+ c1d0 + c1c0||u||φ(0) + c1c0(N1 + N2)φ̃(||u||)],

g(t, x, u) = ψ2(||x||)h(t, x, u) + (1 − ψ2(||x||))f(t, x, u).(5.9)

Clearly (A1) and (A2) hold for h, g.
It is not difficult to see that (B1), (B2), and (B3) hold for each of the following

functions:

(t, x, u) → ψ1(||u||), (t, x, u) → ψ2(||x||),

(t, x, u) → φ̃(||u||), (t, x, u) → ||u||, (t, x, u) ∈ [T1, T2] × E × F.

Together with Lemma 5.1 and the definition of g, h (see (5.8), (5.9)) this implies that
(A3) holds for g, h, and if (B3) holds for f , then (B3) holds for g, h. Thus we have
shown that g satisfies (A1)–(A3), and if λ1(t) = c3 for all t ∈ [T1, T2] and if f ∈ MB ,
then g satisfies (B3). We will show that (A4) holds for g.

Let (t, x, u) ∈ [T1, T2] × E × F . There are two cases:

||x|| ≥ N2 + 2,(5.10)

||x|| < N2 + 2.(5.11)

Assume that (5.10) is true. Then by (5.10), (5.9), (5.6), and (A4), which holds for f ,

g(t, x, u) = f(t, x, u) ≥ max{c1||G(t, x, u)|| − λ0(t), c2φ(||u||) − λ1(t)}.(5.12)

Assume that (5.11) is true. It follows from (5.7), (5.11), (5.4), and (5.2) that

max{c1||G(t, x, u)||, c2φ(||u||)} ≤ [d0 + c0||u||φ(0) + c0(N1 +N2)φ(||u||)]c1 + c0φ(||u||)
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≤ c1[d0 + c0||u||φ(0) + c0(N1 + N2)φ̃(||u||)] + c2φ̃(||u||).

Since (A4) holds for f it follows from this inequality, (5.8), and (5.5) that

h(t, x, u) ≥ max{c1||G(t, x, u)|| − λ0(t), c2φ(||u||) − λ1(t)}.

Since (A4) holds for f it follows from this inequality, (5.5), and (5.9) that

g(t, x, u) ≥ max{c1||G(t, x, u)|| − λ0(t), c2φ(||u||) − λ1(t)}.

Therefore this inequality holds in both cases, (A4) holds for g, and g ∈ MA.
It is clear that if λ1(t) = c3 for all t ∈ [T1, T2] and if f ∈ MB , then (B4) holds

for g and g ∈ MB . Thus we have shown that

g ∈ MA and if λ1(t) = c3 for all t ∈ [T1, T2] and if f ∈ MB , then g ∈ MB .(5.13)

Evidently

if f ∈ Ml
A (respectively, Mc

A), then g ∈ Ml
A (respectively, Mc

A),(5.14)

if λ1(t) = c3 for all t ∈ [T1, T2] and if f ∈ Ma
B(respectively, Ml

B ,Mc
B),

then g ∈ Ma
B (respectively Ml

B ,Mc
B).

We will show that (A5) holds for g. Note that we have already defined the constants
M0 > 0,M1 > 2,M2 > 0. By (5.9), (5.8), (5.5), and (5.4) for each t ∈ [T1, T2], each
x ∈ BE(M + M0 + N∗), and each u ∈ BF (N + M0 + N∗),

f(t, x, u) = g(t, x, u).(5.15)

Properties (P1) and (P2) and (5.3) imply (A5)(i), (A5)(ii), and (A5)(iii) for g.
Let us show that (A5)(iv) holds.
Assume that

x1, x2 ∈ BE(M2 + 1), u ∈ F, ||u|| ≥ N1 + 2.(5.16)

It follows from (5.9), (5.4), (5.16), and (5.5) that for i = 1, 2 and all t ∈ [T1, T2],

g(t, xi, u) = h(t, xi, u) = c2φ̃(||u||) + c1d0 + c1c0||u||φ(0) + c1c0(N1 + N2)φ̃(||u||),

and g(t, x1, u) = g(t, x2, u). Therefore (A5)(iv) holds for g, (A5) holds for g, and
g ∈ LA,M .

Together with (5.14) this implies that

g ∈ LA,M , and if f ∈ Ml
A (respectively, Mc

A),

then g ∈ LA,M ∩Ml
A (respectively, LA,M ∩Mc

A).

(5.17)

It follows from (5.8), (5.9), (5.4), and (5.5) that for each (t, x, u) ∈ [T1, T2]×BE(N)×
BF (N),

g(t, x, u) = h(t, x, u) = f(t, x, u)

and

(f, g) ∈ EAs(N, ε).
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Now assume that λ1(t) = c3 for all t ∈ [T1, T2] and that f ∈ MB . We have already
shown that g ∈ MB (see (5.13)). We will show that (B5) holds for g. Note that
we have already defined the constants M0 > 0,M1 > 2,M2 > 0. Relation (5.15),
properties (P1) and (P2), and (5.3) imply (B5)(i), (B5)(ii), and (B5)(iii) for g.

Let us show that (B5)(iv) holds. Since (B3) holds for g there exist L > 0 and a
Lebesgue measurable set Ω ⊂ [T1, T2] such that mes(Ω) = T2 − T1 and

|g(t, x1, u) − g(t, x2, u)| ≤ L||x1 − x2||(5.18)

for each t ∈ Ω, each x1, x2 ∈ BE(M2 + N1 + 2), and each u ∈ BF (M2 + N1 + 2).
Assume that

x1, x2 ∈ BE(M2 + 1), u ∈ F.(5.19)

There are two cases:

||u|| ≥ N1 + 2,(5.20)

||u|| < N1 + 2.(5.21)

By (5.9), (5.19), and (5.4) for all t ∈ [T1, T2],

g(t, xi, u) = h(t, xi, u), i = 1, 2.(5.22)

Assume that (5.20) holds. Then by (5.20), (5.5), and (5.8) for all t ∈ [T1, T2] we have
h(t, x1, u) = h(t, x2, u). Together with (5.22) this implies that for all t ∈ [T1, T2] we
have g(t, x1, u) = g(t, x2, u). Assume that (5.21) holds. Then in view of (5.19), (5.21),
and the choice of L, inequality (5.18) is true for all t ∈ Ω. Clearly, (5.18) holds in
both cases for all t ∈ Ω. Thus we have shown that (5.18) holds for each u ∈ F , each
x1, x2 ∈ BE(M2 + 1), and each t ∈ Ω. Therefore (B5)(iv) holds for g and g ∈ LB,M .
This completes the proof of Proposition 5.1.

It is easy to see that Proposition 5.1 implies the following result.
Proposition 5.2. Let M > 0. Then the set LA,M (respectively, LA,M ∩ Ml

A,
LA,M ∩Mc

A) is an everywhere dense subset of MA (respectively, Ml
a, Mc

A) with the
strong topology, and the set LB,M (respectively, LB,M∩Ma

B, LB,M∩Ml
B, LB,M∩Mc

B)
is an everywhere dense subset of MB (respectively, Ma

B, Ml
a, Mc

A) with the strong
topology.

6. Proofs of Theorems 1.5–1.7.
Proof of Theorem 1.5. Set M0 = 8M . By Proposition 5.2, LB,M0 (respectively,

LB,M0 ∩ Ma
B , LB,M0 ∩ Ml

B , LB,M0 ∩ Mc
B) is an everywhere dense subset of MB

(respectively, Ma
B , Ml

B , Mc
B) with the strong topology.

Let f ∈ LB,M0
. By Theorem 1.1 there is K(f) > 0 such that the following

property holds:
(P3) For each g ∈ MB satisfying (f, g) ∈ EBw(K(f), 8M), each D ∈ D8M (E), and

each (x, u) ∈ X(G,D) satisfying mes({t ∈ [T1, T2] : ||u(t)|| > K(f)}) > 0, there exists
(y, v) ∈ X(G,D) such that Ig(y, v) < Ig(x, u) and ||v(t)|| ≤ K(f) for almost every t ∈
[T1, T2].

Denote by U(f) an open neighborhood of f in MB with the weak topology such
that

{g ∈ MB : (f, g) ∈ EBw(K(f),M)} ⊂ U(f) ⊂ {g ∈ MB : (f, g) ∈ EBw(K(f), 2M)}.
(6.1)
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Define F = ∪{U(f) : f ∈ LB,M0
}. Clearly, F is an open (in the weak topology)

everywhere dense (in the strong topology) subset of MB , and F ⊂ Ma
B (respectively,

F ∩Ml
B , F ∩Mc

B) contains an open (in the weak topology) everywhere dense (in the
strong topology) subset of Ma

B (respectively, Ml
B , Mc

B).
Let g ∈ F . By the definition of F there is f ∈ LB,M0 such that g ∈ U(f). Assume

that

h ∈ MB , (g, h) ∈ EBw(K(f),M), D ∈ DM (E), (x, u) ∈ X(G,D),(6.2)

mes({t ∈ [T1, T2] : ||u(t)|| > K(f)}) > 0.(6.3)

By (6.1), (6.2), and the inclusion g ∈ U(f) we have (h, f) ∈ EBw(K(f), 3M). It follows
from this inclusion, property (P3), (6.2), and (6.3) that there is (y, v) ∈ X(G,D) such
that Ih(y, v) < Ih(x, u) and ||v(t)|| ≤ K(f) for almost every t ∈ [T1, T2]. Theorem
1.5 is proved.

Theorem 1.6 easily follows from Theorem 1.5.
Proof of Theorem 1.7. Let n be a natural number. By Proposition 5.2, LA,n

(respectively, LA,n ∩ Ml
A, LA,n ∩ Mc

A) is an everywhere dense subset of MA (re-
spectively, Ml

A, Mc
A) with the strong topology. By Theorem 1.3 for each f ∈ LA,n

there exist K(f, n) > 0 and an open neighborhood U(f, n) of f in MA with the weak
topology such that the following property holds:

(P4) For each g ∈ U(f, n) and each D ∈ Dn(E) there is (x, u) ∈ X(G,D) such that
||u(t)|| ≤ K(f, n) for almost every t ∈ [T1, T2] and Ig(x, u) ≤ inf(Ig;X(G,D)) + 1/n.

Define FA = ∩∞
n=1 ∪ {U(f, n) : f ∈ LA,n}. Clearly FA is a countable intersection

of open (in the weak topology) everywhere dense (in the strong topology) subsets
of MA, and FA ∩Ml

A (respectively, FA ∩Mc
A) contains a countable intersection of

open (in the weak topology) everywhere dense (in the strong topology) subsets of Ml
A

(respectively, Mc
A). Let

g ∈ FA, D ∈ D(E), ε > 0.(6.4)

Choose a natural number m such that

D ∈ Dm(E), ε > 1/m.(6.5)

By (6.4) and the definition of FA there is fm ∈ LA,m such that g ∈ U(fm,m). It follows
from this inclusion, the property (P4), and (6.5) that there is (x, u) ∈ X(G,D) such
that

||u(t)|| ≤ K(fm,m) for almost every t ∈ [T1, T2], I
g(x, u) ≤ inf(Ig : X(G,D))+1/m.

In view of these inequalities and (6.5) inf(Ig;XL(G,D)) ≤ Ig(x, u) ≤ inf(Ig;X(G,D))+
ε. Since ε is an arbitrary positive number we conclude that inf(Ig;XL(G,D)) =
inf(Ig;X(G,D)). This completes the proof of Theorem 1.7.

7. Examples. We assume that φ : [0,∞) → [0,∞) is an increasing function
satisfying (1.2), c0, c̃1, c̃2 are positive constants, and G1 : [T1, T2] × E → E, G2 :
[T1, T2] × F → E are continuous mappings such that

||G1(t, y1) −G1(t, y2)|| ≤ c0||y1 − y2||φ(0) for each y1, y2 ∈ E and each t ∈ [T1, T2],

||G2(t, v1) −G2(t, v2)|| ≤ c0||v1 − v2||φ(0) for each v1, v2 ∈ F and each t ∈ [T1, T2],
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G(t, y, v) = G1(t, y) + G2(t, v), (t, y, v) ∈ [T1, T2] × E × F.

It is easy to see that (1.3) holds for each t ∈ [T1, T2], each y1, y2 ∈ E, and each v ∈ F ,
and that (1.4) holds for each t ∈ [T1, T2], each y ∈ E, and each v1, v2 ∈ F .

Example 1. Assume that h : [T1, T2] × E → R1 and g : [T1, T2] × F → R1 are
nonnegative continuous functions which are bounded on bounded sets such that for
each M, ε > 0 there exists δ > 0 such that |h(t, x1)− h(t, x2)| ≤ ε for each t ∈ [T1, T2]
and each x1, x2 ∈ BE(M) satisfying ||x1 − x2|| ≤ δ; that

h(t, x) ≥ c̃1||x||φ(0) for each (t, x) ∈ [T1, T2] × E,(7.1)

g(t, u) ≥ c̃1||u||φ(0) for each (t, u) ∈ [T1, T2] × F ;

and that

g(t, v) ≥ c̃2φ(||v||) for each (t, v) ∈ [T1, T2] × E.(7.2)

It is not difficult to see that the function f(t, x, u) = h(t, x) + g(t, u), (t, x, u) ∈
[T1, T2] × E × F satisfies (A1)–(A3), (A6), and (A4) with c2 = c̃2, λ1(t) = 0 for all
t ∈ [T1, T2], c1 = c̃1c

−1
0 , λ0(t) = c4 for all t ∈ [T1, T2], where c4 is a sufficiently large

positive constant.
Example 2. Assume that h and g are as in Example 1 and that the following

condition holds:
• For each M > 0 there exists L > 0 such that

|h(t, x1) − h(t, x2)| ≤ L||x1 − x2|| for each t ∈ [T1, T2] and each x1, x2 ∈ BE(M).

It is not difficult to see that the function f(t, x, u) = h(t, x) + g(t, u), (t, x, u) ∈
[T1, T2] × E × F satisfies (B1), (B2), (B3), (B6), and (B4) with c2 = c̃2, c3 = 0,
c1 = c̃1c

−1
0 , and λ0(t) = c4 for all t ∈ [T1, T2], where c4 is a sufficiently large positive

number.
Example 3. Assume that h and g are as in Example 1 and that

inf{h(t, x) : t ∈ [T1, T2], x ∈ E} > 0, inf{g(t, x) : t ∈ [T1, T2], v ∈ F} > 0.

It is not difficult to see that the function f(t, x, u) = h(t, x)g(t, u), (t, x, u) ∈ [T1, T2]×
E × F satisfies (A1), (A2), (A3), (A6), and (A4) with λ1(t) = 0 for all t ∈ [T1, T2], a
sufficiently small positive constant c2, and λ0(t) = c4 for all t ∈ [T1, T2], where c4 is a
sufficiently large positive number.

Example 4. Assume that h, g are as in Example 3 and that the following condition
holds:

• For each M > 0 there exists L > 0 such that

|h(t, x1) − h(t, x2)| ≤ L||x1 − x2|| for each t ∈ [T1, T2] and each x1, x2 ∈ BE(M).

It is not difficult to see that the function f(t, x, u) = h(t, x)g(t, u), (t, x, u) ∈
[T1, T2] × E × F satisfies (B1), (B2), (B3), (B6), and (B4) with c3 = 0, sufficiently
small positive constants c1, c2, and a sufficiently large positive number c4.

Example 5. Let us consider the following optimal control problem with E = F =
R1, T1 = 0, T2 = 1, and

φ(t) = t2 + 1 for all t ∈ [0,∞), c0 = 100.
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Set

G(t, y, v) = (3t+4y+1)|2t+v+2|+(t+v+4)|2t+5y+1|, (t, y, v) ∈ [0, 1]×R1×R1.

Clearly the function G : [0, 1] × R1 × R1 → R1 is continuous. It is not difficult to
verify that (1.2) holds, (1.3) holds for each t ∈ [0, 1] and each y2, y2, v ∈ R1, and (1.4)
holds for each t ∈ [0, 1] and each y, v1, v2 ∈ R1.

For t ∈ [0, 1] set

U(t) = [−t2 − 4t− 4, t2 + 4t + 4].

Clearly (1.5) holds with N∗ = 1 and u∗(t) = 0 for all t ∈ [0, 1].
For each (t, x, u) ∈ [0, 1] ×R1 ×R1 set

f(t, x, u) = (ln(1 + t) + 1)(x2 + |x| + 1)(eu + 2 + t) + (u2 + |u| + 2t + 1)(e|x| + t + 1).

It is not difficult to see that the integrand f satisfies (B1), (B2), (B3), (B4), and (B6)
with sufficiently small positive numbers c1, c2 and sufficiently large positive number
c3. Thus the assumptions of Theorem 1.2 hold and it can be applied to the optimal
control problem ∫ 1

0

(ln(1 + t) + 1)((x(t))2 + |x(t)| + 1)(eu(t) + 2 + t)

+ ((u(t))2 + |u(t)| + 2t + 1)(e|x(t)| + t + 1)dt → min,

x′(t) = (3t + 4x(t) + 1)|2t + u(t) + 2| + (t + u(t) + 4)|2t + 5x(t) + 1|, t ∈ [0, 1] a.e.,

x(0) = 1, u(t) ∈ [−t2 − 4t− 4, t2 + 4t + 4], t ∈ [0, 1] a.e..

It is clear that this example is not covered by the results of [12], [18], [24].

8. Sarychev integrands. Let γ, σ, k, l, m, r be positive numbers which satisfy

l > k > 1, m ≥ (1 + kr)(1 − k/l)−1,(8.1)

and let C1-smooth functions η : R1 → R1, Ψ0 : R1 → R1 and the C2-smooth function
ψ0 : R2 → R1 satisfy the following conditions:

Ψ0(0) = 0, Ψ0(z) ≥ γ|z|r for all z ∈ R1, η(v) ≥ σ|v|m for all v ∈ R1,(8.2)

ψ0(1, 1) = 1, ψ0(t, 0) > 0 for all t ∈ [0, 1],(8.3)

|ψ0(t, x)| ≤ Θ(x) for all (t, x) ∈ [0, 1] × [0,∞),

where

lim
x→∞

Θ(x)x−1 = 0

and

(x∂ψ0/∂x− lψ0) < 0 in [0, 1] × [0,∞).(8.4)

Assume that L(t, x, v) is a C1-smooth integrand that admits the bounds

a ≤ L(t, x, v) ≤ b(t, x)(1 + |v|p), 0 ≤ p < l/(l − k),(8.5)
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with a ∈ R1 and b(t, x) being positive and bounded on bounded subsets of [0, 1] ×
[0,∞).

Sarychev [18, Theorem 2.1] established the existence of a positive number ε0 such
that for any ε ∈ [0, ε0], the variational problem∫ 1

0

εL(t, x(t), x′(t)) + Ψ0((x(t))l − tkψ0(t, x(t)))η(x′(t))dt → min,

x(0) = 0, x(1) = 1

exhibits the Lavrentiev phenomenon.
In this section we prove the following result.
Proposition 8.1. For any s ∈ R1, the function

f(t, x, u) := sL(t, x, u) + Ψ0(x
l − tkψ0(t, x))η(u), (t, x, u) ∈ [0, 1] ×R1 ×R1(8.6)

does not satisfy assumption (A6).
Proof. Let s ∈ R1. Set

F (t, x) = xl − tkψ0(t, x), (t, x) ∈ R1 ×R1.(8.7)

It is clear that F ∈ C2(R2) and F (1, 1) = 0. By (8.3) and (8.4),

(∂F/∂x)(1, 1) = l − (∂ψ0/∂x)(1, 1) > 0.

By the implicit function theorem [5] there exist γ1 > 0, γ2 > 0, and a continuous
differentiable function ξ : (1 − γ2, 1 + γ2) → R1 such that

ξ(1) = 1,

if t ∈ (1 − γ2, 1 + γ2), then |ξ(t) − 1| < γ1 and F (t, ξ(t)) = 0,(8.8)

for each (t, x) ∈ (1 − γ2, 1 + γ2) × (1 − γ1, 1 + γ1) the equality(8.9)

F (t, x) = 0 holds if and only if x = ξ(t).

Assume that the integrand f satisfies assumption (A6) and let an integrable scalar
nonnegative function ψ(t), t ∈ [0, 1], be as guaranteed by (A6). In view of (A6) there
exist Γ, δ > 0 such that for almost every t ∈ [0, 1] the following property holds:

(P5) |f(t, x1, u) − f(t, x2, u)| ≤ f(t, x2, u) + ψ(t)

for all x1, x2 ∈ [−2 − γ1, 2 + γ1] satisfying |x1 − x2| ≤ δ and each u ∈ R1 satisfying
|u| ≥ Γ.

It follows from the definitions of Γ and δ that there exists

t0 ∈ (1 − γ2/2, 1 + γ2/2) ∩ (0, 1)(8.10)

such that ψ(t0) is finite and property (P5) holds with t = t0.
Clearly ξ(t0) is well defined and

|ξ(t0) − 1| < γ1, F (t0, ξ(t0)) = 0.(8.11)

Since property (P5) holds with t = t0, it follows from (8.11) that

|f(t0, x, u) − f(t0, ξ(t0), u)| ≤ f(t0, ξ(t0), u) + ψ(t0)(8.12)
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for each

x ∈ [−2 − γ1, 2 + γ1] ∩ [ξ(t0) − δ, ξ(t0) + δ] and each u ∈ R1 \ (−Γ,Γ).(8.13)

Choose a number x0 such that

x0 ∈ (1 − γ1, 1 + γ1) ∩ (ξ(t0) − δ, ξ(t0) + δ) \ {ξ(t0)}.(8.14)

It follows from (8.12), (8.13), and (8.14) that

|f(t0, x0, u) − f(t0, ξ(t0), u)| ≤ f(t0, ξ(t0), u) + ψ(t0) for each u ∈ R1 \ (−Γ,Γ).

(8.15)

Let

u ∈ R1 \ (−Γ,Γ).(8.16)

By (8.10), (8.7), the choice of the function ξ, and (8.8),

(ξ(t0))
l − tk0ψ0(t0, ξ(t0)) = 0.(8.17)

Together with (8.6) and (8.2) this implies that

f(t0, ξ(t0), u) = sL(t0, ξ(t0), u).(8.18)

By (8.7), (8.10), (8.14), and (8.9),

|xl
0 − tk0ψ0(t0, x0)| = |F (t0, x0)| > 0.

Together with (8.2) this inequality implies that

Λ := Ψ0(x
l
0 − tk0ψ0(t0, x0)) > 0.(8.19)

In view of (8.15), (8.18), (8.19), (8.6), and (8.5) for each u ∈ R1 \ (−Γ,Γ),

sL(t0, ξ(t0), u) + ψ(t0) ≥ f(t0, x0, u) − f(t0, ξ(t0), u)

= sL(t0, x0, u) + Λη(u) − sL(t0, ξ(t0), u)

and

Λη(u) ≤ ψ(t0) + 2sL(t0, ξ(t0), u) − as for each u ∈ R1 \ (−Γ,Γ).(8.20)

It follows from (8.2), (8.19), (8.20), and (8.5) that for each u ∈ R1 \ (−Γ,Γ),

|u|m ≤ σ−1η(u) ≤ σ−1Λ−1[ψ(t0) + 2sL(t0, ξ(t0), u) − as]

≤ σ−1Λ−1[ψ(t0) + 2|s|a| + 2|s|b(t0, ξ(t0))(1 + |u|p) − as].

Since the inequality above holds for all u ∈ R1 \ (−Γ,Γ), we conclude that m ≤ p.
On the other hand, it follows from (8.1) and (8.5) that m ≥ (1+kr)l(l−k)−1 > p.

The contradiction we have reached proved that the integrand f does not satisfy (A6).
Proposition 8.1 is proved.
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PARAMETER-DEPENDENT LYAPUNOV INEQUALITIES

AND APPLICATIONS TO VARIOUS PROBLEMS∗
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Abstract. We consider the problem of finding a common quadratic Lyapunov function to
demonstrate the stability of a not necessarily bounded family of matrices which incorporate design
freedoms. Generically, this can be viewed as the problem of picking a family of controller (or observer)
gains so that the family of closed-loop system matrices admits a common quadratic Lyapunov func-
tion. We provide several necessary and sufficient conditions for various structures of matrix families.
Specifically, we consider matrix families which can be obtained through similarity transformations
from a lower Hessenberg structure. Families of matrices containing a subset of diagonal matrices,
which is invariant under the design freedoms, are also considered since they occur in many applica-
tions. The conditions for uniform solvability of the Lyapunov inequalities are explicitly given and
involve inequalities regarding relative magnitudes of terms in the matrices. Various motivating ap-
plications of the obtained results to observer and controller designs for time-varying, switched, and
nonlinear systems are highlighted.
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systems, switched systems
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1. Introduction and problem statement. We consider the following prob-
lem: Given families of matrices A(θ) ∈ Rn×n and C(θ) ∈ R1×n indexed by θ ranging
over some (not necessarily bounded) set Θ, is it possible to find a family of vectors
G(θ) ∈ Rn×1, a constant symmetric positive definite matrix P ∈ Rn×n, and a positive
constant ν such that for all θ ∈ Θ, the Lyapunov inequality

P [A(θ) + G(θ)C(θ)] + [A(θ) + G(θ)C(θ)]TP ≤ −νI(1.1)

is satisfied with I being the identity matrix of appropriate dimensions? If the answer
is yes, provide an explicit construction.

Families of Lyapunov inequalities of the form (1.1) arise in many applications,
some of which are outlined in section 5. In the literature, either the solvability of
these inequalities is taken as an assumption and a numerical solution sought in specific
cases, or the system class is restricted so that one of the approaches below can be
applied. However, since the available approaches are predominantly analysis rather
than design tools, this restriction could be quite conservative.

The problem statement above poses essentially a design problem since it entails
the choosing of G(θ) such that the family of matrices A(θ)+G(θ)C(θ) admits a common
quadratic Lyapunov function. In applications, this function is usually an observer or
a controller gain vector. The associated analysis problem requires finding a matrix
P > 0 and a positive constant ν to satisfy, for all θ ∈ Θ, the Lyapunov inequality
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PA(θ)+AT (θ)P ≤ −νI. This analysis problem has been investigated extensively, and
several results are available in the literature. These results are typically formulated
as conditions on the eigenstructure of the matrices A(θ), on the stability of associated
matrix pencils, or on various geometric properties [17, 15, 13, 21]. Results involving
algebraic conditions such as pairwise commutativity of the matrices A(θ) are also
available [16]. However, these results do not extend readily to the design problem
above. Another class of results in the literature, which is inspired by the robust
control problem, considers the set A(θ) to have a central element with the radius of
the set being bounded in some manner (for instance, by a bound on the singular values
of the perturbation matrix, i.e., the difference between A(θ) and the central element
of the matrix set) so that the solution of the Lyapunov inequality with the central
element also works for all the matrices in the set [18, 24, 23, 4, 2, 22]. This approach
can be extended to the design problem to find G and a matrix P > 0 to satisfy (1.1).
However, by the very nature of the approach, strong conditions such as compactness
(with respect to the usual topology in Rn×n) are required on the matrix family A(θ).
For instance [23, 14, 20], under the assumptions that the elements of A(θ) take values
within a compact set, that each A(θ) is in lower Hessenberg form with a uniform lower
bound on the magnitudes of upper diagonal elements and with the sign of each upper
diagonal element being independent of θ, and that C(θ) = [1, 0, . . . , 0], a constant
vector G can be found such that the Lyapunov inequality (1.1) is satisfied for all θ ∈ Θ.
A condition for the existence of a common similarity transformation to simultaneously
transform all the elements of a matrix family A(θ) into lower Hessenberg form can
be formulated [13, 1] in terms of the solvability of the Lie algebra generated by the
matrices in the family. However, these results rely crucially on compactness of the
matrix family A(θ). In contrast, the results in this paper do not require the matrix
family A(θ) to be compact.

The results given in this paper are therefore of particular interest in applica-
tions wherein the family A(θ) is noncompact and wherein design freedoms G(θ) are
available and allowed to depend on the variable θ. This is the case, for instance,
in time-varying systems (where θ = t, the time), switched systems (where θ is a
switching state), and nonlinear systems (where θ could be the state or some subset
of the state). The obtained results provide extensions in each of these specific areas.
We consider particularly the case wherein the matrix family A(θ) contains matri-
ces that are in lower Hessenberg form (or that are related to the lower Hessenberg
form via a similarity transformation). For greater applicability, the matrix family
is also allowed to contain a subset (obtained from diagonal matrices via a similarity
transformation) which cannot be influenced by the design freedoms. The obtained
results are new even in the case where the matrix family A(θ) is compact since, unlike
[23, 14, 20, 1], the results in this paper address both a family of the lower Hessenberg
form and a family of diagonal matrices. Matrices of the lower Hessenberg form (or
its transpose) appear in numerous applications, including control of nonlinear lower
triangular (strict-feedback) and upper triangular (feedforward) systems. The results
addressing the case wherein the matrix family A(θ) contains a subset of diagonal
matrices which are not influenced by design freedoms have applications in dynamic
high-gain scaling–based control [9, 8, 10] and λ-tracking [3]. The applications of the
obtained results are further elaborated on in section 5. The general framework of our
results and some basic definitions and results are provided in section 2. Theorems
giving sufficient conditions for uniform solvability of the Lyapunov inequalities are
provided in section 3. The conditions are formulated as inequalities involving relative
magnitudes of terms in the matrices. Necessity theorems are presented in section 4
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and conditions under which the imposed assumptions are necessary and sufficient are
identified.

2. Definitions and a basic theorem. We address the design problem formu-
lated in the introduction for particular structures of A(θ) and C(θ). Specifically, we
consider a partition of Θ = Θ1 ∪ Θ2 with A(θ) = A(θ), G(θ) = G(θ), C(θ) = C(θ)
if θ ∈ Θ1 and A(θ) = −D(θ), G(θ) = 0, C(θ) = 0 if θ ∈ Θ2. This partition of
Θ corresponds to some elements of the matrix family A(θ) that cannot be modified
by the design functions. The motivation for considering this problem is seen in the
applications to scaling-based design and λ-tracking discussed in section 5. Equiva-
lently, we consider the following problem: Given families of matrices A(θ) ∈ Rn×n,
D(θ) ∈ Rn×n, and C(θ) ∈ R1×n, find G(θ) ∈ Rn×1, a constant symmetric positive
definite matrix P ∈ Rn×n, and positive constants ν1 and ν2 such that for all θ ∈ Θ,

P [A(θ) + G(θ)C(θ)] + [A(θ) + G(θ)C(θ)]TP ≤ −ν1I,(2.1)

PD(θ) + DT (θ)P ≥ ν2I.(2.2)

Definition 1. A triple (A,C,D) which satisfies (2.1) and (2.2) with some choice
of G, a symmetric positive definite matrix P , and positive constants ν1 and ν2 is said
to have property M with the M-associated 4-tuple (G,P, ν1, ν2).

The problem posed above is in the “observer design” context, and the dual “con-
troller design” problem can be formulated as follows: Given families of matrices
A(θ) ∈ Rn×n, D(θ) ∈ Rn×n, and B(θ) ∈ Rn×1, find H(θ) ∈ R1×n, a constant
symmetric positive definite matrix P ∈ Rn×n, and positive constants ν1 and ν2 such
that for all θ ∈ Θ,

P [A(θ) + B(θ)H(θ)] + [A(θ) + B(θ)H(θ)]TP ≤ −ν1I,(2.3)

PD(θ) + DT (θ)P ≥ ν2I.(2.4)

Definition 2. A triple (A,B,D) which satisfies (2.3) and (2.4) with some choice
of H, a symmetric positive definite matrix P , and positive constants ν1 and ν2 is said
to have property Md with the Md-associated 4-tuple (H,P, ν1, ν2).

Theorem 1. Let Q ∈ Rn×n be a nonsingular matrix with λmax(QQT ) = Q. If
the triple (A,C,D) has property M with M-associated 4-tuple (G,P, ν1, ν2), then

(a) the triple (QAQ−1, CQ−1, QDQ−1) has property M with M-associated 4-
tuple (QG,Q−TPQ−1, ν1

Q
, ν2

Q
);

(b) the triple (AT , CT , DT ) has property Md with Md-associated 4-tuple (GT ,
P−1, ν1λmin(P−2), ν2λmin(P−2)).

If the triple (A,B,D) has property Md with Md-associated 4-tuple (H,P, ν1, ν2),
then

(c) the triple (QAQ−1, QB,QDQ−1) has property Md with Md-associated 4-
tuple (HQ−1, Q−TPQ−1, ν1

Q
, ν2

Q
);

(d) the triple (AT , BT , DT ) has property M with M-associated 4-tuple (HT ,
P−1, ν1λmin(P−2), ν2λmin(P−2)).

Proof of Theorem 1. The proof follows by standard matrix algebra.
In sections 3 and 4, we consider particular structures of matrix families. By

Theorem 1, the obtained results are applicable if the required structures are attained
under any of the transformations considered in Theorem 1. Theorem 1 also allows
theorems stated in the observer design context to be mapped to the dual controller
design context and vice versa. In the rest of this paper, we primarily address the
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observer design problem, i.e., solution of (2.1) and (2.2). Dual sufficiency results are
summarized in Corollary 1. The duals of the necessity theorems can be obtained along
the same lines as in the proof of Corollary 1.

3. Sufficiency theorems. In Theorem 2, conditions guaranteeing solvability
of the coupled Lyapunov inequalities (2.1) and (2.2) are provided. Theorem 3 is
a robust version of Theorem 2 wherein a perturbation term is introduced in the
Lyapunov inequality (2.1). The duals of Theorems 2 and 3 in the controller context,
i.e., coupled Lyapunov inequalities (2.3) and (2.4), are given in Corollary 1.

Theorem 2. Let φ(i,j) : Θ �→ R and Di : Θ �→ R, i = 1, . . . , n, j = 1, . . . , i + 1.
Let A : Θ �→ Rn×n be a matrix in the lower Hessenberg form,

A(θ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

φ(1,1)(θ) φ(1,2)(θ) 0 0 . . . 0
φ(2,1)(θ) φ(2,2)(θ) φ(2,3)(θ) 0 . . . 0
φ(3,1)(θ) φ(3,2)(θ) φ(3,3)(θ) φ(3,4)(θ) 0

. . .

φ(n−1,1)(θ) . . . φ(n−1,n−1)(θ) φ(n−1,n)(θ)
φ(n,1)(θ) . . . φ(n,n−1)(θ) φ(n,n)(θ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,(3.1)

and let C(θ) = C = [1, 0, . . . , 0] and D(θ) = diag(D1(θ), . . . , Dn(θ)). If the sign of
each φ(i,i+1)(θ) is independent of the argument θ, and if positive constants σ, ρiA,
i = 2, . . . , n − 1, ε(i,j), j = 2, . . . , i, i = 2, . . . , n, ρ

iD
, i = 1, . . . , n − 1, ρiD, i =

1, . . . , n− 1, and ρo
iD

, i = 1, . . . , n, exist such that for all θ ∈ Θ,

⎧⎪⎪⎨
⎪⎪⎩

|φ(i,i+1)(θ)| ≥ σ > 0, 1 ≤ i ≤ n− 1,
|φ(i,i+1)(θ)| ≤ ρiA|φ(i−1,i)(θ)|, 2 ≤ i ≤ n− 1,
|φ(i,j)(θ)| ≤ ε(i,j)

√
|φ(i,i+1)(θ)||φ(j−1,j)(θ)|, 2 ≤ i ≤ n− 1, 2 ≤ j ≤ i,

|φ(n,j)(θ)| ≤ ε(n,j)
√
|φ(n−1,n)(θ)||φ(j−1,j)(θ)|, 2 ≤ j ≤ n,

(3.2)

{
Di(θ) ≥ ρo

iD
, i = 1, . . . , n,

ρ
iD

Di(θ) ≤ Di+1(θ) ≤ ρiDDi(θ), i = 1, . . . , n− 1,
(3.3)

then the triple (A,C,D) has property M.
Remark 1. Conditions (3.2) are a weaker version of the cascading upper diago-

nal dominance (CUDD) conditions introduced in [12, 7] which require the last two
inequalities in (3.2) to be strengthened to

|φ(i,j)(θ)| ≤ ε(i,j)|φ(i,i+1)(θ)|, 2 ≤ i ≤ n− 1, 2 ≤ j ≤ i,(3.4)

|φ(n,j)(θ)| ≤ ε(n,j)|φ(n−1,n)(θ)|, 2 ≤ j ≤ n.(3.5)

A matrix A of structure (3.1) and satisfying inequalities (3.2) is called a weakly
cascading upper diagonal dominant (w-CUDD) matrix. The positive constants ρiA,
i = 2, . . . , n − 1, and ε(i,j), i = 2, . . . , n, j = 2, . . . , i, are referred to as the w-CUDD
constants of A.

Remark 2. An interesting special case is that in which the elements of A(θ) and
D(θ) vary within a compact set (or, more strongly, in which Θ is compact and the
elements of A(θ) and D(θ) are continuous functions of θ). In this case, only the first
equations in (3.2) and (3.3) need to be verified since the rest of the conditions in (3.2)
and (3.3) are trivially satisfied. Hence, in the special case in which {φ(i,j)(θ)|θ ∈ Θ},
i = 1, . . . , n, j = 1, . . . , i + 1, and {Di(θ)|θ ∈ Θ}, i = 1, . . . , n, are compact sets,
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Theorem 2 states that a G(θ), a symmetric positive definite matrix P , and positive
constants ν1 and ν2 can be found to satisfy the Lyapunov inequalities (2.1) and (2.2) if
A, C, and D are of the form shown in Theorem 2 with the sign of each φ(i,i+1)(θ) being
independent of θ and if positive constants σ and ρo

iD
, i = 1, . . . , n, exist such that

|φ(i,i+1)(θ)| ≥ σ > 0, 1 ≤ i ≤ n− 1, and Di(θ) ≥ ρo
iD

, i = 1, . . . , n. These conditions
on A(θ) match those obtained in prior results [23, 14, 20] on uniform solvability of
the family of matrix Lyapunov inequalities (2.1) with A(θ) being in lower Hessenberg
form and belonging to a compact set. Note that, even in this special case, Theorem 2
is new since it addresses simultaneous solvability of both (2.1) and (2.2).

Theorem 2 is proved through a sequence of lemmas below. In Lemma 1, a family
of matrices P that satisfy (2.2) is identified. In Lemma 2, the existence of a matrix
in this family that also satisfies (2.1) is shown if the w-CUDD constants of A are
small enough. Lemma 3 shows that a diagonal transformation can scale the w-CUDD
constants. The proof of Theorem 2 is concluded by observing that D, being diagonal,
is invariant under a diagonal transformation.

Lemma 1. Let1 P = P̂T P̂ , P̂ = I − lowerdiag(k2, . . . , kn), with k2, . . . , kn being
constants, and let D be as defined in Theorem 2. Assume that (3.3) is satisfied with
positive constants ρ

iD
, ρiD, and ρo

iD
. Then, a positive constant κ exists such that

if k2, . . . , kn are smaller in magnitude than κ, then (2.2) holds with some positive
constant ν2.

Proof of Lemma 1. See section A.1 in the appendix.

Lemma 2. Let A and C be as defined in Theorem 2. Given any constant κ > 0, a
constant ρA > 0 whose choice depends only on κ and n exists such that the following
property is true: If (3.2) holds with some σ > 0 and with the w-CUDD constants ρiA
and ε(i,j) being smaller than ρA, then constants k2, . . . , kn smaller in magnitude than
κ and G(θ) = [g1(θ), . . . , gn(θ)]T exist such that (2.1) is satisfied for some positive ν1

with P defined as in Lemma 1.

Proof of Lemma 2. See section A.2 in the appendix.

Lemma 3. Let A be as defined in (3.1) and let (3.2) be satisfied with some positive
constants σ, ρiA, and ε(i,j). Given any positive constant ρA, a constant diagonal

matrix T exists such that the matrix Ã = TAT−1 is a w-CUDD matrix with w-CUDD
constants smaller than ρA.

Proof of Lemma 3. See section A.3 in the appendix.

Proof of Theorem 2. Given A(θ) and D(θ), obtain κ, ρA, and T as in Lemmas
1, 2, and 3, respectively. Defining Ã = TAT−1, (Ã, C,D) has property M with
M-associated 4-tuple (G̃, P̃ , ν̃1, ν̃2) constructed as in the proofs of Lemmas 1 and 2.
Using statement (a) in Theorem 1 and noting that T−1DT = D, the triple (A,CT,D)
has property M with M-associated 4-tuple (T−1G̃, T P̃T, ν̃1λmin(T 2), ν̃2λmin(T 2)).
Observing that CT = T1C, where T1 is the (1, 1)th element of T , the triple
(A,C,D) has property M with M-associated 4-tuple (T1T

−1G̃, T P̃T, ν̃1λmin(T 2),
ν̃2λmin(T 2)).

Theorem 3. Let A, C, and D be as defined in Theorem 2. Let Φ : Θ×Rn �→ Rn

be a function such that2 |Φ(θ, ω)|e ≤e Γ(θ)|ω|e for all θ ∈ Θ and ω ∈ Rn, with Γ(θ)
being a lower triangular n × n matrix function with nonnegative entries. If A and

1lowerdiag(k2, . . . , kn) denotes the n × n matrix with lower diagonal elements k2, . . . , kn and
zeros elsewhere.

2|β|e with β being a matrix denotes a matrix of the same dimension as β obtained by replacing
each element of β with its absolute value. The relation ≤e between two vectors denotes an elementwise
inequality.
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A + Γ are w-CUDD, then G(θ), a matrix P > 0, and positive constants ν1 and ν2

exist such that for all θ ∈ Θ and ω ∈ Rn,

ωT {P [A(θ) + G(θ)C] + [A(θ) + G(θ)C]TP}ω + 2ωTPΦ(θ, ω) ≤ −ν1|ω|2,(3.6)

PD(θ) + D(θ)P ≥ ν2I.(3.7)

Proof of Theorem 3. We have the inequality ωTPΦ ≤ |ωTP |e|Φ|e ≤ |ωTP |eΓ|ω|e
= ωTPQ1ΓQ2ω, where Q1 and Q2 are appropriate diagonal matrices with 1 or −1
as each diagonal entry. Let Q : {1, 2, . . . , 2n} �→ Rn×n be an enumeration of the
2n diagonal matrices of dimension n× n with each diagonal entry 1 or −1. Consider
θ′ = (θ, q1, q2) ∈ Θ × {1, . . . , 2n} × {1, . . . , 2n}. If Ã(θ′) = A(θ) + Q(q1)Γ(θ)Q(q2) is
w-CUDD, then using Theorem 2, the conclusion of Theorem 3 follows. Note that G
can be taken to be a function of θ and not θ′ since |Q1ΓQ2|e = |Γ|e, and the choice
of G in (A.10) depends only on the upper diagonal elements of Ã (which are equal to
the upper diagonal elements of A) and upper bounds on absolute values of the other
elements. Noting that Q(q1) and Q(q2) vary over all the 2n diagonal matrices with
each diagonal entry 1 or −1, it is seen that the necessary and sufficient condition for
Ã to be w-CUDD (i.e., that φ(i,j) + Γ(i,j) and φ(i,j) − Γ(i,j) should both satisfy the
w-CUDD bounds) is that A and A + Γ are w-CUDD.

Corollary 1 (corollary to Theorems 2 and 3). Let A(θ) be as given in (3.1). Let
D(θ) = diag(D1(θ), . . . , Dn(θ)) and B(θ) = B = [0, . . . , 0, 1]T . If positive constants
σ, ρiA, i = 2, . . . , n−1, ε(i,j), i = 1, . . . , n−1, j = 1, . . . , i, ρ

iD
, i = 1, . . . , n−1, ρiD,

i = 1, . . . , n− 1, and ρo
iD

, i = 1, . . . , n, exist such that3 for all θ ∈ Θ,

⎧⎪⎪⎨
⎪⎪⎩

|φ(i,i+1)(θ)| ≥ σ > 0, 1 ≤ i ≤ n− 1,
|φ(i,i+1)(θ)| ≥ ρiA|φ(i−1,i)(θ)|, 2 ≤ i ≤ n− 1,
|φ(i,j)(θ)| ≤ ε(i,j)

√
|φ(i,i+1)(θ)||φ(j−1,j)(θ)|, 2 ≤ i ≤ n− 1, 2 ≤ j ≤ i,

|φ(i,1)(θ)| ≤ ε(i,1)
√
|φ(i,i+1)(θ)||φ(1,2)(θ)|, 1 ≤ i ≤ n− 1,

(3.8)

and (3.3) are satisfied, then the triple (A,B,D) has property Md. Furthermore, let
Φ(θ, ω) be as defined in Theorem 3. If A and A + Γ are dual w-CUDD, then H(θ),
a matrix P > 0, and positive constants ν1 and ν2 exist such that for all θ ∈ Θ and
ω ∈ Rn,

ωT {P [A(θ) + BH(θ)] + [A(θ) + BH(θ)]TP}ω + 2ωTPΦ(θ, ω) ≤ −ν1|ω|2,(3.9)

PD(θ) + D(θ)P ≥ ν2I.(3.10)

Proof of Corollary 1. Define the matrices Ã = QATQ and D̃ = QDQ with Q
being the n× n matrix with 1’s on the antidiagonal, i.e., Q(i,n−i+1) = 1, i = 1, . . . , n,
with zeros elsewhere. Premultiplication and postmultiplication of a matrix by Q
reverses the order of the rows and columns, respectively. Ã is of form (3.1) with
(i, j)th element Ã(i,j) = A(n−j+1,n−i+1), and is w-CUDD since, using (3.8),

|Ã(i,i+1)|
|Ã(i−1,i)|

=
|φ(n−i,n−i+1)|

|φ(n−i+1,n−i+2)|
≤ 1

ρn−i+1,A
, i = 2, . . . , n− 1,(3.11)

3Conditions (3.8) are dual to the w-CUDD conditions (3.2). Hence, a matrix of form (3.1)
satisfying conditions (3.8) is referred to as a dual w-CUDD matrix with ρiA and ε(i,j) called the
dual w-CUDD constants.
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|Ã(i,j)|√
|Ã(i,i+1)||Ã(j−1,j)|

=
|φ(n−j+1,n−i+1)|√

|φ(n−i,n−i+1)||φ(n−j+1,n−j+2)|

≤ ε(n−j+1,n−i+1), i = 2, . . . , n− 1, j = 2, . . . , i,(3.12)

|Ã(n,j)|√
|Ã(n−1,n)||Ã(j−1,j)|

=
|φ(n−j+1,1)|√

|φ(1,2)||φ(n−j+1,n−j+2)|

≤ ε(n−j+1,1), 2 ≤ j ≤ n.(3.13)

D̃ is a diagonal matrix with (i, i)th element Dn−i+1. Using Theorem 2, the triple
(Ã, C, D̃), where C = [1, 0, . . . , 0], has property M with an M-associated 4-tuple
(G, P̃ , ν̃1, ν̃2). Using statements (b) and (c) of Theorem 1, and noting that Q−1 = Q
and QCT = B, the triple (A,B,D) has property Md with Md-associated 4-tuple
(GTQ,QP̃−1Q, ν̃1λmin(P̃−2), ν̃2λmin(P̃−2)). The second assertion in Corollary 1, i.e.,
solvability of (3.9) and (3.10), can be proved similarly using duality and the arguments
in the proof of Theorem 3.

4. Necessity theorems. In this section, the conservativeness of the assump-
tions required in Theorem 2 is evaluated by formulating necessary conditions for
solvability of the coupled Lyapunov inequalities (2.1) and (2.2). In Theorem 4, nega-
tive definite submatrices of P (A+GC) + (A+GC)TP which are invariant under the
design freedoms G are identified. This fundamental result in Theorem 4 is applied in
Theorem 5 to prove that a necessary condition for solvability of (2.1) is that if the
elements of A off the upper diagonal are smaller than the upper diagonal elements in
a sense similar to the last two inequalities in (3.2), then the upper diagonal elements
must satisfy the first two inequalities of (3.2). Lemma 4 further shows that the in-
variance of the signs of φ(i,i+1)(θ) is also necessary if the elements of A off the upper
diagonal are zero. Theorem 6 shows that the assumed conditions on D are necessary
for solvability of (2.2). Corollary 2 combines these results to show that the imposed
assumptions are necessary and sufficient if A has nonzero entries only on the upper
diagonal.

Theorem 4. Let C = [1, 0, . . . , 0]. If a matrix A of form (3.1) satisfies (2.1)
with some G(θ), a constant matrix P > 0 and a constant ν1 > 0, then the following
is true for every i ∈ {1, . . . , n}: Let Ai be the matrix obtained by deleting from A the
first i rows and the first i columns. Let Ci = [1, 0, . . . , 0]T be a 1 × (n − i) vector.
Then, a constant vector Ki = [k1i , . . . , kn−ii ]

T , a constant (n − i) × (n − i) matrix
Pi > 0, and a positive constant ν̃i exist such that for all θ ∈ Θ,

Pi[Ai(θ) + KiCiφ(i,i+1)(θ)] + [Ai(θ) + KiCiφ(i,i+1)(θ)]
TPi ≤ −ν̃iI.(4.1)

Proof of Theorem 4. Assume that (2.1) is satisfied with some G, P , and ν1.
Consider partitions

A + GC =

[
A11 A12

A21 Ai

]
, P =

[
P11 PT

21

P21 Pi

]
.(4.2)

Note that A + GC differs from A only in the first column. The (2, 2) block of
P (A + GC) + (A + GC)TP is PiAi + AT

i Pi + P21A12 + AT
12P

T
21. The i × (n − i)

matrix A12 has all elements zero except the (i, 1) element, which is equal to φ(i,i+1).

Hence, P−1
i P21A12 = KiCiφ(i,i+1) with Ki being a constant (n− i)×1 vector. Noting

that PiAi +AT
i Pi +P21A12 +AT

12P
T
21 = Pi[Ai +KiCiφ(i,i+1)]+ [Ai +KiCiφ(i,i+1)]

TPi
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and that the (2, 2) block being on the principal diagonal must be negative definite for
(2.1) to hold, the theorem follows.

Theorem 5. Let A be of form (3.1) and C = [1, 0, . . . , 0]. Let positive constants
ε(i,j), i = 2, . . . , n, j = 2, . . . , i, and ε(i,j), i = 3, . . . , n, j = 3, . . . , i, exist such that
for all θ ∈ Θ,⎧⎪⎪⎨

⎪⎪⎩
|φ(i,j)(θ)| ≤ ε(i,j)

√
|φ(i,i+1)(θ)||φ(j−1,j)(θ)|, 2 ≤ i ≤ n− 1, 2 ≤ j ≤ i,

|φ(n,j)(θ)| ≤ ε(n,j)
√
|φ(n−1,n)(θ)||φ(j−1,j)(θ)|, 2 ≤ j ≤ n,

|φ(i,j)(θ)| ≤ ε(i,j)
√
|φ(i,i+1)(θ)||φ(j−2,j−1)(θ)|, 3 ≤ i ≤ n− 1, 3 ≤ j ≤ i,

|φ(n,j)(θ)| ≤ ε(n,j)
√
|φ(n−1,n)(θ)||φ(j−2,j−1)(θ)|, 3 ≤ j ≤ n.

(4.3)

If (2.1) is satisfied with some G(θ), a constant positive definite matrix P , and a
positive constant ν1, then positive constants σ and ρiA, i = 2, . . . , n − 1, exist such
that

|φ(i,i+1)(θ)| ≥ σ > 0, 1 ≤ i ≤ n− 1,

|φ(i,i+1)(θ)| ≤ ρiA|φ(i−1,i)(θ)|, 2 ≤ i ≤ n− 1.(4.4)

Proof of Theorem 5. Applying Theorem 4 with i = n−1, the existence of positive
constants Pn−1 and ν̃n−1 and a constant k1n−1

are inferred such that 2Pn−1[φ(n,n) +
k1n−1φ(n−1,n)] ≤ −ν̃n−1. Noting that, by assumption, |φ(n,n)| ≤ ε(n,n)|φ(n−1,n)|, it
is seen that a positive constant σn exists such that |φ(n−1,n)| ≥ σn. Applying The-
orem 4 with i = n − 2, a 2 × 2 matrix Pn−2 > 0, a 2 × 1 vector Kn−2, and a
positive constant ν̃n−2 are obtained such that Pn−2[An−2 + Kn−2Cn−2φ(n−2,n−1)] +
[An−2 + Kn−2Cn−2φ(n−2,n−1)]

TPn−2 ≤ −ν̃n−2I. Denote the (j, k)th element of
Pi by P(j,k)i and the jth element of vector Ki by kji . Since the determinant of
Pn−2[An−2 + Kn−2Cn−2φ(n−2,n−1)] + [An−2 + Kn−2Cn−2φ(n−2,n−1)]

TPn−2 must be
positive, we have

0 < −
[
P(1,2)n−2

φ(n−1,n−1) + P(2,2)n−2
φ(n,n−1)

+
(
P(1,2)n−2

k1n−2
+ P(2,2)n−2

k2n−2

)
φ(n−2,n−1)

+ P(1,1)n−2
φ(n−1,n) + P(1,2)n−2

φ(n,n)

]2

+ 4

[
P(1,1)n−2

φ(n−1,n−1) + P(1,2)n−2
φ(n,n−1)(4.5)

+ (P(1,1)n−2
k1n−2 + P(1,2)n−2

k2n−2)φ(n−2,n−1)

]

×
[
P(1,2)n−2

φ(n−1,n) + P(2,2)n−2
φ(n,n)

]
.

Using (4.3) and (4.5), positive constants a1, a2, and a3 exist such that

P 2
(1,1)n−2

φ2
(n−1,n) < |φ(n−1,n)|

[
a1

√
|φ(n−1,n)||φ(n−2,n−1)| + a2|φ(n−2,n−1)|

]
+ a3φ

2
(n−2,n−1).(4.6)

Since |φ(n−1,n)(θ)| > σn > 0, φ(n−2,n−1)(θ) cannot be zero for any θ ∈ Θ. Dividing

both sides of (4.6) by φ2
(n−2,n−1), it is inferred that supθ∈Θ

|φ(n−1,n)(θ)|
|φ(n−2,n−1)(θ)| < ∞. Hence,

a positive constant σn−1 exists such that |φ(n−2,n−1)(θ)| ≥ σn−1 for all θ ∈ Θ.
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We now proceed by induction. Assume that supθ∈Θ
|φ(j,j+1)(θ)|
|φ(j−1,j)(θ)| < ∞ and σj+1

�
=

infθ∈Θ |φ(j,j+1)| > 0, j = i+2, . . . , n− 1. Using Theorem 4, a matrix Pi > 0, a vector
Ki, and a positive constant ν̃i are obtained to satisfy (4.1). Noting that the leading
2 × 2 minor of the left-hand side of (4.1) must have positive determinant,

0 < 4

n−i∑
j=1

P(1,j)i(φ(i+j,i+1) + kjiφ(i,i+1))

n−i∑
j=1

P(2,j)iφ(i+j,i+2)

−
[ n−i∑

j=1

P(1,j)iφ(i+j,i+2) +

n−i∑
j=1

P(2,j)i(φ(i+j,i+1) + kjiφ(i,i+1))

]2
.(4.7)

Using (4.3) and (4.7), positive constants a1j , a2j , a3j , i + 1 ≤ j ≤ n − 1, a4, and a5

exist such that

P 2
(1,1)i

φ2
(i+1,i+2) <

[
a4|φ(i,i+1)| +

n−1∑
j=i+1

a1j

√
|φ(j,j+1)||φ(i,i+1)|

]

×
[ n−1∑
j=i+1

a2j

√
|φ(j,j+1)||φ(i+1,i+2)|

]
(4.8)

+

[
a5|φ(i,i+1)| +

n−1∑
j=i+1

a3j

√
|φ(j,j+1)||φ(i,i+1)|

]2
.

By the induction hypothesis,
|φ(j,j+1)(θ)|
|φ(j−1,j)(θ)| , j = i+2, . . . , n−1, are bounded. Using (4.8),

|φ(i+1,i+2)(θ)|
|φ(i,i+1)(θ)| is bounded and σi+1

�
= infθ∈Θ |φ(i,i+1)(θ)| > 0. The proof is complete by

induction.

Lemma 4. Let A be of form (3.1) and C = [1, 0, . . . , 0]. For each i ∈ {2, . . . , n},
let infθ∈Θ

∑n
j=i |φ(j,i)(θ)| = 0. Let (2.1) be satisfied with some G(θ), a constant

matrix P > 0, and a constant ν1 > 0. Then, the elements of P on the upper and
lower diagonals, i.e., P(i,i+1), i = 1, . . . , n−1, are nonzero. Furthermore, if φ(i,j) ≡ 0,
i = 2, . . . , n, j = 2, . . . , i, then each φ(i,i+1)(θ), i = 1, . . . , n − 1, assumes the same
sign for all arguments.

Proof of Lemma 4. If (2.1) holds, the diagonal entries of AP
�
= P [A + GC] +

[A+GC]TP must be bounded above by a negative constant. The ith diagonal entry,
i ≥ 2, is given by 2

∑n
j=i−1 P(i,j)φ(j,i). By assumption, infθ∈Θ

∑n
j=i |φ(j,i)(θ)| = 0.

Therefore, the ith diagonal entry of AP can be bounded above by a negative constant
only if P(i,i−1) = P(i−1,i) 
= 0. If the entries of A off the upper diagonal are zero, then
the ith diagonal entry of AP is 2P(i,i−1)φ(i−1,i) implying that φ(i−1,i)(θ) must assume
the same sign for all arguments.

Theorem 6. Let D(θ) = diag(D1(θ), . . . , Dn(θ)). If a matrix P > 0 exists
such that (2.2) is satisfied with ν2 > 0, then infθ∈Θ Di(θ) > 0. Furthermore, if
the entries of P on the upper and lower diagonals, i.e., P(i,i+1), i = 1, . . . , n − 1,
are nonzero, then positive constants ρ

iD
and ρiD, i = 1, . . . , n − 1, exist such that

ρ
iD

Di(θ) ≤ Di+1(θ) ≤ ρiDDi(θ), i = 1, . . . , n− 1.

Proof of Theorem 6. The ith diagonal element of PD + DP given by 2P(i,i)Di

must be bounded below by a positive constant to satisfy (2.2). Hence, Di must be
bounded below by a positive constant. Furthermore, to satisfy (2.2), the 2×2 matrices
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on the principal diagonal of PD + DP must have positive determinant, i.e.,

4P(i,i)P(i+1,i+1)DiDi+1 > P 2
(i,i+1)(Di + Di+1)

2, i = 1, . . . , n− 1,(4.9)

implying that Di+1(θ)
Di(θ)

and Di(θ)
Di+1(θ)

are upper and lower bounded by positive con-

stants.
Corollary 2. Let A(θ) be a matrix of the form (3.1) with φ(i,j) = 0, i =

2, . . . , n, j = 2, . . . , i, i.e., A contains nonzero terms only on the upper diagonal and
the first column. Let C = [1, 0, . . . , 0] and D(θ) = diag(D1(θ), . . . , Dn(θ)). A matrix
P > 0, positive constants ν1 and ν2, and a G(θ) exist to satisfy (2.1) and (2.2) if
and only if A is w-CUDD, each upper diagonal entry of A assumes the same sign
for all arguments, and the elements of D(θ) satisfy (3.3) with ρo

iD
, i = 1, . . . , n, ρ

iD
,

and ρiD, i = 1, . . . , n − 1, being positive constants. Furthermore, a matrix P > 0, a
positive constant ν1, and a G(θ) exist to satisfy (2.1) if and only if A is w-CUDD and
each upper diagonal entry of A assumes the same sign for all arguments.

Proof of Corollary 2. The proof is evident from Lemma 4 and Theorems 2, 5,
and 6.

5. Applications to controller and observer designs for nonlinear, time-
varying, and switched systems. The problem stated in the introduction arises
in several applications for nonlinear systems, time-varying systems, and switched
systems, a few of which are outlined below.

1. State-feedback : Consider a system

ẋ = Al(t)(x, t)x + Bl(t)(x, t)u + Φl(t)(x, z, t)(5.1)

with state x ∈ Rn, input u ∈ R, and disturbance z ∈ Rnz . A1(x, t),
. . . , AN (x, t) are n × n matrices. B1(x, t), . . . , BN (x, t) and Φ1(x, z, t), . . . ,
ΦN (x, z, t) are n × 1 vectors. l(t) is a positive integer function of time tak-
ing values in the set {1, 2, . . . , N}. Thus, (5.1) is a nonlinear time-varying
switched system. If a matrix P > 0, a positive constant ν, and functions
Ki(x, t) ∈ R1×n, i = 1, . . . , N , can be found to satisfy

xT

{
P
[
Ai(x, t) + Bi(x, t)Ki(x, t)

]

+
[
Ai(x, t) + Bi(x, t)Ki(x, t)

]T
P

}
x

+ 2xTPΦi(x, z, t) ≤ −ν|x|2(5.2)

∀x ∈ Rn, z ∈ Rnz , i ∈ {1, . . . , N},

then the state-feedback control law u = Kl(t)(x, t)x makes the origin x = 0
a globally asymptotically stable equilibrium of system (5.1). The inequality
(5.2) is of the form (3.9).

2. Observer design (dual to state-feedback): Given a system

ẋ = Al(t)(y, t)x + Bl(t)(y, t)u; y = Cl(t)(t)x,(5.3)

with y being the output, a full-order state observer is given by

˙̂x = Al(t)(y, t)x̂ + Bl(t)(y, t)u + Gl(t)(y, t)[Cl(t)(t)x̂− y](5.4)
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if a matrix P > 0, a positive constant ν, and functions Gi ∈ Rn×1, i =
1, . . . , N , can be found such that [12]

P
[
Ai(y, t) + Gi(y, t)Ci(t)

]
+
[
Ai(y, t) + Gi(y, t)Ci(t)

]T
P ≤ −νI, i = 1, . . . , N.(5.5)

3. Output-feedback : A dynamic output-feedback controller can be constructed
by combining the state-feedback and observer designs above as long as (5.2)
and (5.5) can be satisfied (not necessarily with the same P ).

4. Dynamic high-gain scaling–based state-feedback/observer design/output-feed-
back : Dynamic high-gain scaling [11, 5, 19, 6, 9, 8] provides a method for
triangular systems to attenuate part of the system dynamics so that the
system is approximated by a chain of nonlinear integrators; i.e., the system
matrix is approximated by A(x) with A having the form shown in (3.1) with
only the upper diagonal entries being nonzero. The coupled inequalities (2.1)
and (2.2) appear in observer design and their dual, (2.3) and (2.4), appear
in controller design based on this technique. The approach is applicable to
systems in both lower triangular (strict-feedback) [11, 5, 19, 8] and upper
triangular (feedforward) [6, 9] forms and also some classes of nontriangular
systems [10]. The approach is illustrated below for state-feedback controller
design for a particular simple class of lower triangular systems.
Consider a system of the form

ẋi = φ(i,i+1)(x)xi+1 + φi(x0, . . . , xi, t), i = 0, . . . , n,(5.6)

where x = [x0, . . . , xn]T is the system state and xn+1 = u is the input.
The functions φ(i,i+1) are assumed to be continuous and lower bounded in
magnitude by a positive constant σ, and the functions φi are assumed to
be bounded as |φi(x0, . . . , xi, t)| ≤ |φ(0,1)(x)|γ(x0)

∑i
j=0 |xj | with γ being a

positive function. It is also assumed that φ(0,1)(x) ≤ φ(0,1)(x0)|φ(1,2)(x)| for

all x ∈ Rn with φ(0,1) being a positive function.

Define the scaling ξ1 = [x1 + ζ(x0)]/r, ξi = xi/r
i, i = 2, . . . , n + 1, with

ζ(x0) = x0ζ1(x0) being a design function and r a dynamic scaling parameter.
The dynamics of ξ = [ξ1, . . . , ξn]T can be written in matrix form as

ξ̇ = r
[
A(x) + |φ(1,2)(x)|BK(x)

]
ξ − ṙ

r
Dξ + Φ + Hξ1 + Ξ(5.7)

by picking the control input to be

u =
rn+1

φ(n,n+1)
|φ(1,2)(x)|K(x)ξ,(5.8)

where K(x) ∈ R1×n, A(x) is of the form in (3.1) with nonzero entries only
on the upper diagonal, B = [0, . . . , 0, 1]T , D = diag(1, 2, . . . , n), and

Φ =
[φ1

r
, . . . ,

φn

rn

]T
,(5.9)

H =
[
ζ ′(x0)φ(0,1)(x), 0, . . . , 0

]T
,(5.10)

Ξ =
1

r

[
(φ0 − ζ(x0)φ(0,1)(x))ζ ′(x0), 0, . . . , 0

]T
.(5.11)
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The dynamics of r are chosen to be the scalar Riccati equation

ṙ = |φ(1,2)(x)|r[−a1(r − 1) + a2γ1(x0)](5.12)

with a1 and a2 being positive constants and γ1 being a positive function. It
will be shown below that the system is globally asymptotically stabilized with
some choice of functions ζ1 and γ1 if the coupled Lyapunov inequalities

P [Â(x) + BK(x)] + [Â(x) + BK(x)]TP ≤ −ν1I,(5.13)

P [D − I/2] + [D − I/2]P ≥ ν2I,(5.14)

where Â(x) = A(x)/|φ(1,2)(x)|, are satisfied with some K(x), a matrix P > 0,
and positive constants ν1 and ν2. The coupled Lyapunov inequalities (5.13)
and (5.14) are of the forms (2.3) and (2.4), respectively. Since Â has nonzero
terms (which, by assumption, are continuous and lower bounded in magnitude
by a positive constant) only on the upper diagonal, the dual of Corollary 2
gives the necessary and sufficient conditions for solvability of the coupled Lya-
punov inequalities (5.13) and (5.14) to be that |φ(i,i+1)(x)| ≥ ρiA|φ(i−1,i)(x)|,
i = 2, . . . , n − 1, for all x ∈ Rn+1 with ρiA, i = 2, . . . , n − 1, being positive
constants.
The closed-loop stability can be analyzed using the Lyapunov function V =
1
2x

2
0 + rξTPξ, which satisfies

V̇ = x0[φ(0,1)(x)x1 + φ0] + 2rξTPΦ + 2rξTPHξ1 + 2rξTPΞ

+ r2|φ(1,2)(x)|ξT
[
P [Â(x) + BK(x)] + [Â(x) + BK(x)]TP

]
ξ(5.15)

− ṙξT
[
P [D − I/2] + [D − I/2]P

]
ξ.

Using the coupled Lyapunov inequalities (5.13) and (5.14) and the dynamics
of r given in (5.12), (5.15) reduces to

V̇ = x0[φ(0,1)(x)x1 + φ0] + 2rξTPΦ + 2rξTPHξ1 + 2rξTPΞ

− r2|φ(1,2)(x)|ν1|ξ|2 + a1r
2|φ(1,2)(x)|ν2|ξ|2(5.16)

− r[a1 + a2γ1(x0)]|φ(1,2)(x)|ν2|ξ|2,

where ν2 is a positive constant large enough to satisfy

P [D − I/2] + [D − I/2]P ≤ ν2I.(5.17)

With some algebraic manipulation involving mainly routine quadratic over-
bounding, it can be shown that if a2 is chosen to be any positive constant
and if a1, ζ1, and γ1 are chosen to satisfy4

−3ν1

4
+ a1ν2 = −a∗ < 0,(5.18)

ζ1(x0) =
1

σ
sign(φ(0,1)(0))

[
σφ(0,1)(x0)

ν1
+ σγ(x0) + 2σ + ζ∗(x0)

]
,(5.19)

4Since φ(0,1) is continuous and bounded below in magnitude by a positive constant, it assumes
the same sign for all arguments.
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γ1(x0) ≥
1

a2ν2

[
2λmax(P )φ(0,1)(x0)γ(x0)(n + 1)

+ 2λmax(P )|ζ ′(x0)|φ(0,1)(x0)(5.20)

+λ2
max(P )φ(0,1)(x0)

{
[γ(x0)+|ζ1(x0)|]2[ζ ′(x0)]

2

+ 2(n + 1)γ2(x0)[1 + ζ2
1 (x0)]

}]
,

where ζ∗ is a positive function bounded below in magnitude by a positive
constant, then (5.16) simplifies to

V̇ ≤ −ζ∗x2
0 − r2a∗σ|ξ|2.(5.21)

It can be inferred from (5.21) that (r, x) = (1+ a2

a1
γ1(0), 0, . . . , 0) is a globally

asymptotically stable equilibrium of the closed-loop system formed by (5.6),
(5.8), and (5.12). The key ingredient in attaining (5.21) is the use of the
coupled Lyapunov inequalities (5.13) and (5.14) to obtain (5.16) from (5.15).
This approach, which is based on dynamic high-gain scaling, can be applied
to both state-feedback and output-feedback control of a variety of nonlinear
systems, including strict-feedback systems, feedforward systems, and some
classes of nontriangular systems, and can be extended to include adaptation to
unknown parameters and robustness to uncertain system terms and appended
input-to-state stable (ISS) dynamics [11, 5, 19, 6, 9, 8, 10].

5. λ-tracking : Inequalities (2.1) and (2.2), and their duals (2.3) and (2.4), also
appear in the literature [3] on the λ-tracking problem for nonlinear sys-
tems, where the solvability of the coupled Lyapunov inequalities has been
assumed so far. The control objective is to regulate the tracking error to a
λ-neighborhood of zero.

6. Conclusion. We considered the problem of finding a uniform solution to a
family of parameter-dependent Lyapunov inequalities with the matrices incorporating
design freedoms. Generically, this problem can be viewed as picking a family of
controller (or observer) gains so that the family of closed-loop system matrices admits
a common Lyapunov function. Several sufficient and necessary conditions for specific
structures of the matrix families were considered. The solvability conditions involve
inequalities regarding relative magnitudes of terms in the matrices. The Lyapunov
inequalities arising in the controller and observer contexts were seen to have a dual
relation. The duals of some of our theorems were explicitly provided, and the duals
of the other theorems can be similarly obtained. Several motivating applications
were presented to highlight the importance of the considered structures of the matrix
families. The obtained results provide extensions in controller and observer designs
for time-varying, switched, and nonlinear systems.

Appendix. Proofs of Lemmas 1–3.

A.1. Proof of Lemma 1. The diagonal matrix D can be decomposed as D =

D1(θ)D̂(θ), where D̂(θ) = diag(D̂1(θ), D̂2(θ), . . . , D̂n(θ)) with D̂i(θ) = Di(θ)
D1(θ)

. The

inequality PD̂ + D̂P ≥ ν̃2I holds with some positive ν̃2 if |ki| < κ with small enough
κ. This is seen by continuity since this inequality holds when k2 = · · · = kn = 0.
Note that the functions D̂i(θ) are bounded below and above by the positive constants
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∏i−1
j=1 ρjD and

∏i−1
j=1 ρjD, respectively. An estimate (possibly conservative) for κ can

be written, using the diagonal dominance condition, as

κ = inf
θ∈Θ

min

{
2D̂i(θ)

D̂i+1(θ) + 2D̂i(θ) + D̂i−1(θ)
; 1 ≤ i ≤ n

}
(A.1)

with D̂0 = −D̂1 and D̂n+1 = −D̂n. The inequality PD +DP ≥ ν2I with ν2 = ρo
1D

ν̃2

follows if |ki| < κ, i = 2, . . . , n.

A.2. Proof of Lemma 2. Consider the dynamical system ω̇ = Acω, where
ω = [ω1, . . . , ωn]T ∈ Rn and Ac = A+GC. Define the change of coordinates Ω = P̂ω.
We will prove below that, along the trajectories of the dynamical system ω̇ = Acω,
the Lyapunov inequality d

dt (Ω
TΩ) ≤ −αΩTΩ is satisfied with α being a positive

constant. Since ΩTΩ = ωTPω by construction, this will imply that (2.1) is satisfied
with ν1 = αλmin(P ).

The inverse transformation relating ω to Ω is given by5

ωi =

i∑
l=1

Ωl

i∏
m=l+1

km =

i∑
l=1

pk(l + 1, i)Ωl,(A.2)

where pk(n1, n2)
�
=
∏n2

m=n1
km. Note that pk(n1, n2) = 1 if n1 > n2. For convenience,

we introduce the dummy variables ωn+1 = Ωn+1 = kn+1 = 0 and φ(n+1,j) = 0,
1 ≤ j ≤ n + 1. Differentiating Ωi = ωi − kiωi−1, 2 ≤ i ≤ n, we obtain

Ω̇i =
(
gi − kigi−1 + g̃i

)
Ω1 + φ(i,i+1)Ωi+1

+
(
φ(i,i) − kiφ(i−1,i) + ki+1φ(i,i+1)

)
Ωi

+
(
φ(i,i) − kiφ(i−1,i) + ki+1φ(i,i+1)

) i−1∑
l=2

pk(l + 1, i)Ωl(A.3)

+

i−1∑
j=2

{
(φ(i,j) − kiφ(i−1,j))

j∑
l=2

pk(l + 1, j)Ωl

}
,

g̃i = φ(i,1) − kiφ(i−1,1) +
(
φ(i,i) − kiφ(i−1,i) + ki+1φ(i,i+1)

)
pk(2, i)

+

i−1∑
j=2

(φ(i,j) − kiφ(i−1,j))pk(2, j).(A.4)

Note that |ki|, i = 2, . . . , n, are required to be chosen smaller than κ if ρiA and ε(i,j)
are smaller than ρA. The final construction of ki and ρA will ensure these inequality
conditions. We derive a bound below for

∑n
i=2 ΩiΩ̇i assuming these inequalities.

Furthermore, since the positive constant ρA is free to be arbitrarily chosen, we assume
ρA < 1.

Using the w-CUDD conditions given in (3.2), for 2 ≤ i ≤ n,

5We follow the convention that
∑n2

i=n1
fi = 0 and

∏n2
i=n1

fi = 1 if n1 > n2.
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ΩiΩ̇i ≤
κ

4
|φ(i,i+1)|Ω2

i+1 +
1

κ
|φ(i,i+1)|Ω2

i

+
[
−kiφ(i−1,i) + κρA|φ(i−1,i)| + ρA|φ(i−1,i)|

]
Ω2

i

+

i−1∑
l=2

(i− 2)(φ(i,i) − kiφ(i−1,i) + ki+1φ(i,i+1))
2

κ|φ(i−1,i)|
[pk(l + 1, i)]2Ω2

l

+
κ

4
|φ(i−1,i)|Ω2

i +

i−1∑
j=2

j∑
l=2

(j − 1)(i− 2)(φ(i,j) − kiφ(i−1,j))
2

κ|φ(i−1,i)|
[pk(l + 1, j)]2Ω2

l

+
κ

4
|φ(i−1,i)|Ω2

i +
2

κ

(gi − kigi−1 + g̃i)
2

|φ(i−1,i)|
Ω2

1 +
κ

8
|φ(i−1,i)|Ω2

i

=
κ

4
|φ(i,i+1)|Ω2

i+1 − kiφ(i−1,i)Ω
2
i +

[
κρA + ρA +

ρA
κ

+
5κ

8

]
|φ(i−1,i)|Ω2

i

+

i−1∑
l=2

q(i,l)|φ(l−1,l)|Ω2
l +

2

κ

(gi − kigi−1 + g̃i)
2

|φ(i−1,i)|
Ω2

1,(A.5)

where, for i = 2, . . . , n and l = 2, . . . , i− 1,

q(i, l) =
1

|φ(l−1,l)|

[
(i− 2)(φ(i,i) − kiφ(i−1,i) + ki+1φ(i,i+1))

2

κ|φ(i−1,i)|
[pk(l + 1, i)]2

+

i−1∑
j=l

(j − 1)(i− 2)(φ(i,j) − kiφ(i−1,j))
2

κ|φ(i−1,i)|
[pk(l + 1, j)]2

]

≤ (n− 2)

κ

[
(ε(i,i)ρiA + ρiA|ki+1| + |ki|)2[pk(l + 1, i)]2

i−1∏
r=l

ρrA

+ (n− 1)

i−1∑
j=l

(ε(i,j)ρiA + ε(i−1,j)|ki|)2[pk(l + 1, j)]2
j−1∏
r=l

ρrA

]

≤ (n− 2)ρA
κ

[
(1 + 2κ)2κ2(i−l) + (n− 1)(1 + κ)2

κ2(i−l) − 1

κ2 − 1

]
.(A.6)

Choose any positive constant κ∗ < κ
8 and choose ρA to be a positive constant satisfying

ρA ≤
κ
8 − κ∗

κ + 1 + 1
κ + (n−2)

κ

∑n
l=i+1

[
(1 + 2κ)2κ2(l−i) + (n− 1)(1 + κ)2 κ2(l−i)−1

κ2−1

] .(A.7)

Note that ρA < 1, implying that the inequalities in (A.5) and (A.6) are valid. In-
equality (A.5) reduces to

n∑
i=2

ΩiΩ̇i ≤ −
n∑

i=2

kiφ(i−1,i)Ω
2
i +

n∑
i=2

(κ− κ∗)|φ(i−1,i)|Ω2
i

+
2

κ

n∑
i=2

(gi − kigi−1 + g̃i)
2

|φ(i−1,i)|
Ω2

1.(A.8)

The constants ki, i = 2, . . . , n, are chosen as6 ki = (κ− κ∗/4) sign(φ(i−1,i)(0)). Since

6Note that φ(i−1,i) takes the same sign for all arguments by assumption.
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Ω1 = ω1,

Ω̇1 = (g1 + g̃1)Ω1 + φ(1,2)Ω2

=⇒ Ω1Ω̇1 ≤
(
g1 + g̃1 +

1

κ∗ |φ(1,2)|
)
Ω2

1 +
κ∗

4
|φ(1,2)|Ω2

2,(A.9)

where g̃1 = φ(1,1) + k2φ(1,2). Defining G such that7

G = [g1, . . . , gn]T = −P̂−1

[
2

κ

n∑
i=2

g2
i

|φ(i−1,i)|
+ g1, 0, . . . , 0

]T
,(A.10)

g1 ≥ |φ(1,1)| + |k2||φ(1,2)| +
1

κ∗ |φ(1,2)| +
κ∗

2
|φ(1,2)|,(A.11)

gi ≥ |φ(i,1)| + |ki||φ(i−1,1)|

+
(
|φ(i,i)| + |ki||φ(i−1,i)| + |ki+1||φ(i,i+1)|

)
|pk(2, i)|

+

i−1∑
j=2

(|φ(i,j)| + |ki||φ(i−1,j)|)|pk(2, j)|, i = 2, . . . , n,(A.12)

we finally obtain

d

dt

(
1

2

n∑
i=1

Ω2
i

)
=

n∑
i=1

ΩiΩ̇i

≤ −κ∗

2

n∑
i=2

|φ(i−1,i)|Ω2
i −

κ∗

2
|φ(1,2)|Ω2

1

≤ −κ∗σ

(
1

2

n∑
i=1

Ω2
i

)
.(A.13)

Noting that
∑n

i=1 Ω2
i = ωTPω, (2.1) is satisfied with ν1 = κ∗σλmin(P ).

A.3. Proof of Lemma 3. If the w-CUDD constants of A are smaller than ρA,
T can be chosen to be the identity matrix. Otherwise, let

ρ0 =
max

{
max{ρiA|i = 2, . . . , n− 1},max{εi,j |i = 2, . . . , n, j = 2, . . . , i}

}
ρA

,(A.14)

T = diag(T1, . . . , Tn), Ti = ρni
0 , ni = (n− i)(n− i + 1)/2, i = 1, . . . , n.(A.15)

Note that ρ0 as defined in (A.14) is greater than 1. The (i, j)th element of Ã is
Ã(i,j) = (Ti/Tj)φ(i,j), i = 1, . . . , n, j = 1, . . . , i+ 1, with zeros everywhere else. Using
(A.14),

|Ã(i,i+1)|
|Ã(i−1,i)|

=
T 2
i

Ti−1Ti+1

|φ(i,i+1)|
|φ(i−1,i)|

=
1

ρ0

|φ(i,i+1)|
|φ(i−1,i)|

≤ ρiA
ρ0

≤ ρA,(A.16)

7This definition of gi implies that the choice of G depends only on the upper diagonal entries
and upper bounds on other elements of A.
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|Ã(i,j)|√
|Ã(i,i+1)||Ã(j−1,j)|

=

√
TiTi+1

Tj−1Tj

|φ(i,j)|√
|φ(i,i+1)||φ(j−1,j)|

= ρ
(j−i−1)(2n−i−j+1)

2
0

|φ(i,j)|√
|φ(i,i+1)||φ(j−1,j)|

≤
ε(i,j)

ρ0
≤ ρA, i = 2, . . . , n− 1, j = 2, . . . , i,(A.17)

|Ã(n,j)|√
|Ã(n−1,n)||Ã(j−1,j)|

=

√
T 3
n

Tj−1TjTn−1

|φ(n,j)|√
|φ(n−1,n)||φ(j−1,j)|

=
1

ρ
1+(n−j+1)2

2
0

|φ(n,j)|√
|φ(n−1,n)||φ(j−1,j)|

≤
ε(n,j)

ρ0
≤ ρA, j = 2, . . . , n.(A.18)

Hence, Ã is a w-CUDD matrix with w-CUDD constants smaller than ρA.
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DOMAIN DEPENDENCE OF SOLUTIONS TO COMPRESSIBLE
NAVIER–STOKES EQUATIONS∗

P. I. PLOTNIKOV† AND J. SOKOLOWSKI‡

Abstract. The minimization of the drag functional for the stationary, isentropic, compressible
Navier–Stokes equations (NSE) in three spatial dimensions is considered. In order to establish the
existence of an optimal shape, the general result on compactness of families of generalized solutions to
the NSE is established within in the framework of the modern theory of nonlinear PDEs [P. L. Lions,
Mathematical Topics in Fluid Dynamics. Vol. 2. Compressible Models, Oxford University Press,
Clarendon Press, New York, 1998], [E. Feireisl, Dynamics of Viscous Compressible Fluids, Oxford
University Press, Oxford, UK, 2004]. The family of generalized solutions to the NSE is constructed
over a family of admissible domains Uad. Any admissible domain Ω = B \ S contains an obstacle S,
e.g., a wing profile. Compactness properties of the family of admissible domains in the form of the
condition (HΩ) is imposed. Roughly speaking, the condition (HΩ) is satisfied, provided that for any
sequence of admissible domains {Ωn} ⊂ Uad there is a subsequence convergent both in Hausdorff
metrics and in the sense of Kuratowski and Mosco. The analysis is performed for the adiabatic
constant γ > 1 in the pressure law p(ρ) = ργ and it is based on the technique used in [P. I. Plotnikov
and J. Sokolowski, Comm. Math. Phys., 258 (2005), pp. 567–608] in the case of discretized NSE.
The result is a generalization to the stationary equations with γ > 1 of the results obtained in [E.
Feireisl, A. H. Novotný, and H. Petzeltová, Math. Methods Appl. Sci., 25 (2002), pp. 1045–1073],
[E. Feireisl, Appl. Math. Optim., 47 (2003), pp. 59–78] for evolution equations within the range
γ > 3/2 for the adiabatic ratio.
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1. Introduction.

1.1. Shape optimization. In the present paper, a class of shape optimization
problems for stationary isothermal compressible Navier–Stokes equations (NSE) is
considered. Usually the mathematical analysis of such problems includes the following:

• Proof of the existence of optimal shapes for a sufficiently large class of ad-
missible domains.

• Derivation of necessary optimality conditions, which characterize an optimal
domain and can be used for the numerical solution of the shape optimization
problem.

• The convergence proof for the numerical method, which can be used to eval-
uate an optimal shape.

To the best of our knowledge, only the first point is studied in the literature for
the compressible NSE and drag minimization. We refer the reader to [10] for the
existence results for shape optimization problems in the case of evolution equations
for the adiabatic constant γ > 3/2; see also [9] for related results. In the present
paper the case of γ > 1 is considered in three spatial dimensions. The technique used
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is introduced in [12], [24], and [25]. The optimality conditions for drag minimization
are derived in [27].

We restrict ourselves to the first issue on the above list of problems to be solved,
which is already quite difficult, since there are no existence results for the PDE model
itself in the range of parameters we are going to consider, i.e., for the adiabatic
constant γ > 1 in the law p(ρ) = ργ , which gives the pressure p of the fluid in the
function of its density ρ in the isothermal regime. We also point out that the existence
of generalized solutions for such equations with nonhomogeneous boundary conditions
for a full range of parameters is an open problem; for some results in this direction
we refer to [15], [16], [17] for two spatial dimensions and for special geometry of the
flow region.

We show that, under appropriate assumptions, the convergence of the sequence
of admissible domains implies the convergence of the associated sequence of shape
functionals. To make our analysis representative we consider the drag functional,
which is the standard choice in view of possible applications in the shape optimization
of a wing.

A related shape optimization problem is considered in [10] for evolution equations,
and with the adiabatic constant γ > 3/2. We consider the case of γ > 1 using the
same technique as in [12], [25]. The novelty of our results, in comparison with paper
[25], is the PDE model; i.e., we consider here the stationary problem and use a far-
reaching approach to the problem based on the new kinetic formulation to the mass
balance equation. In [25] the discretized problem introduced in [18] is considered;
such a problem depends on the parameter α > 0 of the time discretization of evolution
equations [18], and the limit case of α = 0 is the stationary problem.

The outline of the paper is the following. In section 1.2 an example of a shape
optimization problem is presented and the existence result of optimal shapes is given.
In section 1.3 the stationary NSE are introduced, and generalized solutions are defined.
In section 1.4 the main result of the paper on compactness of generalized solutions and
solvability of the drag minimization problem is presented. In section 2 local a priori
estimates for generalized solutions are derived. In section 3 weak limits of sequences
of generalized solutions are characterized. In section 4 the so-called effective viscous
flux is defined and some properties of the viscous flux are obtained. In section 5 the
oscillation defect measure is introduced for sequences of densities and its boundedness
is proved for generalized solutions. In section 6 the kinetic formulation for the mass
balance equation is derived in the form of a transport equation for the distribution
function, which characterizes the Young measure associated with weakly convergent
sequences of densities. In section 7 the renormalization of the kinetic formulation
for the mass balance equation is performed, which shows the strong convergence of
sequences of densities. Finally, in section 8 the proof of the main result of the paper
is completed.

Since all of our presented results for the adiabatic ratio γ > 1 seem to be new, we
provide the complete proofs for the convenience of the reader. To our knowledge such
proofs are not known in the literature. The proof technique was introduced by Lions
and by Feireisl, Novotný, and Petzeltová and it is adapted to the specific problem
along the lines of [12], [24], and [25].

1.2. Example of the existence of an optimal shape. We use the notation
introduced below. Let (u, ρ) be a generalized solution to the boundary value problem
(1.3) posed in the geometrical domain Ω = B \ S, where B ⊂ R

3 is a fixed hold-all
domain and S is an obstacle. The family of admissible domains Ω ∈ Uad includes
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domains with obstacles of the volume bounded from below, i.e., meas(S) ≥ Vol for
all admissible domains Ω = B \S. Let us consider the problem of drag minimization,
in which the shape functional J(Ω) takes the form

J(Ω) := J(ρ,u,Ω),

where the functional J(ρ,u,Ω) is defined in (1.5), over such a family of admissible
domains, and let us assume that the set of generalized solutions to (1.3) over admissible
domains Ω ∈ Uad is nonempty. If the family Uad is compact with respect to the
convergence defined by the condition (HΩ), then there is an optimal domain Ω∗ =
B \ S∗ such that

J(Ω∗) ≤ J(Ω)

for all Ω ∈ Uad. We prove the existence result without any regularity assumptions on
the boundaries of obstacles. In fact, we prove a compactness result for the family of
solutions to the NSE so that the existence of optimal shapes is a simple corollary of
the theorem on the compactness of the set of generalized solutions.

1.3. The problem formulation. Suppose that compressible Newtonian fluid
occupies the bounded region Ω ⊂ R

3. We will assume that Ω = B \ S, where B is
an open sufficiently large hold all with a sectionally smooth boundary containing a
compact obstacle S. We could take, e.g., for B a ball of radius R, B = {x||x| ≤ R}.
We do not impose restrictions on the topology of the flow region. The cases of S with
a finite number of connected components or S = ∅ are taken into consideration. The
fluid density ρ : Ω �→ R

+ and the velocity field u : Ω �→ R
3 are governed by the NSE

−νΔu − ξ∇divu + ρu∇u + ∇p(ρ) = ρf, div (ρu) = 0,(1.1)

where ν, ξ are positive viscous coefficients and f : Ω �→ R
3 is a given continuous

vector field. We suppose that the flow is barotropic and p(ρ) = ργ with the adiabatic
constant γ > 1. If the viscous stress tensor is defined by the equality

Π = ν(∇u + ∇u�) + (ξ − ν)divu I,(1.2)

then the governing equations can be written in the equivalent divergence form

div (ρu ⊗ u) + ∇p(ρ) − ρf = div Π, div (ρu) = 0 in Ω.(1.3a)

In view of possible applications, e.g., to the shape optimization problem of a wing, it
is assumed that the velocity field satisfies the nonhomogeneous boundary condition

u = 0 on ∂S, u = U∞ on ∂B,(1.3b)

and the density distribution is prescribed on the entrance set

ρ = ρ∞ on Σ+ = {x ∈ ∂B : U∞ · n(x) < 0}.(1.3c)

Here n is the outward unit normal vector to ∂Ω. It is assumed that U∞ ∈ R
3 is a

given vector and ρ∞ is a given nonnegative constant.
Boundary condition (1.3b) can be written in the form of the equality u = u∞ on

∂Ω, where u∞(x) is a smooth function defined for any x ∈ R
3, which vanishes in the

vicinity of S and coincides with U∞ in an open neighborhood of ∂B. The physical



1168 P. I. PLOTNIKOV AND J. SOKOLOWSKI

quantities which characterize the flow include the total energy E, the volume rate of
energy dissipation D, and the drag J, and are defined by

E =

∫
Ω

(
1

2
ρ|u|2 +

ργ

γ − 1

)
dx, D =

∫
Ω

(ν|∇u|2 + ξ|divu|2) dx,(1.4)

J = −U∞ ·
∫
∂S

(Π − p(ρ)I) · n dS.

The drag J accounts for the reaction of the surrounding fluid on the obstacle S.
For our purposes, the formula for the drag can be written in the equivalent form

J(ρ,u,Ω) =

∫
Ω

(Π − ρu ⊗ u − p(ρ)I) : ∇u∞dx +

∫
Ω

(U∞ − u∞) · fρdx.(1.5)

We will consider the solutions to problems (1.3) for which the density is nonnegative
and the total energies are bounded from above by some positive constant CΩ. In what
follows we will denote by c various constants depending only on E, data ‖f‖C(B), ρ

∞,
‖u∞‖C1(B), material constants γ, ν , ξ, and the domain B.

In this paper the standard notation is used for the function spaces. The space
H1,r(Ω) is the Sobolev space of functions integrable along with the first order gen-
eralized derivatives in Lr(Ω) equipped with its natural norm. For r = 2 we use the
notation H1,2(Ω) rather than H1(Ω); the notation H1,r

0 (Ω) stands for the closure of
C∞

0 (Ω) in the norm of H1,r(Ω).
Definition 1.1. For given U∞ ∈ R

3 and f ∈ C(Ω)3, a generalized solution to
problem (1.3) is the pair (ρ,u), where ρ ∈ Lγ(Ω) is a nonnegative function in Ω and
u − u∞ ∈ H1,2

0 (Ω), which satisfies the following conditions:
(a) The scalar function ρ|u|2 is integrable in Ω, i.e., the total energy E of the flow

is finite. The mass density and the velocity field satisfy the energy inequality

ν‖∇(u − u∞)‖2
L2(Ω) + ξ‖div (u − u∞)‖2

L2(Ω) +

∫
Ω

ρu ⊗ u : ∇u∞ dx

+

∫
Ω

p(ρ)divu∞ dx−
∫

Ω

ρf · (u − u∞) dx +
1

γ − 1

∫
Γ+

(ρ∞)γ(U∞ · n) dΓ ≤ 0.(1.6)

(b) For all vector fields ϕ ∈ C1
0 (Ω)3,∫

Ω

(
ρu ⊗ u + p(ρ)

)
: ∇ϕ dx +

∫
Ω

ρf · ϕ dx =

∫
Ω

Π : ∇ϕ dx.(1.7a)

(c) The integral identity∫
Ω

(
G(ρ)u · ∇ψ +

(
G(ρ) −G′(ρ)ρ

)
ψdivu

)
dx−

∫
Σ+

ψG(ρ∞)U∞ · ndΣ = 0(1.7b)

holds for all functions ψ ∈ C1(Ω) vanishing on Σ− = ∂B \ Σ+, and all functions
G ∈ C1

loc[0,∞) with the properties

lim sup
r→∞

|G(r)|/r < ∞, [0,∞) 
 r �→ G(r) −G′(r)r ∈ R

continuous and bounded.
Condition (c) of the above definition means that we consider the renormalized

weak solutions of the stationary problem; see [11] for a discussion. Such a definition
simplifies further analysis without any loss of generality.
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Remark 1.1. Denote by Σ− = ∂B \ Σ+ the exit part of the boundary ∂B. It
follows from the definition of generalized solutions that the extensions of the density
and of the velocity vector field onto R

3, given by the equalities

ρ(x) = 0 in S, ρ(x) = ρ∞ in R
3 \ (B ∪ Σ−),

u = 0 in S, u = U∞ in R
3 \B

(1.8)

satisfy the integral identity∫
R3

(
G(ρ)u · ∇ψ +

(
G(ρ) −G′(ρ)ρ

)
ψdivu

)
dx = 0(1.9)

for any functions ψ ∈ C1
0 (R3) vanishing near Σ−.

1.4. Preliminaries and main results. The cost functional for shape opti-
mization problems is the drag J(ρ,u,Ω) defined by formula (1.5). In applications, the
drag is usually minimized within the class of admissible shapes. To the best of our
knowledge there are no results on the shape optimization problem in the framework
of generalized solutions to stationary problems for the adiabatic constant γ > 1; the
case of evolution equations for the adiabatic constant γ > 3/2 is considered in [10].

The drag depends on the solution (ρ,u) to problem (1.3); however, such a solution,
if it does exist, is not in general unique. We point out that the existence of solutions
for the adiabatic constant γ ≥ 1 in three spatial dimensions is in general an open
and difficult problem [19]. The case of discretized problems is considered in [25] for
γ ≥ 1; however, no dependence of solutions on geometrical domains is considered in
[25]. On the other hand, the case of drag minimization in two spatial dimensions is
studied in [24]. Furthermore, the drag depends on an admissible shape of the obstacle
S. The dependence of the drag on the admissible shapes is twofold: first, it depends
directly on Ω since the integrals in (1.5) are defined over Ω, and second, it depends on
the generalized solutions to the NSE defined in Ω. The restrictions on the shapes of
admissible obstacles S are defined in such a way that the set of admissible shapes and
the set of the associated generalized solutions are compact. The precise conditions
for admissible shapes are established below in the form of condition (HΩ). In the
present paper we do not derive the necessary optimality conditions for the problem
of drag minimization; we prove only the compactness of the set of solutions over the
set of admissible shapes, which leads to the existence of an optimal shape, provided
the set of generalized solutions is nonempty. The optimality conditions for the drag
minimization problem will be given in forthcoming paper [27].

We are now in a position to formulate the main result of the paper.
Suppose that a sequence of flow domains Ωn = B \Sn satisfies the following three

conditions, which we refer to collectively as condition (HΩ).
Condition (HΩ).
(a) There is a compact KS � B such that ∪nSn ⊂ KS .
(b) If a compact set K � Ω, then K � Ωn for all large n.
(c) If wn → w weakly in H1,2(B) and wn ∈ H1,2

0 (Ωn), then w ∈ H1,2
0 (Ω).

In this case we will write

Ωn
H→ Ω.

It is easily seen that the convergence of the sequence Ωn both in the Hausdorff metrics
and in the sense of Kuratowski and Mosco implies all three conditions listed in (HΩ).
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We deal with the complicated system of nonlinear PDEs. Therefore, we need
stronger conditions on the convergence of geometrical domains, compared to the clas-
sical Kuratowski–Mosco convergence [14], which is adapted to the linear elliptic case.
In particular, our conditions are more restrictive when compared to the Kuratowski–
Mosco convergence of domains Ωn.

The first main result of the paper is the following compactness theorem.
Theorem 1.2. Assume that there are a sequence (Ωn) of domains which con-

verges Ωn
H→ Ω and a sequence of generalized solutions {ρn,un} to the compressible

NSE

div (ρnun⊗un) + ∇p(ρn) − ρf = div Π, div (ρnun) = 0 in Ωn,(1.10a)

satisfying the boundary conditions

un = 0 on ∂Sn, un = U∞ on ∂B, ρn = ρ∞ on Σ+.(1.10b)

Suppose also that the total energies of the sequence (ρn,un) of generalized solutions
to problem (1.10) are uniformly bounded by a constant cΩ,

En =

∫
Ωn

(
1

2
ρ|un|2 +

1

γ − 1
ργn

)
dx ≤ cΩ.(1.11)

Then there is a subsequence of the sequence {ρn,un}, still denoted by {ρn,un}, such
that for any r < γ,

ρn → ρ in Lr(B), p(ρn) → p(ρ) in L1
loc(Ω), un → u weakly in H1,2(B).

The pair of functions (ρ,u) serves as a generalized solution to problem (1.3) for the
limit domain Ω; furthermore, the shape functionals converge for n → ∞,

J(ρn,un,Ωn) → J(ρ,u,Ω).(1.12)

1.5. Shape optimization. We provide an existence result for the drag mini-
mization. We also list, for the convenience of the reader, the related recent results on
the compactness of the solutions to compressible NSE.

In order to compare our results with the recent results given in the literature on
the subject, we note that for fixed S and γ > 5/4, compactness results were obtained
in [12]. In the general case, the compactness of solutions to boundary value problems
for NSE with γ > 3/2 was proved in [10] under the assumption that ∂Sn satisfy the
“uniform thickness” condition.

Theorem 1.2 leads to the following result on the solvability of the shape optimiza-
tion problem, which is the second main result of the paper. In order to formulate
the result we introduce some notation. Choose an arbitrary continuous function
h : R

3 �→ R
+ which is positive with a possible exception of a null capacity set.

Choose also a positive constant V and a compact K � B with meas K ≥ V . Denote
by O(h,K, V ) the family of all compact obstacles S ⊂ K with meas K ≥ V satisfying
the following conditions.

Condition S. For each x ∈ S, there are a±(x) ∈ R
3 so that S contains the plane

triangle x + Δ(x) with Δ(x) =
{
sa− + ta+ : s, t ≥ 0, s + t ≤ 1

}
and

min
{
|a±(x)|, |a+(x) × a−(x)|

}
≥ h(x).(1.13)
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In particular, the angle ϑ(x) = arcsin
(
|a+(x) × a−(x)||a−(x)|−1|a+(x)|−1

)
satisfies

the inequalities 0 < ϑ(x) < π quasi everywhere (q.e.) in S. This condition is fulfilled,
for example, if an obstacle admits a finite partition, such that every component of the
partition is starlike with respect to two distinct points.

For positive C and compact S � B, denote by E(C, S) the family of generalized
solutions to problem (1.3) in domain Ω = B \S with the total energies bounded from
above by a constant, E ≤ C. The following theorem gives sufficient conditions for the
solvability of the drag minimization problem in the class O(h,K, V ).

Theorem 1.3. Suppose that there exist a compact S ∈ O(h,K, V ) and a gen-
eralized solution {ρ,u} ∈ E(C, S) such that J(ρ,u, B \ S) < ∞. Then there are
S∗ ∈ O(h,K, V ) and {ρ∗,u∗} ∈ E(C, S∗) such that

J(ρ∗,u∗, B \ S∗) = inf
S∈O(h,K,V )

inf
{ρ,u}∈E(C,S)

J(ρ,u, B \ S).(1.14)

Proof. Choose a minimizing sequences Sn, (ρn,un) so that

J(ρn,un, B \ Sn) → inf
S∈O(h,K,V )

inf
{ρ,u}∈E(C,S)

J(ρ,u, B \ S) as n → ∞.

Without any loss of generality, we can assume that the sequence Sn converges in the
Hausdorff metric to some compact set S∗ ∈ O(h,K, V ). By Theorem 1.2, it suffices
to prove that

Ωn = B \ Sn
H−→ B \ S∗ = Ω∗.

Note that conditions (a) and (b) in (HΩ) follow from the definition of the class
O(h,K, V ) and from the convergence of the sequence Sn in the Hausdorff metric.
In order to prove (c) in (HΩ), let us consider an arbitrary sequence wn ∈ H1,2

0 (B)
such that wn → w weakly in H1,2(B) and wn ∈ H1,2

0 (Ωn). Without any loss of gen-
erality, we can assume that wn vanishes on R

3 \ Ωn and w is quasi continuous in R
3.

It is necessary to prove that w ∈ H1,2
0 (Ω). By the Hedberg approximation theorem

(see [13]), it is sufficient to show that w = 0 q.e. on S∗.
To this end, we choose an arbitrary x∗ ∈ S∗ with h(x∗) > 0 and note that x∗ =

limn→∞ xn ∈ Sn. After passing to a subsequence we can assume that the sequence
a±(xn) converges to vectors a±(x∗) satisfying (1.13). Denote by On : R

3 → R
3

the orthogonal linear mapping, which maps span{a±(xn)} onto the coordinate plane
Π = {x · e3 = 0}, and set

Wn(y) = wn(xn + O−1
n y), b± = Oa±(xn).

Since On → O∗, the functions Wn converge weakly in H1,2(R3) and strongly in L2(Π)
to W (y) = w(x∗ + O∗−1y). Noting that Wn vanishes on the triangle OnΔ(xn) ⊂ Π
we can conclude from this that W = 0 on O∗Δ(x∗), and hence w = 0 on x∗ + Δ(x∗).
Since the capacity of the plane disk of radius r is equal to 2r/π2, the inequality
cap Δ(x∗) ∩B(x∗, r) ≥ rϑ(x∗)/π3 holds true for all r < h(x∗), and hence

lim inf
r→0

cap Δ(x∗) ∩B(0, r)

cap B(0, r)
≥ c(x∗) > 0.

From this and the above quasi-continuity property of w we can deduce w(x∗) = 0.
Therefore, w = 0 q.e. in S and the proof of the theorem is completed.
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Remark 1.2. The minimal value of the drag in the right-hand side of (1.14)
depends on V and a choice of a compact K and energy bound C. It increases in V
and decreases in C and K.

Remark 1.3. A typical obstacle satisfying the conditions of Theorem 1.3 is a
union of starlike bodies endowed with a system of plane wings. The case of curvilinear
wings also can be included if we replace Δ(x) with g(Δ(x)), where g : R

3 → R
3 is an

arbitrary bi-Lipschitz mapping with g(0) = 0.
To the best of our knowledge, there are no global results on the solvability of

spatial stationary problems for compressible NSE with nonhomogeneous boundary
conditions even for large γ. In this connection we note that there is a significant
difference between the question on existence of solutions to boundary value problem
(1.3) and the question on solvability of shape optimization problem (1.14). Thus, due
to Remark 1.2, the conditions of Theorem 1.3 will be satisfied if there exists at least
one obstacle S for which problem (1.3) has a finite energy solution. Such a solution
can be constructed in the case when both B and S have a spherical symmetry or
in the case when ∂S is a smooth surface sufficiently close to ∂B. This condition is
also satisfied for sufficiently small data, since in such a case the existence of local
solutions is proved at least for the homogeneous boundary conditions. We refer also
to [15], [16], [17], [21] for the local existence results in two spatial dimensions with
nonhomogeneous boundary conditions.

The remaining part of the paper is devoted to the proof of Theorem 1.2. We begin
with the derivation of certain local a priori estimates for the generalized solutions to
problem (1.3).

2. A priori estimates. In this section we prove the following theorem on local
integrability of generalized solutions; cf. [12], [25], [26].

Theorem 2.1. Let (ρ,u) be a generalized solution to problem (1.3), and let Ω′

be a subdomain of Ω with dist (Ω′, ∂Ω) > d > 0. Then for κ = 2(γ − 1)/(γ + 2) > 0,

‖ρu2‖L1+κ(Ω′) ≤ cd−1, ‖ρ‖Lγ(1+κ)(Ω′) ≤ cN(Ω′),(2.1)

where the constant N depends only on Ω′.
The proof of Theorem 2.1 is divided into a sequence of lemmas. The first lemma

gives the estimate of the rate of energy dissipation in terms of the total energy of the
fluid.

Lemma 2.2. Under the assumptions of Theorem 2.1, the velocity vector field is
bounded,

‖u‖H1,2(Ω) ≤ c,(2.2)

where the constant c depends only on the data of the boundary value problem.
Proof. The proof follows from condition (a) in the definition of generalized solu-

tions to problem (1.3) and from the obvious inequalities

‖u||H1,2(Ω) ≤ c‖∇(u − u∞)‖L2(Ω) + ‖u∞‖C1(Ω),∫
Ω

ρ|f · (u − u∞)| dx ≤ c(γ,B)‖f‖C(Ω)(E + 1)(‖u∞‖C1(Ω) + 1).

Choose a domain Ω0 with a smooth boundary so that

Ω′ � Ω0 � Ω, dist (∂Ω,Ω0) ≥ d/3, dist (∂Ω0,Ω
′)) ≥ d/3 .



DOMAIN DEPENDENCE FOR NAVIER–STOKES EQUATIONS 1173

The second lemma shows that the Newtonian potential of the pressure is uniformly
bounded on Ω0.

Lemma 2.3. Under the assumptions of Theorem 2.1,

ess sup
x∈Ω0

∫
Ω

ργ(y)

|x− y|dy ≤ cd−1 .(2.3)

Proof. Introduce the symmetric, nonnegative, matrix-valued function

E = (Ei,j)3×3, Ei,j = ρuiuj + p(ρ)δi,j , Tr E = ρ|u|2 + 3p(ρ),

and rewrite integral identity (1.7a) in the form∫
Ω

(E − Π) : ∇ϕ =

∫
Ω

ρf · ϕdy for all ϕ ∈ H1,2
0 (Ω)3 .(2.4)

Fix an arbitrary x ∈ Ω0 and set

M0(s) =

∫
B(x,s)

n ⊗ n : E(y) dy, M1(s) =

∫
B(x,s)

Tr E(y) dy,

where n = |y − x|−1(y − x) .

Next choose positive r < R ≤ d/3, δ ∈ [0, R − r), s ∈ [r,R − δ), and a sequence of
continuous functions hδ(t) with hδ(t) = 1 for t ≤ s, hδ(s) = 0 for t ≥ s+δ, and h′

k(t) =
−1/δ for t ∈ (s, s + δ). Substituting the vector function ϕ(y) = hδ(|y − x|)(y − x)
into (2.4) and taking into account that the functions Mj(s), j = 0, 1, are absolutely
continuous on the interval [r,R], followed by the limit passage δ → 0, leads to

M1(s) − sM′
0(s) =

∫
B(x,s)

Tr Π dy − s

∫
∂B(x,s)

n ⊗ n : Π dS −
∫
B(x,s)

ρ(y − x) · f(y)dy

for almost everywhere (a.e.) s ∈ (0, R]. Multiplying both sides of this equality by s−2

and integrating the result over the interval (r,R], we find that∫
(r,R]

(
M1(s)

s2
− M′

0(s)

s

)
ds =

1

r

∫
B(x,r)

Tr Π dy(2.5)

− 1

R

∫
B(x,R)

Tr Π dy + SΠ(x, r,R) −
∫
B(y,R)

kr,R(y − x)f(y)ρ(y) dy

with

kr,R(x) = min{r−1, |x|−1} −R−1,

SΠ(x, r,R) =

∫
r<|y|<R

1

|x− y| (I − n ⊗ n) : Π(y) dy.

It is easily seen that ∫
(r,R]

(
s−2M1(s) − s−1M′

0(s)
)
ds(2.6)

=

∫
(r,R]

(
s−2M1(s) − s−1M′

1(s)
)
ds +

∫
(r,R]

s−1d(M1(s) −M0(s)).
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Integration by parts in the integrals on the right-hand side of (2.6) gives

∫
(r,R]

(
s−2M1(s) − s−1M′

1(s)
)
ds =

1

r

∫
B(y,r)

Tr E(y) dy − 1

R

∫
B(y,R)

Tr E(y) dy,∫
(r,R]

s−1d(M1(s) −M0(s)) =

∫
r≤|x−y|≤R

1

|x− y| (Tr E(y) − n ⊗ n : E(y)) dy.

(2.7)

Combining (2.5)–(2.7), we obtain

M1(x, r)

r
+

∫
r≤|x−y|≤R

1

|x− y| (Tr E(y) − n ⊗ n : E(y)) dy =
M1(x,R)

R

(2.8)

− 1

R

∫
B(x,R)

Tr Πdy +
1

r

∫
B(x,r)

Tr Πdy + SΠ(x, r,R) −
∫
B(y,R)

kr,R(y − x)f(y)ρ(y)dy.

It follows from Lemma 2.2 that

1

R

∫
B(x,R)

|Tr Π| dy +
1

r

∫
B(x,r)

|Tr Π| dy + |SΠ(x, r,R)| ≤ c

∫
B(x,R)

|Π|
|x− y| dy

≤
(∫

Ω

dy

|x− y|2

)1/2(∫
Ω

|Π|2 dy
)1/2

≤ c‖∇u‖L2(Ω) ≤ c .

Passage to the limit r → 0 in (2.8), in view of Tr E(y) − n ⊗ n : E(y)) ≥ p(ρ), results
in the inequality∫

B(x,R)

p dy

|x− y| ≤
c

R

∫
B(x,R)

(ρ|u|2 + p) dy + c‖∇u‖L2(Ω) + c‖f‖C(Ω) ≤
c

R
,(2.9)

which holds a.e. in Ω0. It is sufficient to note that for R = d/3,∫
Ω

p(ρ)

|x− y| dy ≤
∫
B(x,d/3)

p(ρ)

|x− y| dy+d−1

∫
Ω\B(x,d/3)

p(ρ) dy ≤
∫
B(x,R)

p(ρ)

|x− y| dy+cd−1,

which along with (2.9) implies (2.3). The proof of Lemma 2.3 is completed.
Lemma 2.4. Under the assumptions of Theorem 2.1,∫

Ω0

ργ |u − u∞|2dx ≤ cd−1.(2.10)

Proof. Let us consider the sequence of functions μN : R
3 �→ R

+, N ≥ 2, defined
by

μN (x) = min{ρ(x)γ , N} for x ∈ Ω0, μN (x) = 0 otherwise.

Since spt μN , spt (u − u∞) ⊂ cl B, the Adams embedding theorem (see [1], [2])
implies the inequality∫

Ω0

μN |u − u∞|2dx ≤ c‖u − u∞‖2
H1,2(Ω)‖(−Δ−1/2)μN‖L2(R3),(2.11)
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in which the constant c depends only on B. Noting that (−Δ−1/2)μN = c|x|−2 ∗ μN ,
we obtain

‖(−Δ−1/2)μN‖2
L2(R3) = c

∫
R3

(∫
R3

μN (y)

|x− y|2 dy

)2

dx

=

∫
R3

∫
R3

∫
R3

μN (y)μN (z)

|x− y|2|x− z|2 dxdydz.

Since ∫
R3

dx

|x− y|2|x− z|2 = c|y − z|−1,

we conclude from this that

‖(−Δ−1/2)μN‖2
L2(R3) = c

∫
Ω0

μN (y)

(∫
Ω0

μN (z)

|y − z| dz
)
dy

≤ c

∫
Ω

ργ(y)dy ess sup
x∈Ω0

∫
Ω0

μN (y)

|y − x| dy ≤ c ess sup
x∈Ω0

∫
Ω

ργ(y)

|y − x| dy.

Passage to the limit N → ∞ in (2.11) results in the inequality

∫
Ω0

ργ |u − u∞|2dx ≤ c‖u − u∞‖2
H1,2

0 (B)

{
ess sup

x∈Ω0

∫
Ω

ργ(y)

|y − x| dy
}1/2

.

Combining this result with (2.3), we obtain (2.10). The proof of Lemma 2.4 is com-
pleted.

Proof. We are now in position to complete the proof of Theorem 2.1. Since
u − u∞ ∈ H1,2

0 (B), Lemmas 2.4 and 2.2 imply∫
Ω0

ργ |u|2 dx ≤ 2‖u∞‖2
C(B)E + 2

∫
Ω0

ργ |u − u∞|2dx ≤ cd−1 .(2.12)

Applying the Hölder inequality, we obtain∫
Ω0

(ρ|u|2)1+κ dx =

∫
Ω0

(ρ|u|2/γ)1+κ(|u|2(γ−1)/γ)1+κ dx

≤
(∫

Ω0

ργ |u|2 dx
)(1+κ)/γ(∫

Ω0

|u|6 dx
)(γ−1−κ)/γ

with κ = 2(γ − 1)/(γ + 2) > 0. From this, (2.12), and the boundedness of the
embedding H1,2(B) ↪→ L6(B), we derive the inequality∫

Ω0

(ρ|u|2)1+κ dx ≤ c‖u‖6(γ−1−κ)/γ
H1,2(Ω) d−(1+κ)/γ ≤ cd−(1+κ)/γ ,(2.13)

which along with Lemma 2.2 implies the first estimate from (2.1). In order to prove
the second, we choose a function η ∈ C∞

0 (R3) such that

0 ≤ η ≤ 1, η(x) = 1 in Ω′, spt η � Ω0, |∇η| ≤ cd−1 .
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From the moment equation, it follows that

∇(ηp(ρ)) = div
[
η(Π − ρu ⊗ u)

]
+ Φ ∈ D′(Ω),(2.14)

where Φ = ∇η : (ρu ⊗ u − Π) + ηρf. It is easily to see that ‖Φ‖L1(Ω) ≤ cd−1. Now
choose s = (1 + κ)/κ > 3. Recall (see [11]) that for a given function q ∈ C∞

0 (Ω) with

[q] := meas (Ω0)
−1

∫
Ω0

q dx = 0,

there exists the vector field ϕ ∈ C∞(Ω0)
3 such that

divϕ = q in Ω0, ϕ = 0 at ∂Ω0, ‖ϕ‖H1,s(Ω0) ≤ N(Ω0)‖q‖Ls(Ω0).(2.15)

Thus, we get ∫
Ω0

qηp(ρ) dx =

∫
Ω0

η(ρu ⊗ u − Π) : ∇ϕdx +

∫
Ω0

ηϕΦ dx.

Since the embedding H1,s
0 (Ω0) ↪→ C(Ω0) is bounded, we have |ϕ| ≤ c‖ϕ‖H1,s(Ω0) ≤

N(Ω0)‖q‖Ls(Ω0), which yields

∣∣∣∣
∫

Ω0

qηp(ρ) dx

∣∣∣∣ ≤ N(Ω0)(‖ρ|u|2‖L1+κ(Ω0) + ‖Π‖L1+κ(Ω0))‖ϕ‖H1,s(Ω0)

+ ‖Φ‖L1(Ω)‖ϕ‖C(Ω) ≤ cN(Ω0)d
−1‖q‖Ls(Ω0).

It follows from this that

‖ηp(ρ) − [ηp(ρ)]‖Ls/(s−1)(Ω0) ≤ cN(Ω0).

Note that s/(s − 1) = 1 + κ, η = 1 on Ω′, and [ηp(ρ)] ≤ c. Hence ‖p‖L1+κ(Ω′) ≤
cN(Ω′)d−1, and the proof of Theorem 2.1 is completed.

3. Weak convergence. Since the notion of weak limits plays a crucial role in
our analysis, we begin with a short description of some basic facts concerning weak
convergence and weak compactness. We refer the reader to, e.g., [5] for proofs of basic
results.

Let A be an arbitrary bounded, measurable subset of R
3 and 1 < r ≤ ∞. Then

for every bounded sequence {gn}n≥1 ⊂ Lr(A), there exist a subsequence, still denoted
by {gn}, and a function g ∈ Lr(A) such that for n → ∞,∫

A

gn(x)h(x)dx →
∫
A

g(x)h(x)dx for all h ∈ Lr/(r−1)(A).

We say the sequence converges gn → g weakly in Lr(A) for r < ∞ and converges
star-weakly in L∞(A) in the limit case of r = ∞. In the very special case of r = 1, it
is known that the sequence of gn contains a weakly convergent subsequence in L1(A)
if and only if there is a continuous function Φ : R → R

+ such that

lim
s→∞

Φ(s)/s = ∞ and sup
n≥1

‖Φ(gn)‖L1(A) < ∞.
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If the sequence of gn is only bounded in L1(A) and A is open, then after passing
to a subsequence we can assume that gn converges star-weakly to a bounded Radon
measure measure μg, i.e.,

lim
n→∞

∫
A

gn(x)h(x)dx =

∫
A

h(x)dμg(x) for all compactly supported h ∈ C(A).

In what follows, the linear space of compactly supported functions on a set A is
denoted by C0(A), and its dual is denoted by C0(A)∗.

Ball’s version [3] (see also [20], [23]) of the fundamental Tartar theorem on Young
measures gives a simple and effective representation of weak limits in the form of
integrals over families of probability measures. The following lemma is a consequence
of Ball’s theorem.

Lemma 3.1. Suppose that a sequence {gn}n≥1 is bounded in Lr(A), 1 < r ≤ ∞,
where A is an open, bounded subset of R

3. Then we have the following characteriza-
tions of weak limits.

(i) There exists a subsequence, still denoted by {gn}n≥1, and a family of probability
measures σx ∈ C0(R)∗, x ∈ A, with a measurable distribution function Γ(x, λ) :=
σx(−∞, λ] so that the function λ �→ Γ(x, λ) is monotone and continuous from the right
and admits the limits 1, 0 for λ → ±∞. Furthermore, for any continuous function
G : A× R �→ R such that

lim
|λ|→∞

‖G(·, λ)‖C(A)/|λ|r = 0 for r < ∞ and sup
|λ|

‖G(·, λ)‖C(A) < ∞ for r = ∞,

the sequence of G(·, gn) converges weakly in L1(A) to a function

G(x) =

∫
R

G(x, λ)dλΓ(x, λ).(3.1)

Moreover, the function

A 
 x →
∫

R

|λ|r dλΓ(x, λ) ∈ R

belongs to L1(A).
(ii) If G(x, ·) is convex and the sequence gn converges weakly (star-weakly for

r = ∞) to g ∈ Lr(A), then G(x) ≤ G(x, g(x)). If the functions gn satisfy the
inequalities gn ≤ M (resp., gn ≥ m), then Γ(x, λ) = 1 for λ ≥ M (resp., Γ(x, λ) = 0
for λ < m).

(iii) If Γ(1−Γ) = 0 a.e. in A, then the sequence gn converges to g in measure, and
hence in Ls(A), for positive s < r. Moreover, in this case Γ(x, λ) = 0 for λ < g(x)
and Γ(x, λ) = 1 for λ ≥ g(x)

Let us consider the sequence of generalized solutions {(ρn,un)}n≥1 to problem
(1.3) satisfying all assumptions of Theorem 1.2. Assume that the functions (ρn,un)
are extended onto R

3 by formulae (1.8), and fix an arbitrary bounded smooth domain
D with B � D. For such extended functions, by inequalities (1.11) and formulae
(1.8), it follows that the sequence (ρn,un) contains a subsequence, still denoted by
(ρn,un), such that

ρn → ρ weakly in Lγ(D), un → u weakly in H1,2(D),

ρn → ρ weakly in L(1+κ)γ(Ω′) for all Ω′ � Ω.
(3.2)
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The behavior of the functions p(ρn) is more complicated. Since they are uniformly
bounded in L1(D), we can assume, after passing to a subsequence if necessary, that
p(ρn) converge weakly to some finite Borel measure μp on D. On the other hand, the
sequence {p(ρn)} is bounded in L1+κ(K) for any compact K � Ω. Using the diagonal
process, we obtain the existence of a subsequence which converges weakly on each
compact K � Ω to some function p ∈ L1+κ

loc (Ω). Since

‖p‖L1(K) ≤ lim inf
n→∞

‖p(ρn)‖L1(K) ≤ c

the function p is integrable over Ω. Next, we note that the functions p(ρn) = (ρ∞)γ

are bounded and independent of n on D\B. Hence the extended function p(x), x ∈ D,
defined as

p(x) = p(x) in Ω, p(x) = (ρ∞)γ in D \B,

belongs to the class L1(D \ S) ∩ L1+κ
loc (Ω) ∩ L∞(D \B), which implies the equality∫

D

h(x)dμp =

∫
D\S

h(x)p(x)dx +

∫
∂B

h(x)dμp +

∫
S

h(x)dμp for all h ∈ C0(R
3),

where the compact obstacle takes the form S = B \ Ω. Applying Lemma 3.2 to the
sequence of gn := ρn and to the sets A = D,Ω′ leads to the following result on the
representation of weak limits of a sequence of generalized solutions to problem (1.3).

Lemma 3.2. There exists a subsequence of the sequence {ρn,un}, still denoted
by {ρn,un}, and a distribution function Γ : D × R �→ [0, 1] such that

(i) Γ(x, λ) meets all requirements of Lemma 3.1 and satisfies the equalities

Γ(x, λ) = 0 for λ < 0 a.e. in D,

Γ(x, λ) = 0 for λ < ρ∞, Γ(x, λ) = 1 for λ ≥ ρ∞ a.e. in D \B .

(ii) for any continuous function G : D×R such that limρ→∞ ρ−γ‖G(·, ρ)‖C(D) = 0,
the sequence G(·, ρn) converges weakly in L1(D) to the function

G(x) =

∫
[0,∞)

G(x, λ) dλΓ(x, λ) a.e. in D.(3.3)

In particular, the weak limit of ρn takes the form

ρ(x) =

∫
[0,∞)

λ dλΓ(x, λ) ≡
∫

[0,∞)

(1 − Γ(x, λ)) dλ a.e. in D.(3.4)

(iii) the function p admits the representation

p(x) =

∫
[0,∞)

λγ dλΓ(x, λ) ≡ γ

∫
[0,∞)

λγ−1(1 − Γ(x, λ)) dλ a.e. in D \ S .(3.5)

Since the embedding H1,2
0 (D) ↪→ Lr(D) is compact for r < 6, we can expect

that ρnun converge weakly to ρu. The corresponding result is given by the following
lemma.

Lemma 3.3. For ι = (γ − 1)/(γ + 1) > 0 and for any Ω′ � Ω,

ρnun → ρu converges weakly in L1+ι(D)3,

ρnun ⊗ un → ρu ⊗ u weakly in L1+κ(Ω′)9.
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Proof. Since ρn and un are bounded and independent of n in the exterior of B,
it suffices to show that ρnun → ρu converges weakly in L1+ι(B). We have

|ρnun|1+ι = (ρn)
1+ι
2 (ρn|un|)

1+ι
2

≤
(
ρ(1+ι)/2
n

)1+γ

+
(
(ρn|un|2)(1+ι)/2

)(1+γ)/γ

= ργn + ρn|un|2,

which implies the estimate∫
B

|ρnun|1+ι dx ≤
∫
B

(ργ + ρn|un|2)dx ≤ cEn ≤ c.

Hence, it suffices to prove that ρnun converges to ρu in D′, i.e., in the sense of
distributions. For any positive N , set ρNn = min{ρn, N}. Next note that the functions

ρNn converge star-weakly in L∞(B) to some function ρN . It is easily seen that the

sequence of nonnegative functions ρ− ρN decreases for N → ∞. Moreover, since

∫
B

|ρn − ρNn | dx ≤
(∫

B

ργn dx

)1/γ

meas {x : ρ(x)γ ≥ Nγ}(γ−1)/γ ≤ cN−(γ−1),(3.6)

we can pass to the limit for N → ∞,∫
B

(ρ− ρN )dx = lim
n→∞

∫
B

(ρn − ρNn ) dx → 0.(3.7)

Since un converge strongly in Lr(B), for r < 6, the sequence ρNn un converges to ρNu
in D′(B). It follows from this that for any h ∈ C∞

0 (B)3,

lim sup
n→∞

∣∣∣∣
∫
B

(ρnun − ρu)h dx

∣∣∣∣(3.8)

≤ lim sup
n→∞

∣∣∣∣
∫
B

(ρNn − ρn)unh dx

∣∣∣∣ +

∣∣∣∣
∫
B

(ρN − ρ)uh dx

∣∣∣∣ .
By the Cauchy–Schwarz inequality we have∣∣∣∣

∫
B

(ρNn − ρn)unh dx

∣∣∣∣(3.9)

≤ ‖h‖C(B)N
(γ−1)/2

∫
B

|ρNn − ρn| dx + ‖h‖C(B)N
−(γ−1)/2

∫
B

ρn|un|2 dx.

Combining (3.6), (3.8), and (3.9) leads to the inequality

lim sup
n→∞

∣∣∣∣
∫
B

(ρnun − ρu)h dx

∣∣∣∣ ≤ c‖h‖C(B)N
−(γ−1)/2 + ‖h‖C(B)

∫
B

(ρ− ρN )|u| dx.

(3.10)

It follows from (3.7) that the sequence of nonnegative integrable functions (ρ−ρN )|u|
decreases and converges to 0 a.e. in B for N → ∞. From this, and by the Fatou
theorem, we conclude that the right-hand side of (3.10) tends to 0 as N → ∞, which
yields the weak convergence of the sequence ρnun.
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It remains to prove the weak convergence of the sequence ρnun ⊗ un. We begin
with the observation that since this sequence is bounded in L1+κ(Ω′), it suffices to
show that it converges in D′(Ω′). Arguing as before, we obtain

lim sup
n→∞

∣∣∣∣
∫
B

(ρnun ⊗ un − ρu ⊗ u) : h dx

∣∣∣∣(3.11)

≤ lim sup
n→∞

∣∣∣∣
∫
B

(ρNn − ρn)un ⊗ un : h dx

∣∣∣∣ +

∫
B

(ρ− ρN )|u|2|h| dx

for all h ∈ C∞
0 (Ω′)9. Using the Young inequality and taking into account that ρn ≥

ρNn , we obtain

|(ρn − ρNn )un ⊗ un| ≤ N (γ−1)/2(ρn − ρNn ) + N−κ(γ−1)/2ρn|un|2(1+κ)

≤ N (γ−1)/2(ρn − ρNn ) + N−κ(γ−1)/2
(
|un|6 + (ρn|un|2)(1+κ)

)
.

Since, by Lemma 2.2, ‖un‖L6(Ω′) ≤ c‖un‖H1,2(B) ≤ c, we conclude from this and
inequality (3.6) that

lim sup
n→∞

∣∣∣∣
∫
B

(ρNn − ρn)un ⊗ un : h dx

∣∣∣∣
≤ c‖h‖C(B)(N

−(γ−1)/2 + N−κ(γ−1)/2) → 0 for N → ∞.

It is sufficient to observe that, by (3.7) and the Fatou theorem, the last term in the
right-hand side of (3.11) tends to 0 for n → ∞. The proof of Lemma 3.3 is com-
pleted.

4. The effective viscous flux. Following [18], we introduce the quantity V (ρ,u) =
p(ρ) − (ξ + ν)divu, which is called the effective viscous flux. As was shown in [18],
[6], [7], [8], the effective viscous flux enjoys many remarkable properties. The most
important is the multiplicative relation ϕ(ρ)V = ϕ(ρ) V for weak limits, which was
proved in [18] for all γ > 3/2 . The simple proof of this result, based on the new
version of the compensated compactness principle, was given in papers [6], [8]. In our
case, by Theorem 2.1, the critical estimate ‖ρn|un|2‖L(1+κ)(Ω′) ≤ c(Ω′) holds for every
Ω′ � Ω, which leads to the following local version of the compensated compactness
result from [8]; see also [11], [22].

Lemma 4.1. Let there be given function Φ ∈ C∞(Ω) so that Φ(x, λ) vanishes
near ∂Ω and ∂λΦ(x, λ) = 0 for sufficiently large λ. Then∫

Ω

ΦV (ρ,u)dx =

∫
Ω

Φ V dx, where V = p− (2 + ν)divu.(4.1)

Proof. It suffice to prove the lemma for Φ in the form Φ = h(x)ϕ(λ) with h ∈
C∞

0 (Ω), and ϕ ∈ C∞(R) so that ϕ′(λ) = 0 for all large λ. Denote by 1Ω the extension
operator, for functions defined in Ω, such that 1Ωu = u in Ω and 1Ωu = 0 in Ωc =
R

3\Ω. The adjoint operator 1∗
Ω assigns to every function its restriction to Ω. Introduce

the linear operators

Ai = 1∗
ΩΔ−1∂xi1Ω, Rij = 1∗

Ω∂xiΔ
−1∂xj1Ω, 1 ≤ i, j ≤ 3.

From the classical potential theory, it follows that they admit the following integral
representations (the integrals for Rij , Rii are determined in the sense of Cauchy’s
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principal value):

Aiu(x) =
1

4π

∫
Ω

xi − yi
|x− y|3u(y) dy,

Riju(x) = − 3

4π

∫
Ω

(xi − yi)(xj − yj)

|x− y|5 u(y) dy for i �= j,

Riiu(x) =
1

4π

∫
Ω

|x− y|2 − 3|xi − yi|2
|x− y|5 u(y) dy +

1

3
u(x).

We denote by A the vectorial operator with the entries Ai and by R the matrix
operator with the entries Rij , i, j = 1, 2, 3. Recall that the operators Rij : Lr(Ω) �→
Lr(Ω), Ai : Lr(Ω) �→ H1,r(Ω) are bounded for every r > 1. Since Ωn

H→ Ω , there is
n0 such that spt h � Ωn for all n ≥ n0.

Multiplying the moment balance equation for (ρn,un), n ≥ n0, by h we arrive at

div
{
hρnun ⊗ un − Π(hun) + hp(ρn)I + νun ⊗∇h + ν∇h⊗ un + (ξ − ν)∇h · unI

}
−
{
ρnun ⊗ un − Π(un) + p(ρn)I

}
∇h = hρnf in D′(Ω).

Next, apply to both sides of this identity the operator A to obtain

R : {hρnun ⊗ un − Π(hun) + hp(ρn)I + 2νun ⊗∇h + (ξ − ν)∇h · unI}

= A · (hρnf) + A ·
{(

ρnun ⊗ un − Π(un) + p(ρn)I
)
∇h

}
in L1(Ω).

(4.2)

Since h is compactly supported in Ω, we have

R : {−Π(hun) + hp(ρn)I} = hV (ρn,un) + (ξ + ν)∇h · un,(4.3)

R : ((∇h · un)I) = ∇h · un.

Multiplying both sides of (4.2) by ϕn = ϕ(ρn), integrating the result over Ω, and
using in addition relations (4.3), we obtain∫

Ω

hϕnV (ρn,un)dx +

∫
Ω

ϕn

(
Pn + R : (hρnun ⊗ un)

)
dx = 0,(4.4)

Pn = 2ξ∇h · un + 2νR : (un ⊗∇h) −A ·
{
(ρnun ⊗ un − Π(un) + pnI)∇h + ρnhf

}
.

On the other hand, multiplying both sides of the renormalized mass balance equation
for (ρn,un) by h and setting G = ϕ, we get

div (hϕnun) + h
(
ϕ′
n(ρn)ρn − ϕn

)
divun − ϕn∇h · un = 0.(4.5)

Introduce the vector field

v(m)
n = ρ(m)

n un, where ρ(m)
n = min{m, ρn}, m ≥ 1.

Applying the operator v
(m)
n · A to both sides of (4.5) and integrating the result over

Ω, we arrive at the equality∫
Ω

{
v(m)
n Pn + v(m)

n R(hϕnun)
}
dx = 0,(4.6)
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where we denote

Pn = A ·
{
h(ϕ′(ρn)ρn − ϕn)divun − ϕn∇h · un

}
.

Combining (4.4), (4.6), and the equality∫
Ω

(
v(m)
n R(hϕnun) − ϕnR : (hρnun ⊗ un)

)
dx

=

∫
Ω

(
v

(m)
n,i Rij(hϕnun,j) − ϕnRij(hv

(m)
ni un,j)

)
dx+

∫
Ω

ϕnR : {(ρ(m)
n − ρn)hun ⊗ un}dx

=

∫
Ω

hun,j

(
ϕnRijv

(m)
ni − v

(m)
n,i Rijϕn

)
dx +

∫
Ω

ϕnR : {(ρ(m)
n − ρn)hun ⊗ un}dx,

we obtain the equality∫
Ω

hϕnV (ρn,un)dx =

∫
Ω

(
v(m)
n (Pn − ϕnPn + Rn

)
dx + �(m)

n ,(4.7)

in which components of the vector Rn and the scalar �
(m)
n are defined by

Rn,i = hun,j

(
ϕnRijv

(m)
n,i − v

(m)
n,i Rijϕn

)
,(4.8)

�(m)
n =

∫
Ω

ϕnR : {(ρ(m)
n − ρn)hun ⊗ un}dx,(4.9)

respectively. Recall that ρnun ⊗ un∇h → ρu ⊗ u∇h and pn∇h → p∇h weakly in
L1+κ(Ω) for n → ∞. Hence, there are limits for n → ∞,

Pn → P in Lr(Ω) for some r > 1,(4.10)

where

P = 2ξ∇hu + 2νR : (u ⊗∇h) −A · {
(
ρu ⊗ u − Π(u) + pI

)
∇h + hρf},

furthermore,

Pn → P ≡ A · {h(ϕ′ρ− ϕ)divu − ϕ∇h · u} in L2(Ω) .(4.11)

Since the sequences ϕn and v
(m)
n are bounded in L∞(Ω) and L6(Ω), respectively,

it follows from the compensated compactness Lemma from [8] that

ϕnRijv
(m)
n,i − v

(m)
n,i Rijϕn → ϕRijv(m)

i − v(m)
iRijϕ weakly in L2(Ω).

Therefore, Rn converges weakly in L3/2(Ω) to R = {uj(ϕRijv(m)
i − v(m)

iRijϕ)}.
Passing to the limit in (4.7) and using (4.10)–(4.11), we obtain∫

Ω

hϕV dx =

∫
Ω

(vP − ϕP + R)dx + �(m)(4.12)

with |�(m)| ≤ lim sup |�(m)
n |. On the other hand, passage to the limit in equalities

(4.2) and (4.5) gives

div
{
hρu ⊗ u − Π(hu) + hpI + νu ⊗∇h + ν∇h⊗ u + (ξ − ν)∇h · u

}
−
(
ρu ⊗ u − Π(u) + pI

)
∇h = hρf,(4.13)

div (hϕu) + h(ϕ′ρ− ϕ)divu − ϕ∇h · u = 0.(4.14)
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Applying the operators ϕA and v · A, respectively, to both sides of the moment
and the renormalized mass balance equations and arguing as before, we obtain∫

Ω

hϕV dx =

∫
Ω

(
v(m)P − ϕP + R

)
dx + �(m),(4.15)

where �(m) =

∫
Ω

ϕR : [h(v − ρu) ⊗ u]dx.

Combining (4.12) and (4.15), we finally obtain∫
Ω

hϕV dx−
∫

Ω

hϕV dx = �(m) −�(m).(4.16)

By Lemma 3.3 the sequence hρnun⊗un converges weakly in L1+κ(Ω) to hρu⊗u;

obviously ρ
(m)
n un = v

(m)
n converges weakly in L6(Ω) to v(m). From this we conclude

that

|�(m)| ≤ ‖R : [h(v(m) − ρu) ⊗ u]‖L1(Ω) ≤ c‖h(v(m) − ρu) ⊗ u‖L1+κ/2(Ω)

≤ c lim sup
n→∞

‖h(vn − ρnun) ⊗ un‖L1+κ/2(spt h).

Similar arguments can be used to obtain the same bound for lim supn→∞ |�(m)
n |. Since

the sequence ρnun ⊗ un is bounded in L1+κ
loc (Ω) and the sequence ρn is bounded in

L1(Ω), we have

‖h(v(m)
n − ρnun) ⊗ un‖L1+κ/2(spt h) ≤ c(h)‖(ρ(m)

n − ρn)un ⊗ un‖L1+κ/2(spt h)

≤ c
(∫

{ρn>m}∩spt h

(ρn|un|2)1+κ/2dx
)2/(2+κ)

≤ c‖ρn|un|2‖L1+κ(spt h) mes {ρn > m}β ≤ cm−β ,

where β = κ(1 + κ)−1(2 + κ)−1 > 0. Hence |�(m)| + |�(m)| → 0 for m → ∞. It
remains to note that the left-hand side of (4.16) does not depend on n, and the proof
of Lemma 4.1 is completed.

Corollary 4.2. Assume that the function λ �→ ϕ(λ) belongs to the class C∞(R)
and vanishes for sufficiently large λ. Let ϕp ∈ L∞(D) be an L∞-star-weak limit
of the sequence {ϕ(ρn)p(ρn)}, ϕdivu ∈ L2(D) be L2- weak limit of the sequence
{ϕ(ρn)divun}. Then

1

ξ + ν
ϕp− ϕdivu =

1

ξ + ν
ϕp− ϕdivu in D \ S,(4.17)

where ϕ and p are given by Lemma 3.2.
Proof. Recall that D \ S = (D \B) ∪ Ω. Since the characteristic function of any

compact subset of Ω is a pointwise limit of a sequence of smooth functions compactly
supported in Ω, relation (4.17) holds true on each compact subset of Ω. It remains to
note that both sides of (4.17) belong to L1(D \ S) and vanish outside of B.

5. The oscillation defect measure. The notion of the oscillation defect mea-
sure was introduced in [6] to justify the existence theory for isentropic flows with small
values of the adiabatic constant γ. Following [6], [11] the r-oscillation defect measure
associated with the sequence {ρn}n≤1 is defined as

oscr[ρn → ρ ](K) := sup
k≥1

lim sup
n→∞

‖Tk(ρn) − Tk(ρ)‖rLr(K),
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where Tk(z) = kT (z/k), with T (z) a smooth concave function, is equal to z for z ≤ 1
and is a constant for z ≥ 3. The smoothness properties of Tk are not important
and we can take the simplest form Tk(z) = min{z, k}. Note that the total energy
estimates provide the boundedness of the γ-oscillation defect measure on the whole
domain D. The unexpected result was obtained by Feireisl [6] and Feireisl, Novotný,
and Petzeltová [8], who showed that the (1 + γ)-oscillation defect measure associated
with the sequence {ρn} is uniformly bounded on all compact subsets of Ω.

Note that in the shape optimization problem we cannot replace the compact
subsets K � Ω with the domain Ω itself, since the oscillation defect measure is not
any regular set additive function on the family of compact subsets of Ω, i.e., it is
not any measure in the sense of measure theory. To bypass this difficulty we observe
that the finiteness of the oscillation defect measure on compacts gives some additional
information on the properties of the distribution function Γ. Our task is to first extract
this information and then to use it in the proof of Theorem 1.2. In order to formulate
the appropriate auxiliary result, we define the function Tϑ(x) by the equality

Tϑ(x) = min{ρ, ϑ}(x) − min{ρ(x), ϑ(x)} for each ϑ ∈ C(Ω) .

Lemma 5.1. Under the assumptions of Theorem 1.2 and Lemma 3.2, there is a
constant c independent of ϑ and K such that the inequalities

‖Tϑ‖1+γ
L1+γ(K) ≤ lim

n→∞

∫
Ω

|min{ρn(x), ϑ(x)} − min{ρ(x), ϑ(x)}|1+γdx ≤ c(5.1)

hold for all ϑ ∈ C(Ω) and K � Ω. We point out that the limit in (5.1) does exist by
the choice of the sequence ρn.

Proof. The proof imitates the proof of Lemma 4.3 from [8]. It can be easily seen
that

‖Tϑ‖1+γ
L1+γ(K) ≤ lim sup

n→∞

∫
K

|min{ρn(x), ϑ(x)} − min{ρ(x), ϑ(x)}|1+γ dx.(5.2)

Hence it suffices to show that the right-hand side of this inequality admits a bound
independent of ϑ. From the properties of min{·, ·}, it follows that

|min{s′, ϑ}−min{s′′, ϑ}|1+γ ≤ (min{s′, ϑ}−min{s′′, ϑ})(s′γ−s′′
γ
) for all s′, s′′ ∈R

+;

furthermore, for the weak limits we have the inequalities ργ ≥ ργ and min{ρ, ϑ} ≤
min{ρ, ϑ}, and therefore, for any compactly supported, nonnegative function h ∈
C(Ω), we get

lim
n→∞

∫
Ω

h|min{ρn, ϑ} − min{ρ, ϑ}|1+γ dx(5.3)

≤ lim
n→∞

∫
Ω

h(min{ρn, ϑ} − min{ρ, ϑ})(ργn − ργ) dx

≤ lim
n→∞

∫
Ω

h(min{ρn, ϑ} − min{ρ, ϑ})(ργn − ργ) dx

+

∫
Ω

(ργ − ργ)(min{ρ, ϑ} − min{ρ, ϑ}) dx

= lim
n→∞

∫
Ω

h(ργn min{ρn, ϑ} − ργmin{ρ, ϑ}) dx

= lim
n→∞

∫
Ω

h(p(ρn) min{ρn, ϑ} − pmin{ρ, ϑ}) dx.
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By Lemma 4.1 with Φ(ρ, x) = h(x) min{ρ, ϑ(x)}, the right-hand side of (5.3), divided
by (ξ + ν), is equal to

lim
n→∞

∫
Ω

h(min{ρn, ϑ}divun − min{ρ, ϑ}divu) dx(5.4)

= lim
n→∞

∫
Ω

h(min{ρn, ϑ} − min{ρ, ϑ})divundx

− lim
n→∞

∫
Ω

h(min{ρn, ϑ} − min{ρ, ϑ})divu dx

≤ δ lim sup
n→∞

∫
Ω

h|min{ρn, ϑ} − min{ρ, ϑ}|1+γ dx

+ δ−γ lim
n→∞

∫
Ω

h(|divun| + |divu|)(1+γ)/γ

≤ δ lim
n→∞

∫
Ω

h|min{ρn, ϑ} − min{ρ, ϑ}|1+γ dx + cδ−γ‖h||C(Ω).

Combining (5.4) and (5.3), choosing h = 1 on K, and choosing δ > 0 with δ sufficiently
small, we obtain (5.1).

We reformulate this result in terms of the distribution function Γ. Recall that
the functions min{ρn, λ} are uniformly bounded in R

3 and that min{ρn, λ}divun

converges weakly in L2(D) for all nonnegative λ. Introduce the functions

Vλ =
(
min{ρ, λ}divu

)
− min{ρ, λ}divu ∈ L2(D),(5.5)

H(x) =

∫
[0,∞)

Γ(x, s)(1 − Γ(x, s)) ds, H ∈ Lγ(D).

Lemma 5.2. There is a constant c independent of λ such that

‖H‖L1+γ(D\S) + sup
λ

‖Vλ‖L1(D\S) ≤ c.(5.6)

Proof. Recall that D \ S = (D \B)∪Ω and that H = Vλ = 0 on D \B. Hence it
is sufficient to prove that for all compacts K � Ω, we have

‖H‖L1+γ(K) + sup
λ

‖Vλ‖L1(K) ≤ c,(5.7)

with the constant c independent of K. We begin with the observation that by Lemma
3.2,

Tϑ(x) =

∫
[0,∞)

min{λ, ϑ(x)} dλΓ(x, λ) − min

{∫
[0,∞)

λ dλΓ(x, λ), ϑ(x)

}
(5.8)

for all functions ϑ ∈ C(D). From this and the identity ρ(x) =
∫
[0,∞)

(1 − Γ(x, λ)) dλ,

we conclude that

Tϑ(x) =

∫ ϑ(x)

0

Γ(x, s) ds for ϑ(x) ≥ ρ(x) and Tϑ(x) =

∫ ∞

ϑ(x)

(1 − Γ(x, s)) ds otherwise.

(5.9)
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Next, choose a sequence of continuous nonnegative functions {ϑk}k≥1 which converge
for k → ∞ to the density ϑk → ρ a.e. in D \ S. By Lemma 5.1 the norms in
L1+γ(K) of functions Tϑk

are uniformly bounded by a constant independent of k and
K. Moreover, Tϑk

converges a.e. in K to the function

Tρ(x) =

∫ ρ(x)

0

Γ(x, s) ds =

∫ ∞

ρ(x)

(1 − Γ(x, s)) ds,

which yields the estimates ‖Tρ‖L1+γ(K) ≤ c with the constant c independent of K.
It remains to note that estimate (5.7) for H obviously follows from the inequality
H ≤ 2Tρ.

To estimate Vλ note that

Vλ = w-lim
n→∞

(
(min{ρn, λ} − min{ρ, λ})divun

)
−
(
w-lim

n→∞
min{ρn, λ} − min{ρ, λ}

)
divu,

where w-lim is denotes the weak limit in L1(D \ S). From this and the boundedness
of norms ‖divun‖L2(D), we obtain

‖Vλ‖L1(K) ≤ lim sup
n→∞

(‖divun‖L2(K) + ‖divu‖L2(K))

×‖min{ρn(x), λ} − min{ρ(x), λ}‖L2(K),

which along with (5.1) implies (5.7). The proof of Lemma 5.2 is completed.

6. Kinetic formulation of the mass balance equation. In this section we
show that the distribution function Γ(x, λ) of the Young measure, associated with a
given sequence of solutions to problem (1.3), satisfies some integrodifferential trans-
port equation, which is called the kinetic equation. This result is given by the following
lemma. Fix an arbitrary function ζ(x, λ) satisfying the conditions

ζ ∈ C∞
0 (D × R), spt ζ � D \ (Σ− ∪ S).(6.1)

We use the notation ∂λ for the partial derivatives with respect to the variable λ, e.g.,
∂λζ := ∂ζ

∂λ . The absolutely continuous measure is denoted by dλζ := ∂λζdλ.
Recall that the compact obstacle is of the form S = B \ Ω and that Σ− ⊂ ∂B is

the exit set.
Lemma 6.1. Suppose that all assumptions of Theorem 1.2 are satisfied and Γ is

a distribution function of the Young measure associated with a given sequence {ρn}
of solutions to problem (1.3). Then∫

(D\S)×R

Γ(x, λ)∇x,λζ · w dλ dx +

∫
(D\S)×R

λM(x, λ) dλζdx = 0.(6.2)

Here w is the solenoidal vector field of the form w(x, λ) = (u(x),−λdivu), and the
function M is defined by the equalities

M(x, λ) = − 1

ξ + ν

∫
(−∞,λ)

(sγ − p) dsΓ(x, s) =
1

ξ + ν

∫
[λ,∞)

(sγ − p) dsΓ(x, s),(6.3)

in which the weak limit for the pressure p(x) =
∫

R
λγdλΓ(x, λ) is defined as in Lemma

3.2. Integral identity (6.2) is equivalent, in the sense of distributions, to the kinetic
equation

∂

∂λ

[
λdivu(x)Γ(x, λ)

]
− div

(
Γ(x, λ)u(x)

)
− ∂

∂λ
[λM(x, λ)] = 0(6.4)

in D′((D \ (S ∪ Σ−)) × R
)
.
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Remark 6.1. Since the kinetic equation is understood in the sense of distributions,
the equation remains valid if we replace the intervals of integration (−∞, λ) and [λ,∞)
in formulae (6.3) with (−∞, λ] and (λ,∞) respectively; however, this creates some
discomfort. To avoid such ambiguity, we observe that (6.2) also holds true if we
replace the function M with its invariant form

M(x, λ) :=
1

2

(
lim

s→λ+0
M(x, s) + lim

s→λ−0
M(x, s)

)
.(6.5)

Proof. Choose an arbitrary ϕ ∈ C∞
0 (R), and note that for all h ∈ C∞(D) with

spt h � D \
(
Σ− ∪ S

)
,∫

D\S

{
h
(
ϕ(ρn) − ϕ′(ρn)ρn

)
divun + ϕ(ρn)∇h · un

}
dx = 0.

Taking the limit n → ∞, we obtain∫
D\S

{
h
(
ϕ− ϕ′ρ

)
divu + ϕ∇h · u

}
dx = 0,

which along with (4.17) gives the integral identity for weak limits,∫
D\S

[
h
(
ϕ− ϕ′ρ

)
divu + ϕ∇h · u +

1

ξ + ν

(
(ϕ− ϕ′ρ)p− (ϕ− ϕ′ρ)p

)]
dx = 0.(6.6)

Next choose an arbitrary smooth function η(λ) which vanishes near +∞ and set
ϕ(λ) =

∫∞
λ

η(s)ds. Identity (3.3) from Lemma 3.2 combined with the formula of
integration by parts for Stieltjes integrals yields the representations(

ϕ− ϕ′ρ
)
(x) =

∫
[0,∞)

η(λ)Γ(x, λ) dλ +

∫
[0,∞)

λη(λ)dλΓ(x, λ) =

∫
[0,∞)

η dλ(λΓ) ,

which are substituted into (6.6) and lead to the integral identity∫
(D\S)×R

{
hdivu dλ

(
λΓ(x, λ)

)
+ Γ∇hudλ

}
η dx(6.7)

+
1

ξ + ν

∫
D\S

h
{

(ϕ− ϕ′ρ)p− (ϕ− ϕ′ρ)p
}
dx = 0.

Recall that Γ vanishes for λ < 0, the function G(x, λ) = (ϕ(λ)−ϕ′(λ)λ)h(x) satisfies
all conditions of Lemma 3.2, and h is compactly supported in D \ S. It follows from
this and Lemma 3.2 that∫

D\S
h
(
(ϕ− ϕ′ρ)p− (ϕ− ϕ′ρ)p

)
dx =

∫
(D\S)×R

hηλ(λγ − p)dλΓ(x, λ)dx

+

∫
(D\S)×R

h

{∫ ∞

λ

η(s)ds

}
(λγ− p)dλΓ(x, λ)dx = −(ξ + ν)

∫
(D\S)×R

hη dλ
(
λM(x, λ)

)
dx.

By substitution of this identity into (6.7), since the linear hull of the set of functions
in the form hη is dense in C∞

0 ((D \ S) × R), we obtain (6.2), which completes the
proof of Lemma 6.1.

The next lemma describes the basic properties of the function M(x, λ), which are
important for further analysis.
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Lemma 6.2. For a.e. x ∈ D \ S,
(i) M(x, ·) is nonnegative and vanishes on R

−. Moreover, if the Borel function
M(x, .) given by (6.5) vanishes σx-a.e. on the interval (ω,∞) with ω = p(x)1/γ , then
σx = dλΓ(x, ·) is a Dirac measure and

Γ(x, λ) = 0 for λ < p(x)1/γ , Γ(x, λ) = 1 for λ ≥ p(x)1/γ .

(ii) for all g ∈ C∞
0 (0,∞),∫
Rλ

g(λ)M(x, λ)dλ = −
∫

[0,∞)

g′(λ)Vλ(x)dλ,(6.8)

where Vλ is defined by (5.5).
Proof. Let θ be a standard mollifying kernel in R,

θ ∈ D+(R),

∫
R

θ(t) dt = 1, spt θ � {|t| ≤ 1},

with the corresponding mollifier

(SkΓ)(x, λ) := k

∫
R

θ(k(λ− t))Γ(x, t)dt.

We will write simply Γk instead of SkΓ. The mollified distribution function Γk(x, ·)
belongs to the class C∞(R) and generates the absolutely continuous Stieltjes measure
σkx of the form dσkx = ∂λΓkdλ. It is easily seen that for k → ∞ the sequence
of measures σkx converges star-weakly to the measure σx = dλΓ in the space of
Radon’s measures on R. In particular, for all λ with σx{λ} := lims→λ+0 Γ(x, s) −
lims→λ−0 Γ(x, s) = 0, we can pass to the limit to obtain∫

[0,λ)

(tγ − p)∂tΓk(x, t) dt →
∫

[0,λ)

(tγ − p) dtΓ(x, t) for k → ∞.(6.9)

In other words, relation (6.9) holds true for all λ, except possibly for some countable
set. Since ∂λΓk ≥ 0, the function on the left-hand side of (6.9) increases on (−∞, ω)
and decreases on (ω,∞). From this and (6.9) we conclude that M(x, ·) does not
decrease for λ < ω and does not increase for λ > ω, which along with the obvious
relations limλ→±∞ M(x, λ) = 0 yields the nonnegativity of M.

To prove the second part of (i), note that M(x, λ) = limk→∞ SkM(x, λ) belongs to
the first Baire class and hence is measurable in σx. It follows from the monotonicity of
M(x, ·) on the interval (ω,∞) that if M(x, α) = 0 for some α > ω, then M(x, λ) = 0
and Γ(x, λ) = 1 on (α,∞). Assume that M(x, ·) vanishes σx-a.e. on (ω,∞), and
consider the set

O =
{
α > ω : σx(ω, α) ≡ lim

s→α−0
Γ(x, s) − lim

s→ω+0
Γ(x, s) = 0

}
.

Let us prove that O = (ω,∞). If the set O is empty, then there is a sequence of
points λk ↘ ω with M(x, λk) = 0, which yields Γ(x, ·) = 1 on (ω,∞), and thus
O = (ω,∞). Hence O �= ∅. If m = sup O < ∞, then there is a sequence λk ↘ m with
M(x, λk) = 0, which yields Γ(x, ·) = 1 on (m,∞). By construction, Γ(x, λ) = c =
constant on (ω,m). In other words, restriction of σx to (ω,∞) is the monoatomic
measure (1 − c)δ(· − m). Hence M(x,m) = 2−1(1 − c)(mγ − ωγ) = 0, which yields
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c = 1. From this we can conclude that Γ(x, ·) = 1 on (ω,∞), and σx is a probability
measure concentrated on [0, ω]. Recalling that ωγ = p(x), we obtain

(ξ + ν)M(x, 0) =

∫
[0,ω]

(λγ − ωγ) dλΓ(x, λ) ≥ 0.

Hence dλΓ(x, λ) is the Dirac measure concentrated at ω, which implies (i).
The proof of (ii) is straightforward. It is easily seen that

−(ξ + ν)

∫
R

g(λ)M(x, λ) dλ =

∫
[0,∞)

(∫
[λ,∞)

g′(s) ds

)(∫
[λ,∞)

(tγ − p)dtΓ(x, t)

)
dλ

=

∫
[0,∞)

g′(s)

(∫
[0,s)

dλ

∫
[λ,∞)

(tγ − p) dtΓ(x, t)

)
ds

=

∫
[0,∞)

g′(s)

(∫
[0,∞)

min{t, s}(tγ − p) dtΓ(x, t)

)
ds

=

∫
[0,∞)

g′(s)(min{ρ, s}p− min{ρ, s}p) ds.

On the other hand, Lemma 4.1 yields min{ρ, λ}p − min{ρ, λ}p = (ξ + ν)Vλ(x). The
proof of Lemma 6.2 is completed.

7. Renormalization of the kinetic equation. The notion of a renormalized
solution, introduced in the pioneering paper [4], plays an important role in the theory
of compressible NSE developed by Lions and by E. Feireisl and coworkers. Moreover,
the kinetic equation itself is a result of the renormalization procedure. Formally we
can renormalize (6.4) by multiplying both sides by a function Ψ′(Γ), which leads to
the transport equation for the function Ψ(Γ), but whether this construction is justified
a delicate question. The corresponding result is given by the following lemma. Set
Ψ(Γ) = Γ(1 − Γ).

Lemma 7.1. For all functions h ∈ C∞
0 (D \S) with spt h � D \ (S ∪Σ−) and for

all functions η ∈ C∞(R) vanishing near +∞, we have the integral identity

∫
(D\S)×R

F(x, λ)dx dλ = 2

∫
(D\S)

(∫
[0,∞)

η(λ)λM(x, λ)dλΓ(x, λ)

)
h(x) dx,(7.1)

where

F ≡ η(λ)Ψ(Γ)u(x)∇h(x) − λh(x)Ψ(Γ)η′(λ)divu(x) + λh(x)Ψ′(Γ)M(x, λ)η′(λ).

In other words, the function Ψ(Γ) satisfies the transport equation

div λ,x

(
Ψ(Γ)w) +

∂

∂λ

(
λΨ′(Γ)M

)
+ 2λM

∂Γ

∂λ
= 0 in D′

((
D \ (Σ− ∪ S)

)
× R

)
.

Proof. Note that by assertion (i) of Lemma 3.2, the function Γ is well defined on
each domain in R

4, and hence on the whole space R
4. The same conclusion can be

drawn for the vector field u ∈ H1,2
loc (R3). Let Θ be the regularizing kernel in R

3, i.e.,

Θ ∈ D+(R3),

∫
R3

Θ(x)dx = 1, spt Θ � {|x| ≤ 1},
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and define the mollifier for scalar or vector functions,

Tmu(x, λ) = m3

∫
Ω

Θ(m(x− y))u(y, λ) dy.

We will simply write Γk,m and Γk instead of SkTmΓ and SkΓ. Obviously, Γk are
smooth functions of the variable λ and |∂αΓk(x, λ)| ≤ kα. Recall that for any f ∈
L2(D′) with D � D′ and dist (D′, ∂D) > m−1,

‖Tmf‖L2(D) ≤ ‖f‖L2(D′), Tmf → f in L2(D).(7.2)

Substituting the test function

ζ(x, λ) = m3Θ(m(x0 − x))θ(k(λ0 − λ)), dist (x0, ∂D) > m−1, λ0 ∈ R,

into (6.2), we arrive at the equality

∂λ[λΓk,mdivu] − div (Γk,mu) − ∂λSk(λTmM)(7.3)

+ r1 + r2 + r3 = 0,(7.4)

which holds true in any subdomain of D \ (S ∪Σ−)×R for sufficiently large m. Here
the remainders are given by

r1 = ∂λ{Tm(λΓkdivu) − λdivuTmΓk}, r2 = Tm

[
divu∂λ

(
Sk(λΓ) − λSkΓ

)]
,

r3 = div
[
(TmΓk)u − Tm(Γku)

]
.

Recall that Γk,m are smooth functions of the variables x and λ. Multiplying both
sides of (7.3) by hηΨ′(Γk,n) and integrating the result over D \ S, we arrive at the
equality ∫

(D\S)×R

{
η(λ)Ψ(Γk,m)u(x)∇h(x) − λh(x)Ψ(Γk,m)η′(λ)divu(x)

}
dx dλ(7.5)

+Jk,m +

3∑
l=1

Ik,ml = 0,

where

Jk,m = −
∫

(D\S)×R

F k,m∂λSk(λTmM),

Ik,mi =

∫
(D\S)×R

F k,m
ri with F k,m = hηΨ′(Γk,m) .

Our first task is to find the limits for m → ∞ of the sequences {Jk,m}, {Ik,ml }.
It follows from inequality (7.2) that for i = 1, 2,

‖ri‖L2((D\S)×I) ≤ kc(I) < ∞ for all compact I ⊂ R.

On the other hand, since η vanishes near ∞ and Γk,m vanishes for λ < 0, the functions
F k,m are uniformly compactly supported, and their absolute values are uniformly
bounded. Hence for i = 1, 2,

‖F k,m
ri‖L2((D\S)×R) ≤ c < ∞ for all m ≥ 1.(7.6)
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Noting that ∂λ
[
λΓk(·, λ)

]
∈ L∞(D), taking into account the form of limits in

(7.2), we obtain for fixed λ and k, and for m → ∞,

Γk,m → Γk, Tm

[
∂λ(λΓk)divu

]
− divuTm

[
∂λ(λΓk)

]
→ 0,

Tm

[
divu∂λ

(
Sk(λΓ) − λSkΓ

)]
→

[
divu∂λ

(
Sk(λΓ) − λSkΓ

)]
,

a.e. in D \ S, which along with (7.6) yield for m → ∞,

F k,m
r1 → 0, F k,m

r2 → F k∂λ

[
divu

(
Sk(λΓ) − λSkΓ

)]
in L1((D \ S) × R).(7.7)

The next evaluations are based on the following result from [4]: Let u ∈ H1,2(D) and
g ∈ L∞(

D × (a, b)
)

with b− a < ∞. Then for all D′ � D,

div
[
(Tmg)u − Tm(gu)

]
→ 0 in L1(D′ × (a, b)).

Setting g(x, λ) = Γk(x, λ) since F k,m are uniformly bounded and compactly supported
in (D \ S) × R, we can conclude that for m → ∞ the functions F k,mr3 tend to zero
strongly in L1

(
(D \ S) × R

)
. Combining this result with (7.7), we obtain

lim
m→∞

Im,k
1 = lim

m→∞
Im,k
3 = 0,

lim
m→∞

Im,k
2 = Ik2 :=

∫
(D\S)×R

F k
[
divu∂λ

(
Sk(λΓ) − λSkΓ

)]
dx dλ.

Similar arguments show that

lim
m→∞

Jm,k = Jk := −
∫

(D\S)×R

F k∂λSk(λM) dx dλ with F k = h(x)η(λ)Ψ′(Γk).

(7.8)

Taking the limits, first for m → ∞ and then for k → ∞ in (7.5), we arrive at

∫
(D\S)×R

{
η(λ)Ψ(Γ)u(x)∇h(x) − λh(x)Ψ(Γ)η′(λ)divu(x)

}
dx dλ(7.9)

+ lim
k→∞

Jk + lim
k→∞

Ik2 = 0.

Let us show that the last term in the left-hand side equals 0. It is easily seen that

∂λ[(λΓ)k − λΓk](x, λ) = k

∫
R

θ̃(k(λ− t))Γ(x, t) dt, θ̃(t) = tθ′(t) + θ(t).

Since θ̃ is compactly supported and
∫

R
θ̃(s)ds = 0, the sequence of functions ∂λ[(λΓ)k−

λΓk,](x, λ) is bounded and converges to 0 a.e. in (D \ S) × R. Recalling that the
functions F k are uniformly supported, i.e., the supports spt F k are included in the
given compact subset of (D \ S) × R, and uniformly bounded in (D \ S) × R, we can
conclude that limk→∞ Ik2 = 0. Next, integration by parts in the formula for Jk leads
to

Jk =

∫
(D\S)×R

hη′Ψ′(Γk)Sk(λM)dx dλ− 2W k(7.10)
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with

W k =

∫
(D\S)×R

hηSk(λM)∂λΓk dx dλ.(7.11)

Integration by part in the Stieltjes integral results in

∂λΓk(x, λ) = k∂λ

∫
R

θ(k(λ− t)Γ(x, t)dt = k

∫
R

θ(k(λ− t)dtΓ(x, t);

therefore,

W k =

∫
(D\S)×R

hSk

[
ηSk(λM)

]
dλΓ(x, λ) dx(7.12)

≡
∫
D\S

h(x)

(∫
R

ηS2
k(λM) dλΓ(x, λ)

)
dx

+

∫
D\S

h(x)

(∫
R

[RkSk(λM)](x, λ) dλΓ(x, λ)

)
dx

with the linear operator Rk defined, for any g ∈ L∞(
(D \ S) × R

)
, by

Rkg =

∫
R

rk(λ, t)g(x, t)dt, where rk(λ, t) = k(η(t) − η(λ))θ(k(λ− t)).

Since the function η(λ) is smooth and vanishes for λ > N = sup spt η, the kernel
rk(λ, t) vanishes for λ > N + 1 and satisfies the inequality

∫
R
|rk(λ, t)| dt ≤ ck−1.

Thus, we get

|Rkg| ≤ ck−1 ess sup
x

{
sup

s≤N+1
|g(x, s)|

}
,

which along with

|Sk(λM)|(x, λ) ≤ sup
s≤λ+1

sM(x, s) ≤ (λ + 1) sup
R

M(x, s) ≤ 2(λ + 1)p(x)

implies |RkSk(λM)| ≤ c(η)k−1p(x). Thus,∣∣∣∣
∫

R

[RkSk(λM)](x, λ) dλΓ(x, λ)

∣∣∣∣ ≤ c(η)k−1p(x).

From this and the Lebesgue dominant convergence theorem we conclude that the last
term in the right-hand side of (7.12) vanishes for k → ∞. Recall that S2

k is the
standard mollifying operator with the kernel θ ∗ θ. Hence for a.e. x ∈ D \ S and for
all λ ∈ R, we have limk→∞[S2

k(λM)](x, λ) = λM(x, λ). From this and the Lebesgue
dominant convergence theorem related to the measure dλΓ(x, ·), we obtain that for
a.e. x ∈ D \ S,

lim
k→∞

∫
R

η[S2
k(λM)](x, λ) dλΓ(x, λ) =

∫
R

ηλM dλΓ(x, λ).

Since the integrands in the right-hand side of (7.12) are uniformly bounded, we have

lim
k→∞

W k = W :=

∫
D\S

h(x)

(∫
R

ηλM dλΓ(x, λ)

)
dx.
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On the other hand, for k → ∞ the sequences Γk and SkM converge a.e. in (D\S)×R

to Γ and M, respectively; thus, by the limit passage k → ∞ in (7.10), we obtain

lim
k→∞

Jk =

∫
(D\S)×R

hη′Ψ′(Γ)λM dx dλ− 2W.

Substituting this equality into (7.9) and recalling that limk→∞ Ik2 = 0, we obtain
(7.1). The proof of Lemma 7.1 is completed.

8. The proof of Theorem 1.2. The theorem will be proved if we show that
any sequence of generalized solutions to problem (1.3) satisfying the hypotheses of
Theorem 1.2 and Lemmas 3.2 and 3.3 converges a.e. on D \ S. In light of Lemmas
3.2 and 3.3, it suffices to verify the equality Ψ(Γ) = 0 in (D \ S) × R.

We begin with proving that renormalized integral identity (7.1) after substituting
h = 1 turns into the integral inequality∫

(D\S)×R

{
λΨ′(Γ)Mη′ − λΨ(Γ)η′divu

}
dx dλ(8.1)

≥ 2

∫
(D\S)

(∫
[0,∞)

η(λ)λM(x, λ)dλΓ(x, λ)

)
dx,

which holds true for all nonnegative functions η ∈ C∞(R) vanishing near +∞. The
proof is based on the following approximation result, which is shown by an application
of the Hedberg approximation theorem [13].

Lemma 8.1. For each k > 1, there exist a function ζk ∈ C∞(D) and a constant
c independent of k such that ζk vanishes in a vicinity of S and

0 ≤ ζk ≤ 1, meas Ak +

∫
D

|∇ζku| dx ≤ 1/k,(8.2)

where Ak = {x ∈ D \ S : ζk(x) ≤ 1 − 1/k} ⊂ D \ S.
Proof. Introduce the function f(x) = |u(x)|+dist (x, S). Since u−u∞ belongs to

H1,2
0 (D) and u∞ vanishes near S, it follows from the general theory of Sobolev spaces

(see [28]) that f has a quasi-continuous representative which vanishes everywhere on
S. By the Hedberg approximation theorem (see [13]), for each N > 0 there is ωN ∈
C∞

0 (D) so that ωN = 1 in some vicinity of S, 0 ≤ ωN ≤ 1, and ‖(1−ωN )f‖H1,2(D) ≤
N−1. On the other hand, by the absolute continuity property of the integral, there
exists a positive continuous function μ(s) such that, whenever meas A ≤ δ, then∫

A

(f2 + |∇f |2)dx ≤ μ(δ) and μ(δ) ↘ 0 for δ ↘ 0.

For any δ > 0, set Sδ = {x : dist (x, S) < δ}. Since ∩Sδ = S, the measure of the set
Sδ \ S tends to 0 as δ → 0, which yields∫
Sδ

(f2 + |∇f |2)dx =

∫
Sδ\S

(f2 + |∇f |2)dx ≤ μ
(
meas (Sδ \S)

)
:= r(δ) ↘ 0 as δ ↘ 0.

Obviously, for Bk = {x ∈ D \ S : 1 − ωN (x) > 1/k}, we have

δ2

k2

∫
Bk\Sδ

dx ≤
∫
D

|f |2(1 − ωN )2 dx ≤ N−2,
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which implies

meas {Bk \ Sδ} ≤ k2(δN)−2, meas Bk ≤ k2(δN)−2 + meas (S \ Sδ).(8.3)

Next, note that∫
D

(1 − ωN )2|∇f |2 dx ≤ 1

k2

∫
D\Bk

|∇f |2dx +

∫
Bk\Sδ

|∇f |2 dx +

∫
Sδ

|∇f |2 dx

≤ ck−2 + μ(k2(δN)−2) + r(δ),

which along with the identity f∇ωN = (1−ωN )∇f−∇
(
(1−ωN )f

)
yields the estimate∫

D

|∇ωN |f dx ≤ ‖∇
(
(1 − ωN )f

)
‖L1(D) +

∫
D

(1 − ωN )|∇f | dx

≤ c‖(1 − ωN )f‖H1,2(D) + c

{∫
D

(1 − ωN )2|∇f |2 dx
}1/2

≤ N−1 + ck−1 + cμ1/2
(
k2(δN)−2

)
+ cr1/2(δ).

Fix δ > 0 sufficiently small such that r1/2(δ) + meas (S \ Sδ) ≤ k−1; next, choose N
sufficiently large such that μ1/2(k2(δN)−2) + k2(δN)−2 < k−1. In view of (8.3) and
taking into account that |u| ≤ f , we arrive at∫

D

|∇ωN ||u| dx + meas Bk ≤ ck−1.

Hence ζk = 1 − ωN with Ak = Bk satisfies (8.2). The proof of Lemma 8.1 is
completed.

Following [10] let us consider the sequence of functions χk(x) = χ(k dist (x,Σ−∪
∂D)) with an arbitrary, smooth, monotone function χ such that χ(z) = 0 for z ≤ 1/2
and χ(z) = 1 for z ≥ 1. Since Ψ(Γ)(·, λ) vanishes outside of B, we have for all
sufficiently large k,

∇χk(u − u∞) → 0 in L1(D \ S), Ψ(Γ)(·, λ)∇χku
∞ ≤ 0 in D.(8.4)

Set hk = ζkχk and note that

∇hku ≤ |∇ζku| + |∇χk(u − u∞)| + ζk∇χku
∞.

Recalling the inequality η ≥ 0 and relations (8.2), (8.4), we obtain

lim sup
k→∞

∫
(D\S)×R

Ψ(Γ)η∇hku dx dλ ≤ 0.(8.5)

Moreover, the functions hk converge to 1 in measure on D \ S. The functions hk are
Lipschitz continuous in R

3 and vanish in the vicinity of Σ− ∪ S; therefore, they can
be used as test functions in (7.1). Substitution of hk into (7.1), followed by the limit
passage k → ∞ in the resulting integral identity, leads to desired inequality (8.1).

Next, we claim that the right-hand side of (8.1) equals zero. To this end, choose an
arbitrary nonnegative function υ ∈ C∞(R) with spt υ ⊂ (−1, 1) and

∫
R
υ(λ)dλ = 1.

For fixed t > 2, set η(λ) =
∫∞
λ

υ(s−t) ds. Since η′(λ) = 0 for |λ−t| ≥ 1, and η(λ) = 1
for λ ≤ t− 1, we can use (8.1) to obtain
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2

∫
(D\S)

(∫
[0,t−1)

λMdλΓ

)
dx ≤ −(t + 1)

∫
(D\S)×R

{
M + Ψ(Γ)|divu(x)|

}
η′ dx dλ.

(8.6)

Using identity (6.8) and the relation

−
∫

(D\S)×R

Ψ(Γ) η′(λ) |divu| dx dλ

≡
∫

[0,∞)

η′′
{∫

D\S

[ ∫
Ω×[0,λ)

Ψ(Γ(x, s)) ds

]
|divu| dx

}
dλ

we can rewrite inequality (8.6) in the form

2

∫
(D\S)

(∫
[0,t−1)

λMdλΓ

)
dx ≤ (1 + t)

∫
[1,∞)

η′′(λ)℘(λ)dλ ,(8.7)

where the function ℘ : [0,∞) �→ R is given by

℘(λ) =

∫
(D\S)×[0,λ)

Ψ(Γ(x, s))|divu(x)| dx ds +

∫
Ω

Vλ(x)dx.

Since ∫
[0,λ)

Ψ(Γ(x, s)) ds ≤
∫

[0,∞)

Ψ(Γ(x, s)) ds = H(x),

Lemma 5.2 implies the boundedness of ℘ on R
+,

|℘(λ)| ≤ c‖u‖H1,2(D\S) ‖H‖L2(D\S) + ‖Vλ‖L1(D\S) ≤ c.

Taking into account that η′′(λ) = ∂tυ(λ− t), inequality (8.7) can be rewritten in the
form

2

∫
(D\S)

(∫
[0,t−1)

λMdΓ(x, λ)

)
dx ≤ (1 + t)

d

dt
(υ ∗ ℘)(t).(8.8)

Since the smooth function (υ ∗℘)(t) is uniformly bounded on R
+, there is a sequence

tk → ∞ such that limk→∞(tk + 1) d
dt (υ ∗ ℘)(tk) ≤ 0. Substitution of t = tk into (8.8)

followed by the limit passage k → ∞ in (8.8) leads to∫
[0,t−1)

λMdΓ(x, λ) = 0 for a.e. x ∈ D \ S.

In other words, M(x, ·) vanishes σx-a.e. on (0,∞), which along with Lemma 6.2
implies the equality Γ(1 − Γ) = 0 a.e. in (D \ S) × R. Hence ρn converges a.e. in
D \S. Estimates (1.11) imply the strong convergence of the sequence ρn in Lr(D \S)
for all r < γ. Since (ρn,un) satisfy all assumptions of Theorem 2.1, we can make use of
estimate (2.1) from this theorem, which yields the strong convergence ρn in Lr

loc(Ω) for
r < γ(1+κ). In particular, the sequence p(ρn) converges to p = p(ρ) in L1

loc(Ω). After
substituting (ρn,un) into integral identities (1.7a) and (1.7b), followed by the limit
passage n → ∞, by Lemma 3.3 we can conclude that the pair (ρ,u) is a generalized
solution to problem (1.3). Finally, since ∇u∞ is compactly supported in Ω, the limit
passage in (1.12) for the sequence of drag functionals follows by Lemma 3.3 and by
the strong convergence of the sequence p(ρn) in L1

loc(Ω).
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FEASIBLE AND NONINTERIOR PATH-FOLLOWING IN
CONSTRAINED MINIMIZATION WITH LOW MULTIPLIER

REGULARITY∗
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Abstract. Primal-dual path-following methods for constrained minimization problems in func-
tion space with low multiplier regularity are introduced and analyzed. Regularity properties of the
path are proved. The path structure allows us to define approximating models, which are used for
controlling the path parameter in an iterative process for computing a solution of the original prob-
lem. The Moreau–Yosida regularized subproblems of the new path-following technique are solved
efficiently by semismooth Newton methods. The overall algorithmic concept is provided, and numer-
ical tests (including a comparison with primal-dual path-following interior point methods) for state
constrained optimal control problems show the efficiency of the new concept.

Key words. active set strategy, Moreau–Yosida regularization, path-following methods, primal-
dual methods, semismooth Newton methods
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1. Introduction. The efficient numerical solution of inequality constrained min-
imization problems in function space with low Lagrange multiplier regularity is still
a significant challenge. Prototype problems include optimal control problems with
pointwise state constraints, boundary control problems in which the control has to
satisfy pointwise constraints on the boundary, and classes of control problems with
“solutions très faibles” (that is, “very weak solutions” in the sense of Lions). The
common feature is low regularity of the Lagrange multipliers associated with the
pointwise constraints. This has an immediate effect when characterizing optimality
of solutions. Indeed, in the presence of inequality constraints, first order optimality
conditions typically involve a so-called complementarity system (see, e.g., [10]), which
in turn is influenced by the regularity of the Lagrange multiplier associated with the
inequality constraint. To be specific, let us assume that x1 ∈ X1 has to satisfy the
pointwise (almost everywhere) constraint

x1 ≤ ψ,(1.1)

where X1 denotes a Hilbert space continuously embedded into L2(ω) and ω ⊂ R
m

is a bounded domain. Further ψ ∈ L2(ω), and ≤ represents the natural ordering in
L2(ω). Let λ ∈ X∗

1 denote the Lagrange multiplier associated with constraint (1.1),
where X∗

1 is the topological dual space of X1. First order optimality characterizations
include the complementarity condition

x1 ≤ ψ, 〈λ, x1 − ξ〉X∗
1 ,X1 ≥ 0 for all ξ ≤ ψ, ξ ∈ X1(1.2)

at an optimal solution x1 with associated Lagrange multiplier λ. Without additional
regularity, system (1.2) does not admit a pointwise interpretation, which is frequently
crucial for numerical algorithms.
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In fact, solution techniques and their (local) convergence behavior often hinge on
the multiplier regularity. Classical active set methods, for instance, require a pointwise
(almost everywhere) interpretation of λ for the active set estimation. In the case of
pointwise constraints, techniques like the projected gradient methods will not work
without modification since the sum of the iteration variable and the gradient of the
objective, which coincides with the negative multiplier, is needed for the update. Since
the iteration variable and the gradient have different regularity properties, this is not
feasible in general. An analogous comment applies for projected Newton techniques.
Recently it was found that semi smooth Newton methods are highly efficient in solving
certain classes of constrained optimization problems in function space [4, 5, 9, 10,
11, 21]. These methods rely on a pointwise almost everywhere interpretation of the
complementarity system (1.2) and smoothing properties of the control-to-adjoint-state
mapping. In fact, the pointwise interpretation allows us to express (1.2) equivalently
as

λ− max (0, λ + c(x1 − ψ)) = 0,(1.3)

for some arbitrarily fixed c > 0, and the smoothing of the control-to-adjoint-state
operator typically implies that the mapping

θ : x1 �→ λ(x1) + c(x1 − ψ)

can be considered as θ : X1 → Lq(ω) with q > 2. The norm gap between Lq(ω) and
the space L2(ω), in which inequality (1.1) is posed, is crucial in proving generalized
differentiability of

x1 �→ max(0, θ(x1)),

and in arguing well-definedness and locally superlinear convergence of the general-
ized (semismooth) Newton method for solving the underlying nonsmooth first order
optimality system; see [10] for details. Again, the low multiplier regularity may pre-
vent the pointwise interpretation and/or the smoothing of the control-to-adjoint-state
mapping.

An approach for solving state constrained optimal control problems that does
not rely on the use of multipliers was introduced in [13]. This method operates
with the interface (boundary) between the active set {x1 = ψ} and the inactive set
{x1 < ψ} as the optimization variable, and the constrained minimization problem is
transformed into a shape optimization problem. Since the interface allows for a unique
identification of the inactive region, the multiplier itself is not an issue. While this
technique is appealing due to its favorable analytical properties, the implementation
is rather technical.

Based on recent work [12], in this paper we propose a primal-dual path-following
concept for solving the aforementioned constrained minimization problems. It relies
on a (generalized) Moreau–Yosida-type regularization of the max-operation involving
a scalar parameter. The resulting regular subproblems can be solved efficiently by,
e.g., semismooth Newton methods. The relaxation parameter induces a primal-dual
path and a path value functional, for which good low-parametric models can be found
based on the structure of the relaxation term. These models are subsequently used
for driving the path parameter to its limit, i.e., to find a solution of the original (less
regular) problem. This procedure has several analytical as well as numerical benefits
as follows:

• sufficiently regular subproblems for which standard methods (like semi-
smooth Newton algorithms) converge rapidly in function space setting;
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• simple path structure such that one can find good approximating models for
the primal-dual path value functional;

• controlled path-parameter updates based on model functions to avoid ill-
conditioning;

• wide applicability.
Compared to other path-following concepts, like primal-dual path-following interior
point methods (see, e.g., [6, 22, 25, 26] for finite dimensional versions and [20, 23] for
function space treatments), the numerical implementation of our technique is rather
user-friendly. In fact, in many cases (see, e.g., [1, 25]) competitive primal-dual path-
following interior point methods require the addition of slack variables, which increases
the problem size, and then appropriate pivot choices for reducing the indefinite sys-
tem, which has to be solved in every iteration, in order to make the method feasible for
large scale optimization. Additionally, within our path-following framework existing
subproblem solvers can readily be used. In contrast to our approach, the successful
analysis of interior point methods in function space [20, 23, 24] requires sufficient
regularity of the multipliers, which prevents an immediate application of these con-
cepts to the problem class considered in this paper. For an alternative regularization
concept for state constrained optimal control problems, we refer to [19].

In the case of regular Lagrange multipliers, our earlier work [1, 10] indicates that
semismooth Newton and primal-dual active set methods are superior to path-following
strategies. This includes a wide class of pointwise control constraints in the optimal
control of partial differential equations.

The rest of the paper is organized as follows. In the next section we introduce
the problem class under consideration, specify the relaxed path-problems, and analyze
properties of the primal-dual path. In section 3 we discuss several constrained optimal
control problems which are covered by our model problem. Among these we consider
state constrained optimal control problems and Dirichlet boundary control problems.
The primal-dual path value function, its differentiability properties, and the definition
of approximating models are the contents of section 4. The algorithm is introduced
in section 5. A report on test runs, including a comparison of the new method with
primal-dual path-following interior point and primal-dual active set techniques, is also
given.

2. Problem formulation and properties of the path. Let X1, X2, and W
be real Hilbert spaces with

X1 ↪→ L2(ω) ↪→ X∗
1 ,

where X∗
1 denotes the dual of X1 and ω a bounded domain in R

m. Further set
X = X1 ×X2 and let x = (x1, x2) denote a generic element in X.

Let E ∈ L(X,W ), f ∈ W , and ψ ∈ X1. Further let J : X → R denote a quadratic
functional satisfying the following assumption.

Assumption 2.1. There exists a constant α > 0 such that

〈J ′(x) − J ′(y), x− y〉X∗,X ≥ α|x− y|2X(2.1)

whenever E(x− y) = 0 for x, y ∈ X.
Here 〈·, ·〉X∗,X , at times denoted by 〈·, ·〉, stands for the duality pairing between

X and X∗. We set

C :=

(
E

(I, 0)

)
: X → W ×X1
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and assume that

C is surjective.(2.2)

The problem under consideration is

minimize J(x) over x ∈ X

subject to Ex = f,

x1 ≤ ψ,

(P)

where ≤ denotes the ordering in L2(ω). By Assumption 2.1 and (2.2) there exists a
unique solution x∗ ∈ X to (P). Further by (2.2) there exists [17] a unique Lagrange
multiplier pair (p∗, λ∗) ∈ W ∗ ×X∗

1 such that

J ′(x∗) + E∗p∗ + (λ∗, 0) = 0 in X∗,

λ∗ ≥ 0, x∗
1 − ψ ≤ 0, 〈λ∗, x∗

1 − ψ〉X∗
1 ,X1 = 0,

(2.3)

where λ∗ ≥ 0 stands for 〈λ∗, φ〉X∗
1 ,X1 ≥ 0 for all φ ∈ X1 with φ ≥ 0. In section 3

we give examples from optimal control with control or state constraints which are
covered by our general framework.

We also consider the following problem without inequality constraints:

minimize J(x) over x ∈ X

subject to Ex = f,
(P̃)

as well as the regularized problems

minimize J(x, γ) := J(x) +
1

2γ

∫
ω

|
(
λ̄ + γ(x1 − ψ)

)+ |2dw over x ∈ X

subject to Ex = f,

(Pγ)

where γ > 0 represents a relaxation (or regularization) parameter and λ̄ ∈ L2(ω) is
an optional shift-parameter. For every γ > 0 there exists a unique solution xγ =
(x1,γ , x2,γ) to (Pγ) satisfying

Exγ = f,

J ′(xγ) + E∗pγ + (λγ , 0) = 0 in X∗,

λγ =
(
λ̄ + γ(x1,γ − ψ)

)+
in L2(ω).

(2.4)

In view of (1.3), the last equation in (2.4) suggests that λ̄ acts as a regular approxi-
mation of the Lagrange multiplier corresponding to x1 ≤ ψ. Further, in section 3 we
find that in some cases, λ̄ can be chosen such that x1,γ ≤ ψ for γ sufficiently large.

We refer to

C = {(xγ , pγ , λγ) ∈ X ×W ∗ ×X∗
1 : γ ∈ (0,∞)}

as the primal-dual path associated with (P). For r > 0 we further set

Cr = {(xγ , pγ , λγ) : γ ∈ [r,∞)}.

Proposition 2.1. For every r > 0, the path Cr is bounded and, as γ → ∞, we
have (xγ , pγ , λγ) ⇀ (x∗, p∗, λ∗) in X ×W ∗ ×X∗

1 . Moreover xγ → x∗ in X.
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Proof. From (2.4) we have

〈J ′(xγ) − J ′(x∗), xγ − x∗〉X∗,X + (λγ , x1,γ − x∗
1)L2 = 〈J ′(x∗), x∗ − xγ〉X∗,X ,

and by (2.1),

α|xγ − x∗|2X + (λγ , x1,γ − x∗
1)L2 ≤ 〈J ′(x∗), x∗ − xγ〉X∗,X .(2.5)

As in [14],

(λγ , x1,γ − x∗
1)L2 ≥ 1

γ
|λγ |2L2 −

1

γ
(λγ , λ̄)L2 ,(2.6)

and hence,

α|xγ − x∗|2X +
1

2γ
|λγ |2L2 ≤ |J ′(x∗)|X∗ |x∗ − xγ |X +

1

2γ
|λ̄|2L2 .(2.7)

In particular we have that {xγ}γ≥r is bounded for every r > 0. By (2.2),

C∗(pγ , λγ) = −J ′(xγ),

and since C is surjective it follows that {(pγ , λγ)} is bounded in W ∗ × X∗
1 . Hence,

there exists (x̂, p̂, λ̂) such that for a subsequence, (xγ , pγ , λγ) ⇀ (x̂, p̂, λ̂). Since λγ ≥ 0

for all γ > 0, we find 〈λ̂, φ〉X∗
1 ,X1

≥ 0 for all φ ∈ X1 with φ ≥ 0. As in [14, section 3],
one argues that x̂ ≤ ψ. By (2.3) and (2.4),

〈J ′(xγ) − J ′(x∗), xγ − x∗〉X∗,X + 〈λγ − λ∗, x1,γ − x∗
1〉X∗

1 ,X1
= 0,(2.8)

and from (2.6) we have (λγ , x1,γ −x∗
1) ≥ − 1

2γ |λ̄|2L2 . Further, from (2.8) with Assump-
tion 2.1 holding we arrive at

0 ≤ α|xγ − x∗|2X ≤ 1

2γ
|λ̄|2L2 + 〈λ∗, x1,γ − x∗〉X∗

1 ,X1
.

Passing to the limit as γ → ∞ yields

0 ≤ α lim sup
γ→∞

|xγ − x∗|2X = 〈λ∗, x̂1 − x∗
1〉X∗

1 ,X1 = 〈λ∗, x̂1 − ψ〉X∗
1 ,X1 ≤ 0,

and therefore limγ→∞ xγ = x∗. Taking the limit in (2.4), we find

〈J ′(x∗), φ〉X∗,X + 〈E∗p̂, φ〉X∗,X + 〈λ̂, φ1〉X∗
1 ,X1

= 0

for all φ = (φ1, φ2) ∈ X. This equation also holds with (p̂, λ̂) replaced by (p∗, λ∗).

Since C∗ is injective, we have (p̂, λ̂) = (p∗, λ∗). Since the accumulation point of every
weakly convergent subsequence of {(xγ , pγ , λγ)} is (x∗, p∗, λ∗), the whole sequence
converges weakly.

We point out that condition (2.2) is a convenient sufficient condition, which is
used for the existence of a Lagrange multiplier and for the a priori estimate just below
(2.7). It holds for a reasonably wide class of interesting applications, as will be shown
in section 3. In more involved applications, these two consequences of (2.2) must be
argued by utilizing the specific properties of the underlying problem.
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Next we treat the case λ̄ = 0 and γ → 0+, i.e., convergence towards the problem
without inequality constraints.

Proposition 2.2. If λ̄ = 0, then the path C0 is bounded in X ×W ∗ ×X∗
1 and

limγ→0+(xγ , pγ , λγ) = (x̃, p̃, 0), where x̃ is the solution to (P̃) with Lagrange multiplier
p̃ associated with the constraint Ex = f .

Proof. By (2.4) and (2.7), the family {(xγ , pγ , λγ)}γ>0 is bounded. Moreover
limγ→0+ λγ = 0 in L2(ω) by (2.7). Taking the limit γ → 0+ in (2.4), we find that
each accumulation point of {(xγ , pγ , λγ)}γ>0 must satisfy

J ′(x̃) + E∗p̃ = 0, Ex̃ = f.

This implies the claim.
Now we study smoothness properties of the primal-dual path.
Proposition 2.3. The primal-dual path Cr is globally Lipschitz continuous for

every r > 0, and γ �→ λγ is locally Lipschitz continuous in L2(ω). If λ̄ = 0, then C0

is globally Lipschitz continuous.
Proof. Let γ, γ̄ ∈ [r,∞). Then

J ′(xγ) − J ′(xγ̄) + E∗(pγ − pγ̄) +
(
λ̄ + γ(x1,γ − ψ)

)+ −
(
λ̄ + γ̄(x1,γ̄ − ψ)

)+
= 0,

(2.9)

and hence with Assumption 2.1 holding,

α|xγ − x̄γ |2X +
( (

λ̄ + γ(x1,γ − ψ)
)+ −

(
λ̄ + γ̄(x1,γ − ψ)

)+
+

(
λ̄ + γ̄(x1,γ − ψ)

)+ −
(
λ̄ + γ̄(x1,γ̄ − ψ)

)+
, x1,γ − x1,γ̄

)
L2

≤ 0.

Since x �→ (z + x)+ is monotone, we have

α|xγ − xγ̄ |2X ≤ |γ − γ̄| |x1,γ − ψ|L2 |x1,γ − x1,γ̄ |L2 .

Boundedness of {x1,γ}γ≥r implies Lipschitz continuity of γ �→ xγ for γ ≥ r.
From (2.9) we deduce that

C∗(pγ − pγ̄ , λγ − λγ̄) = J ′(xγ̄) − J ′(xγ).

Therefore surjectivity of C implies that γ �→ (pγ , λγ) is Lipschitz continuous on [r,∞).
For λ̄ = 0 we have that {xγ}γ>0 is bounded, and global Lipschitz continuity of C0

follows as before.
Local Lipschitz continuity of γ �→ λγ in L2(ω) results from

|λγ − λγ̄ |L2 =
∣∣∣ (λ̄ + γ(x1,γ − ψ)

)+ −
(
λ̄ + γ̄(x1,γ̄ − ψ)

)+ |L2

≤ |(γ − γ̄)x1,γ |L2 + |γ̄(x1,γ − x1,γ̄)|L2 + |γ − γ̄||ψ|L2 .

Henceforth we set for γ > 0

Sγ = {z ∈ ω : λ̄(z) + γ(x1,γ − ψ)(z) > 0}

and

g(γ) = λ̄ + γ(x1,γ − ψ).
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Below we shall assume that X1 embeds compactly into L2(ω). Since γ �→ (xγ , pγ) is
Lipschitz continuous, (

1

γ̄ − γ
(xγ̄ − xγ),

1

γ̄ − γ
(pγ̄ − pγ)

)

admits a weak accumulation point (ẋ+
γ , ṗ

+
γ ) in X ×W ∗ as γ̄ → γ. Further,

1

γ̄ − γ
(g(γ̄) − g(γ))

has ġ(γ) = x1,γ − ψ + γẋ+
1,γ as a strong accumulation point in L2(ω).

Since J is quadratic, J ′′(xγ) is independent of xγ and we henceforth simply use
J ′′ for the bounded linear operator from X to X∗.

Proposition 2.4. Assume that X1 ↪→ L2(ω) is compact, and set

S+
γ = Sγ ∪ {z : λ̄(z) + γ(x1,γ − ψ)(z) = 0 ∧ ġ(γ)(z) ≥ 0}.

Then (ẋγ , ṗγ) satisfies

〈J ′′(ẋγ), v〉X∗,X + 〈E∗ṗγ , v〉X∗,X +
(
(x1,γ − ψ + γẋ+

1,γ)χS+
γ
, v1

)
= 0

for all v = (v1, v2) ∈ X.
For the proof we refer to [12]. We now set

S0
γ = {z ∈ ω : λ̄(z) + γ(x1,γ − ψ)(z) = 0}.

Corollary 2.1. If meas(S0
γ) = 0, then γ �→ (xγ , pγ) ∈ X × W ∗ is weakly

differentiable at γ and (ẋγ , ṗγ) satisfies

〈J ′′(ẋγ), v〉X∗,X + 〈E∗ṗγ , v〉X∗,X +
(
(x1,γ − ψ + γẋ1,γ)χSγ

, v1

)
= 0(2.10)

for all v = (v1, v2) ∈ X. Moreover γ �→ xγ is strongly differentiable at γ.
Proof. Every accumulation point (ẋγ , ṗγ) of(

1

γ̄ − γ
(xγ̄ − xγ),

1

γ̄ − γ
(pγ̄ − pγ)

)

as γ̄ → γ satisfies the conclusion of Proposition 2.4. If there are two weak accumula-
tion points, then their difference (x̄γ , p̄γ) satisfies Ex̄γ = 0 and

〈J ′′(x̄γ), v〉X∗,X + 〈p̄γ , Ev〉X∗,X + γ(x̄1,γχSγ
, v1)L2 = 0(2.11)

for all v = (v1, v2) ∈ X. Setting v = x̄γ in (2.11), we have

〈J ′′(x̄γ), x̄γ〉X∗,X + γ(x̄1,γχSγ , x̄1,γ) = 0,

which implies that x̄γ = 0 by Assumption 2.1. Due to (2.2) and (2.11) we have p̄γ = 0,
and weak differentiability follows. From (2.4) and (2.11) we have〈

J ′′(ẋγ) − 1

γ̄ − γ
(J ′(xγ̄) − J ′(xγ)) , ẋγ − 1

γ̄ − γ
(xγ̄ − xγ)

〉
X∗,X

+ ε(γ̄, γ) = 0,
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where

ε(γ̄, γ) =
(
(x1,γ − ψ + γẋ1,γ)χSγ

− 1

γ̄ − γ

[(
λ̄ + γ̄(x1,γ̄ − ψ)

)+
−

(
λ̄ + γ(x1,γ − ψ)

)+]
, ẋ1,γ − 1

γ̄ − γ
(x1,γ̄ − x1,γ)

)
L2
.

Since

lim
γ̄→γ

ε(γ̄, γ) = 0,

strong differentiability of γ �→ xγ at γ follows from Assumption 2.1.

3. Applications. In this section we discuss several classes of constrained optimal
control problems which are special instances of the general problem (P).

3.1. State constraints. The optimal control problem with state constraints,

minimize J(x) =
1

2
|y − yd|2L2(L2) +

β

2
|u|2L2(L2) over x ∈ X

subject to yt − Δy = u in (0, T ) × Ω,
y(0, ·) = 0, y = 0 on (0, T ) × Γ,
y ≤ ψ a.e. in (0, T ) × Ω,

with Γ = ∂Ω and x = (y, u) is a special case of (P), where

X1 = {y ∈ L2(0, T ;H1
0 (Ω) ∩H2(Ω)) : yt ∈ L2(0, T ;L2(Ω))},

X2 = W = L2(0, T ;L2(Ω)),

ω = (0, T ) × Ω,

E(y, u) = yt − Δy − u,

β > 0, T > 0, yd ∈ W , ψ ∈ X1, and Ω a bounded domain in R
n, is a special case

of (P) with Assumption 2.1 and (2.2) satisfied. The general framework of section 2
provides dual variables (p∗, λ∗) ∈ W ×X∗

1 . Additional regularity can be obtained by
using the optimality conditions; see, e.g., [2, 3].

3.2. Dirichlet control with control constraints. Consider that

minimize J(x) =
1

2
|y − yd|2L2(Ω) +

β

2
|u|2H1(Γ) over x ∈ X

subject to − Δy = f in Ω,

y = u on Γ,

u ≤ ψ a.e. in Γ,

(3.1)

is a special case of (P) with x = (u, y),

X = H1(Γ) ×H1(Ω), W = H1/2(Γ) ×H−1(Ω),

E(y, u) = (y − u,−Δy − f),

β > 0, yd ∈ H2(Ω), ψ ∈ C2(Γ), and Ω a bounded domain in R
n, n ≤ 4, with smooth

boundary Γ. Since the variational solution y = y(u) to

−Δy = f in Ω, y = u on Γ,
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satisfies

|y(u)|H1 ≤ K(|u|H1/2 + |f |H−1)

for some constant K independent of u ∈ H1/2(Γ) and f ∈ H−1(Ω), it follows that
Assumption 2.1 is satisfied. To verify (2.2) let (ũ1, ỹ, ũ2) ∈ H1/2(Γ)×H−1(Ω)×H1(Γ).
Choose u = ũ2 and let y ∈ H1(Ω) be the unique variational solution to

−Δy = ỹ in Ω, y = ũ1 + u on Γ.

Then

C(y, u) =

⎛
⎝ y − u

−Δy
u

⎞
⎠ =

⎛
⎝ ũ1

ỹ
ũ2

⎞
⎠ ∈ H1/2(Γ) ×H−1(Ω) ×H1(Γ),

and thus C is surjective.
In this case the Lagrange multiplier associated with the inequality constraint u ≤

ψ is in H−1(Γ) and, hence, the primal-dual active set strategy without regularization
cannot be defined.

The regularized problem is given by

minimize
1

2
|y − yd|2L2(Ω) +

β

2
|u|2H1(Γ) +

1

2γ
|
(
λ̄ + γ(u− ψ)

)+ |2L2(Γ)

subject to − Δy = f in Ω,

y = u on Γ,

(3.2)

with λ̄ ∈ C(Γ), λ̄ ≥ 0. The optimality system for this problem is given by

− Δy = f in Ω, y = u on Γ,

− Δp = yd − y in Ω, p = 0 on Γ,

β(−ΔΓ + I)u +
∂p

∂n
+
(
λ̄ + γ(u− ψ)

)+
= 0 in H−1(Γ),

(3.3)

where ΔΓ denotes the Laplace–Beltrami operator on Γ; see [8]. Let (y∗, u∗) =
(y∗(u∗), u∗) denote the solution to (3.1). Then

1

2
|yγ − yd|2L2(Ω) +

β

2
|uγ |2H1(Γ) +

1

2γ
|
(
λ̄ + γ(uγ − ψ)

)+ |2L2(Γ)

≤ 1

2
|y∗ − yd|2L2(Ω) +

β

2
|u∗|2H1(Γ) +

1

2γ
|λ̄|2L2(Γ),

and hence,

|uγ |H1 ≤ K

(
1 +

1
√
γ
|λ̄|

)
L2(Γ)

.(3.4)

Here and below, K denotes a constant independent of |λ̄|L2(Γ) and γ. From well-known
estimates [16, p. 188] for elliptic equations (3.3) and (3.4), we deduce that

|yγ |H3/2(Ω) ≤ K

(
1 +

1
√
γ
|λ̄|L2(Γ)

)
,

|pγ |H7/2(Ω) ≤ K

(
1 +

1
√
γ
|λ̄|L2(Γ)

)
,∣∣∣∣∂pγ∂n

∣∣∣∣
H2(Γ)

≤ K

(
1 +

1
√
γ
|λ̄|L2(Γ)

)
,
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and hence, ∣∣∣∣∂pγ∂n

∣∣∣∣
L∞(Γ)

≤ K

(
1 +

1
√
γ
|λ̄|L2(Γ)

)
,(3.5)

if n ≤ 4. From the last equation in (3.3), we deduce that

β 〈(−ΔΓ + I) (uγ − ψ), (uγ − ψ)+
〉
X∗

1 ,X1
+

(
∂pγ
∂n

+ λ̄ + γ(uγ − ψ), (uγ − ψ)+
)

L2(Γ)

+ β
(
(−ΔΓ + I)ψ, (uγ − ψ)+

)
L2(Γ)

= 0,

and thus,

β|(uγ−ψ)+|2H1(Γ)+γ|(uγ−ψ)+|2L2(Γ)+

(
λ̄ + β(−ΔΓ + I)ψ +

∂pγ
∂n

, (uγ − ψ)+
)

L2(Γ)

≤ 0.

From (3.5) it follows that

β|(uγ − ψ)+|2H1(Γ) + γ|(uγ − ψ)+|2L2(Γ)

+

(
λ̄ + β(−ΔΓ + I)ψ −K

(
1 +

|λ̄|
√
γ

)
, (uγ − ψ)+

)
L2(Γ)

≤ 0.

Hence, if λ̄ is sufficiently large such that

λ̄(x) > β(ΔΓ − I)ψ(x) + 2K for all x ∈ Γ,

then there exists γ̄ such that

uγ ≤ ψ a.e. on Γ for all γ ≥ γ̄,

and thus uγ is feasible for γ ≥ γ̄.
If |u|2H1(Γ) is replaced with |u|2

H1/2(Γ)
in (3.1) and accordingly X = H1/2(Γ) ×

H1(Ω), then the Lagrange multiplier associated with u ≤ ψ is in H−1/2(Γ), and again
regularization is necessary to employ the primal-dual active set strategy. Following
the above arguments, it can be shown that uγ ≤ ψ if λ̄ ∈ C1(Γ) and if γ is sufficiently
large, and that n ≤ 3.

3.3. Dirichlet control with control constraints, revisited. Here we con-
sider two further alternative formulations for Dirichlet boundary control and their
treatment by the primal-dual active set strategy. First, we focus on

minimize
1

2
|y − yd|2H1(Ω) +

β

2
|u|2L2(Γ) over (y, u) ∈ H1(Ω) × L2(Γ)

subject to − Δy = f in Ω,

y = u on Γ,

u ≤ ψ a.e. on Γ,

(3.6)

where yd ∈ H2(Ω), β > 0, f ∈ L2(Ω), and ψ ∈ H2(Γ). Note that (3.6) admits a
unique solution (y∗, u∗) ∈ H1(Ω) × H1/2(Γ). The optimality condition for (3.6) is
found to be (the variational form of)

− Δy = f in Ω, y = u on Γ,

− Δp = yd − y − Δyd − f in Ω, p = 0 on Γ,(
βu +

∂p

∂n
− ∂yd

∂n
, h

)
L2(Γ)

≥ 0 for all h ∈ C(u∗),

(3.7)
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where (y, p) ∈ H1(Ω) ×H1(Ω), and

C(u∗) = {h = u− u∗ : u ∈ L2(Γ), u ≤ ψ}.

Next consider p as a function of u ∈ L2(Γ) defined via the first four equations in (3.7).
Note that the mapping u �→ y(u) is continuous from L2(Γ) to L2(Ω) (see [16]) and

further that u �→ ∂p(u)
∂n is continuous from L2(Γ) to H1/2(Γ). Hence, the inequality

in (3.7) can be equivalently expressed as

βu + λ =
∂

∂n
(yd − p),

λ = (λ + c(u− ψ))
+

for any c > 0. Choosing c = β, this in turn is equivalent to

βu +
∂

∂n
(yd − p) +

(
∂

∂n
(yd − p) − βψ

)+

= 0.(3.8)

As observed above, u �→ ∂p(u)
∂n is continuous from L2(Γ) to H1/2(Γ). Hence, for

each n there exists q > 2 such that u �→ ∂p(u)
∂n is continuous from L2(Γ) to Lq(Γ).

Now standard techniques [10] can be applied to argue that the primal-dual active set
strategy applied to (3.8) is locally superlinearly convergent in L2(Γ).

3.4. Optimal control problem with “solutions très faibles.” Finally, we
turn to the boundary control problem with solutions in the sense of ”solutions très
faibles”; e.g. [15, p.76],

minimize
1

2

∣∣∣∣∂y∂n − yd

∣∣∣∣
2

H−1(Γ)

+
β

2
|u|2L2(Γ) over (u, y) ∈ L2(Γ) × L2(Ω)

subject to − (y,Δv)L2(Ω) − (f, v)L2(Ω) +

(
u,

∂v

∂n

)
L2(Γ)

= 0

for all v ∈ H2(Ω) ∩H1
0 (Ω),

u ≤ ψ,

(3.9)

where yd ∈ H−1(Γ), f ∈ L2(Ω), ψ ∈ L2(Γ). We recall that u �→ ∂y
∂n is a continuous

mapping from L2(Γ) to H−1(Γ); see [15, p. 78]. The adjoint equation for the optimal
control problem (3.9) is given by

−Δp = 0 in Ω, p = (−ΔΓ)−1

(
yd −

∂y

∂n

)
on Γ,(3.10)

and it is known (see [15, p. 77] and [16]) that p ∈ H3/2(Ω) and ∂p
∂n ∈ L2(Γ). The

optimality system for (3.9) consists of the variational equation in (3.9), the adjoint
equation (3.10), and the optimality condition

βu + λ +
∂p

∂n
= 0,

λ = (λ + c(u− ψ))
+

(3.11)

for any c > 0. Choosing c = β we find, as above, that (3.11) is equivalent to

βu +
∂p

∂n
+

(
∂p

∂n
− βψ

)+

= 0.(3.12)



PATH-FOLLOWING METHODS 1209

Note that u �→ ∂p
∂n is a continuous mapping from L2(Γ) into itself, which is not

smoothing. Thus, the max-operation in (3.12) is not generalized differentiable in the
sense of [10]. The latter property, however, is essential for a superlinear convergence
of the primal-dual active set strategy, which we, hence, cannot expect in connection
with (3.12).

Turning to the regularized version, we consider, for γ > 0,

minimize
1

2

∣∣∣∣∂y∂n − yd

∣∣∣∣
2

H−1(Γ)

+
β

2
|u|2L2(Γ) +

1

2γ

∫
Γ

∣∣∣(λ̄ + γ(u− ψ)
)+∣∣∣2

over (u, y) ∈ L2(Γ) × L2(Ω)

subject to − (y,Δv)L2(Ω) − (f, v)L2(Ω) +

(
u,

∂v

∂n

)
L2(Γ)

= 0

for all v ∈ H2(Ω) ∩H1
0 (Ω).

(3.13)

The optimality system consists of the primal equation, the adjoint equation (3.10),
and the optimality condition

βu +
∂p

∂n
+
(
λ̄ + γ(u− ψ)

)+
= 0.

Consequently the solution uγ to (3.13) is still in only L2(Γ), in general, and the
primal-dual active set strategy for (3.13) may not be (superlinearly) convergent.

4. The value functional and its model. Next we introduce the optimal
value functional of (Pγ), study its smoothness properties, and approximate it by
low-parametric families of model functions. These model functions will be used in
section 5, where we develop a path-following algorithm operating with a reliable γ-
update strategy.

Definition 4.1. The functional

γ �→ V (γ) = J(xγ) +
1

2γ

∫
ω

|(λ̄ + γ(x1,γ − ψ))+|2dw

defined on (0,∞) is called the primal-dual-path value functional.
The smoothness and monotonicity properties of V provide useful information for

tuning γ in an iterative procedure.
Proposition 4.1. The value functional V is differentiable with

V̇ (γ) = − 1

2γ2

∫
ω

|(λ̄ + γ(x1,γ − ψ))+|2 +
1

γ

∫
ω

(λ̄ + γ(x1,γ − ψ))+(x1,γ − ψ).

Proof. For γ̄, γ ∈ (0,∞) we have from (4),

〈J ′(xγ̄ + xγ), xγ̄ − xγ〉X∗,X + (λγ̄ + λγ , x1,γ̄ − x1,γ)L2 = 0,
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and therefore

V (γ̄) − V (γ) = J(xγ̄) − J(xγ) +
1

2γ̄

∫
ω

|(λ̄ + γ̄(x1,γ̄ − ψ))+|2

− 1

2γ

∫
ω

|(λ̄ + γ(x1,γ − ψ))+|2

= 〈J ′(xγ̄ + xγ), xγ̄ − xγ〉X∗,X +
1

2γ̄

∫
ω

|(λ̄ + γ̄(x1,γ̄ − ψ))+|2

− 1

2γ̄

∫
ω

|(λ̄ + γ(x1,γ − ψ))+|2

=
1

2γ̄

∫
ω

|(λ̄ + γ̄(x1,γ̄ − ψ))+|2 − 1

2γ

∫
ω

|(λ̄ + γ(x1,γ − ψ))+|2

− 1

2

∫
ω

((λ̄ + γ̄(x1,γ̄ − ψ))+ + (λ̄ + γ(x1,γ − ψ))+)(x1,γ̄ − x1,γ)

= I1 + I2 + I3.

It can now be argued just as in the proof of Proposition 4.1 of [12] that

lim
γ̄→γ

1

γ̄ − γ
|I2| = lim

γ̄→γ

1

γ̄ − γ
|I3| = 0

and further,

lim
γ̄→γ

1

γ̄ − γ
I1 = − 1

2γ2

∫
ω

((λ̄ + γ(x1,γ − ψ))+)2

+
1

γ

∫
ω

(λ̄ + γ(x1,γ − ψ))+(x1,γ − ψ),

as desired.
It turns out that the monotonicity properties of V may depend on the choice of

λ̄. For the following discussion we assume that the solution x̃ to (P̃) does not satisfy
x̃1 ≤ ψ. Let us start by first considering the case λ̄ = 0. We have

V̇ (γ) =
1

2

∫
ω

|(x1,γ − ψ)+|2 > 0.(4.1)

Indeed, if V̇ (γ) = 0 for some γ > 0, then x1,γ ≤ ψ, i.e., x1,γ is feasible. Thus, λγ = 0
and, from (2.3) and (2.4), we find that (xγ , λγ) = (x̃, 0) is the solution to (2.3) with
x̃1 ≤ ψ which was ruled out by assumption. In case there exist λ̄ and γ̄ > 0 such that

x1,γ ≤ ψ for all γ ≥ γ̄,(4.2)

we have by Proposition 4.1 that V̇ (γ) ≤ 0 for γ ≥ γ̄ and, unless the solution x̃ to (P̃)
satisfies x̃1 ≤ ψ, we obtain V̇ (γ) < 0 for γ ≥ γ̄. In fact, if V̇ (γ) = 0, then

0 = V̇ (γ) ≤ − 1

2γ2

∫
ω

|(λ̄ + γ(x1,γ − ψ))+|2 ≤ 0,

and hence λγ = 0. Therefore (xγ , λγ) = (x̃, 0) is the solution of (2.3), which is
excluded. Recall that a specific case in which (4.2) holds was given in section 3.2.
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Next we study the second order differentiability of V .
Proposition 4.2. Assume that X1 ↪→ L2(ω) is compact and let ẋγ denote an

accumulation point of 1
γ̄−γ (x1,γ̄ −x1,γ) as γ̄ → γ. Then for a subsequence γn realizing

the accumulation point,

lim
γ̄n→γ

1

γ̄n − γ
(V̇ (γ̄n) − V̇ (γ)) =

1

γ3

∫
ω

|(λ̄ + γ(x1,γ − ψ))+|2

− 2

γ2

∫
ω

(λ̄ + γ(x1,γ − ψ))+(x1,γ − ψ)(4.3)

+
1

γ

∫
ω

(x1,γ − ψ)(x1,γ − ψ + γẋ1,γ)X
S
+
γ

.

If meas(S◦
γ) = 0, then γ → V (γ) is twice differentiable at γ, and the second derivative

is given by the right-hand side in (4.3) with χS+
γ

replaced by χSγ .

Proof. The first claim follows from Proposition 4.1. If meas (S◦
γ) = 0, then

accumulation points of 1
γ̄−γ (x1,γ̄ − x1,γ) as γ̄ → γ are unique, and (4.3) with χS+

γ

replaced by χSγ
, as well as existence of V̈ at γ, follow.

We turn to proposing low-parametric model functions m for V which share some
of the qualitative properties of V . Notice that, in general, V is not at our disposal
quantitatively. However, we shall see that m can be obtained from solves of the reg-
ularized problem for different choices of γ. In the next section, these model functions
will then be used as a guideline for updating γ; see (5.2). Throughout the following
discussion, we assume that the solution x̃ to (P̃ ) does not satisfy x̃1 ≤ ψ.

4.1. Case λ̄ = 0. In this case, γ → V (γ) is strictly increasing with V (0) equal
to the value of the cost in (P̃) and V ∞ the value of the cost in (P).

Proposition 4.3. The mapping γ → V̇ (γ) is monotonically decreasing.
Proof. For γ̄ > γ > 0 we have

J(xγ) +
γ

2
|(x1,γ − ψ)+|2 ≤ J(xγ̄) +

γ

2
|(x1,γ̄ − ψ)+|2

≤ J(xγ̄) +
γ̄

2
|(x1,γ̄ − ψ)+|2 ≤ J(xγ) +

γ̄

2
|(x1,γ − ψ)+|2,

and hence

J(xγ) − J(xγ̄) ≤ γ

2
(|(x1,γ̄ − ψ)+|2 − |(x1,γ − ψ)+|2),

and further

J(xγ̄) − J(xγ) ≤ γ̄

2
(|(x1,γ − ψ)+|2 − |(x1,γ̄ − ψ)+|2),

which implies

0 ≤ (γ̄ − γ)(|(x1,γ − ψ)+|2 − |(x1,γ̄ − ψ)+|2) = (γ̄ − γ)(V̇ (γ) − V̇ (γ̄)).

Note that Proposition 4.3 implies that V̈ (γ) ≤ 0 whenever the second derivative
of V exists at γ. This can also be derived from (2.9) and (4.3). A class of functions
that satisfies the above properties of V is given by

m(γ) = C1 −
C2

(D + γ)r
,(4.4)
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with C1 ∈ R, C2 > 0, D > 0, r > 0. In fact, ṁ > 0, m̈ < 0 and m(0), m(γ) for γ → ∞
are well defined. In our use of m for path-following algorithms, (C1, C2, D) will be
treated differently from r. While r will be chosen as a fixed number, (C1, C2, D) will
be updated in an iterative procedure. Let us further note that by a simple rescaling,
we can always assume that D = 1.

Remark 4.1. To give a second motivation for the choice of the model function,
we consider the state constrained problem

minimize J(x) =
1

2
|y − yd|2L2(Ω) +

β

2
|u|2L2(Ω) over x ∈ X

subject to −Δy = u in Ω,
y = 0 on ∂Ω,
y ≤ ψ a.e. in Ω,

where β > 0, x = (y, u) ∈ X = (H1
0 (Ω) ∩H2(Ω)) × L2(Ω), yd ∈ L2(Ω), ψ ∈ L2(Ω),

and Ω is a bounded domain in R
n. We utilize the sensitivity equation with respect

to γ and assume that meas {z : (y−ψ)(z) = 0} = ∅. Then from Proposition 2.4 with
Sγ = {z : (y − ψ)(z) > 0}, we have

−Δẏ =
1

2
ṗ , −Δṗ + (yγ − ψ)+ + γẏχSγ

= −ẏ,

and hence,

αΔ2ẏ + ẏ + γẏχSγ + (yγ − ψ)+ = 0.

Taking the inner product in L2(Ω) with (yγ − ψ)+, we have

(αΔ2ẏ + ẏ, (yγ − ψ)+) + γ(ẏ, (yγ − ψ)+) + |(yγ − ψ)+|2L2 = 0.

Replacing (αΔ2ẏ, (yγ − ψ)+) with (D̂ ẏ, (yγ − ψ)+), where D̂ is a positive constant,
we arrive at

((D + γ)ẏ, (yγ − ψ)+) + |(yγ − ψ)+|2L2 = 0,(4.5)

where we set D = D̂ + 1. Recall from Proposition 4.1 and (4.1) that |(yγ − ψ)+|2L2 =

2V̇ (γ) and |(ẏ, yγ −ψ)+| = V̈ (γ). Since we replaced αΔ2 with the constant D̂, for the
purpose of deriving this model, we replace V with its model m and obtain from (4.5)

(D + γ)m̈(γ) + 2ṁ(γ) = 0.

The solution to this ordinary differential equation is given by (4.4) with r = 1.

4.2. Case λ̄ �= 0. If (4.2) holds, then γ → V (γ) is strictly decreasing for γ ≥ γ̄,
with limγ→∞ V (γ) equal to the value of the objective of (P), and limγ→0 V (γ) = ∞.

Proposition 4.4. Assume that X1 ↪→ L2(ω) is compact, that meas(S◦
γ) = 0,

and that (4.2) holds. Then V̈ (γ) ≥ 0.
Proof. From (4.3) with S+

γ = Sγ , we have

V̈ (γ) =
1

γ3

∫
Sγ

λ̄2 +

∫
Sγ

(x1,γ − ψ)ẋ1,γ ≥ 1

γ

∫
Sγ

(x1,γ − ψ)2 +

∫
Sγ

(x1,γ − ψ)ẋ1,γ .
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From Proposition 2.4 and (2.1), we have

γ|ẋ1,γ |L2(Sγ) ≤ |x1,γ − ψ|L2(Sγ).

This implies V̈ (γ) ≥ 0.
A class of model functions, which satisfy the above properties of V , is given by

m(γ) = C1 −
C2

(D + γ)r
+

B

γr
,(4.6)

with C1 ∈ R, B ≥ C2 > 0, D > 0, and r ∈ (0, 1]. In fact, m(0) = ∞, limγ→∞ m(γ) =
C1, ṁ(γ) < 0, and m̈(γ) > 0. A rescaling argument similar to the one for λ̄ = 0 allows
us to henceforth assume D = 1.

5. Numerics. In this section we specify an inexact path-following method for
the numerical solution of (P). In the inner loop, it utilizes a locally superlinearly
convergent algorithm for solving the regularized path problem (Pγ). The outer loop
employs a γ-update strategy based on our model functions (4.4) (respectively, (4.6)).
The section ends with a report on test runs for the solution of some state constrained
optimal control problems with distributed control and a linear elliptic PDE as the
governing equation. We also compare our new algorithm with a primal-dual path-
following interior point method [18, 27] adapted to PDE-constrained minimization
as in [1] and with the primal-dual active set strategy [1, 2]. Our test problems in-
clude cases when the optimal solution lacks strict complementarity, i.e., when the
set S∗ = {y∗ = ψ ∧ λ∗ = 0} has positive measure. It is known that lack of strict
complementarity may slow the convergence of numerical algorithms. This is due to
the difficulty of detecting the correct active (respectively, inactive) set structure in
the neighborhood of the solution.

5.1. Inner iteration: An algorithm for solving (Pγ). Here we adopt the
primal-dual active set strategy as proposed in [12] for solving problems of the type
(Pγ). The method is equivalent to a semismooth Newton algorithm, and, using the
techniques in [10], it can be shown to converge locally at a q-superlinear rate.

Algorithm PDASγ (primal-dual active set strategy for γ-regularized problem
(Pγ)).

(i) Choose λ̄ ≥ 0 and x0 ∈ X; set l = 0.
(ii) Determine the active and inactive sets

Al+1 := {w ∈ ω : λ̄(w) + γ(xl
1(w) − ψ(w)) > 0},

Il+1 := Ω \ Al+1.

(iii) Compute the solution xl+1 with associated adjoint state pl+1 of

minimize 〈J ′(xl) +
1

2
〈J ′′(xl)(x− xl), x− xl〉X∗,X

+
1

2γ
|(λ̄ + γ(x1 − ψ))+|2L2(Al+1) over x ∈ X

subject to Ex = f in W.

(iv) Compute

λl+1 =

{
0 on Il+1,

λ̄ + γ(xl+1
1 − ψ) on Al+1,

set l = l + 1, and go to (ii).



1214 M. HINTERMÜLLER AND K. KUNISCH

The first order optimality system of the minimization problem in step (iii) is given
by

Exl+1 = f in W,

J ′′(xl)xl+1 + E∗pl+1 +
(
γ(xl+1

1 − ψ)χAl+1 , 0
)

= −J ′(xl) + J ′′(xl)xl −
(
λ̄χAl+1 , 0

)
in X∗.

Note that this system corresponds to a linearization of (2.4) at xl. In this context,
the max-function

x1 �→
(
λ̄ + γ(x1 − ψ)

)+
is linearized separately on the active and inactive sets determined in step (ii). This is
equivalent to employing a generalized (or slant) derivative of the max-function in the
spirit of [10, 12] in the process of linearization. Consequently, step (iii) is identical to
the solution of the linear system within an iteration of a semismooth Newton method
for solving (2.4).

5.2. Outer iteration: Inexact solutions and γ-update. For small γ there
is no need for highly accurate solutions of the regularized problem (Pγ), since we
expect xγ to be only a coarse approximation of x∗. Rather we propose a procedure
requiring approximate solutions of the path problem lying in some neighborhood of
the path only. This is similar to the concept considered in [12] and to path-following
for log-barrier-functions. For this purpose we introduce the residuals

rx(x) = ‖Ex− f‖W ,

rp(x, p, λ) = ‖J ′(x) + E∗p + (λ, 0)‖X∗ ,

rλ(x1, λ) = ‖λ− (λ̄ + γ(x1 − ψ))+‖X∗
1

and define the neighborhood

N (γ, r) =

{
(x, p, λ) ∈ Z : max{rx(x), rp(x, p, λ), rλ(x1, λ)} ≤ τ

γr

}

with Z = X ×X∗ × L2(ω) for some fixed τ > 0 and r > 0. In our implementation,
we typically choose r in accordance with our model (4.4) or (4.6). In the subse-
quent algorithm, for fixed γ, we stop Algorithm PDASγ after the first occurrence of
(xl, pl, λl) ∈ N (γ, r) for the first time.

Once an approximate solution of (Pγ) is obtained, we have to update γ. To this
end, we introduce the feasibility measure ρF and the complementarity measure ρC as
follows:

ρF (x1) :=

∫
ω

(x1 − ψ)+dz,

ρC(x1) :=

∫
I(x1)

(x1 − ψ)+dz +

∫
A(x1)

(x1 − ψ)−dz,

where A(x1) = {z ∈ ω : λ̄(z) + γ(x1(z) − ψ(z)) > 0}, I(x1) = ω \ A(x1), and
(·)− = min(0, ·). Whenever x1 = xk+1

1 and γ = γk, we write Ak+1, Ik+1 and ρFk+1,

ρCk+1. For max(ρFk+1, ρ
C
k+1) > 0, we obtain a candidate γ+

k+1 for γk+1 as

γ+
k+1 = max

(
γk max

(
τ1,

ρFk+1

ρCk+1

)
,

1

max(ρFk+1, ρ
C
k+1)

q

)
(5.1)
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with τ1 > 1 and q ≥ 1; otherwise we set γ+
k+1 = τ1γk. We include the quotient

ρFk+1/ρ
C
k+1 in order to significantly increase γ whenever ρFk+1 � ρCk+1, i.e., when the

iterates primarily lack feasibility rather than complementarity. The choice q > 1
induces certain growth rates for γ. Similar to [12], we also incorporate the following
safeguard based on our model (4.4) (respectively, (4.6)): Unless γk+1 < τ2γk, with
τ2 > 1, we reduce γ+

k+1 until

|tk(γk+1) −mk(γk+1)| ≤ τ3|J(xk+1, γk) − J(xk, γk−1)|,(5.2)

where 0 < τ3 < 1 and tk(γ) = J(xk+1, γk) + ∂J(xk,γk)
∂γ (γ − γk). In other words, the

linearization of mk at γk+1 should not be farther away from mk than the distance
of the previous two objective values of the regularized problem. As soon as (5.2) is
satisfied, we set γk+1 = γ+

k+1.
Notice that our safeguard involves the model function in iteration k, which we

denote by mk. To determine the parameters in our model, we use the actual ap-
proximate information on the value functional and its derivative as well as the value
function at some reference point. In what follows, we argue only for the model (4.6).
The case (4.4) is treated similarly. Given γk in iteration k, for fixing Bk, C1,k, and
C2,k in the model mk(γ), we use the conditions

mk(γk) = J(xk, γk), ṁk(γk) =
∂J(xk, γk)

∂γ
(xk, γk), mk(γ̂) = J(x̂, γ̂),

where x̂ denotes an approximate solution of (Pγ) at a reference value γ = γ̂.
Now we are able to outline our overall algorithm.
Algorithm IPF (inexact path-following).
(i) Initialized γ0 > 0, select r > 0, and set k := 0.
(ii) Compute (xk, pk, λk) ∈ N (γk, r).
(iii) Update γk by (5.1) with safeguard (5.2) to obtain γk+1.
(iv) Set k = k + 1 and go to (ii).
In step (ii) we use PDASγ for performing the inner iteration. The convergence

of Algorithm IPF follows immediately from the convergence of Algorithm PDASγ for
every fixed γ and the fact that γk+1 ≥ τ1γk with τ1 > 1 for all k, the property that
τ
γr
k
→ 0 for γk → ∞ in the definition of the neighborhood, and from Proposition 2.1.

5.3. Numerical tests. In this section we report on numerical results for the
solution of the following state constrained optimal control problem:

Minimize J(y, u) =
1

2
|y − yd|2L2 +

β

2
|u|2L2 over (y, u) ∈ X

subject to − Δy = u in Ω, y = 0 on Γ,
y ≤ ψ a.e. in Ω.

Thus, we have x = (y, u), X1 = H1
0 (Ω), X2 = L2(Ω), and ω = Ω = (0, 1)2.

For the discretization of the Laplace operator in two dimensions we use a standard
regular five-point finite difference stencil with mesh size h. Unless specified otherwise,
the subsequent test runs of all algorithms are based on a nested iteration technique.
For this purpose we define a grid hierarchy with mesh sizes {hi}8

i=2 and hi = 2−i. On
every grid, we stop Algorithm IPF as soon as

max(rx(xk), rp(x
k, pk, λk), rd(x

k
1 , λ

k)) ≤ 0.1h2
i ,(5.3)
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where rd(x
k
1 , λ

k) = ‖λk − (λk + xk
1 − ψ)+‖X∗

1
. For i = 2 we initialize the algo-

rithms by choosing y0 = ψi, u0
i = −Δiyi, and p0

i = βu0
i . Here and below, sub-

script i refers to discretized quantities on grid level i. The initial Lagrange multiplier
is λ0

i = χ{y0
i
>ψi}(λ̄i + γ0(y

0
i − ψi)) with λ̄i = max

(
yd,i − (βΔ2

i + idi)ψi, 0
)

in the

case considered in section 4.2; otherwise λ̄i = 0. For i > 2, the interpolation of
(xi−1, pi−1, λi−1), which is the approximate solution for hi−1, is used as the initial
value on the grid with mesh size hi. The interpolation process is as follows. First, we
smooth (ui−1, pi−1, λi−1) by applying (−Δi−1)

−1, the discrete Laplace operator with
homogeneous Dirichlet boundary conditions for hi−1, to the respective components.
Then a nine-point-interpolation scheme is applied to obtain (ũi, p̃i, λ̃i); see, e.g., [7].
Finally, we compute

u0
i = −

(
Dw1,i(D

0
w1,iũi) + Dw2,i(D

0
w2,iũi)

)
,

where D0
w1,i

stands for symmetric differences with homogeneous Dirichlet boundary
conditions in the w1-direction, and Dw1,i represents symmetric differences with linear
extrapolation on the boundary; similar definitions hold for Dw2,i and D0

w2,i
. The

adjoint state p0
i and the multiplier λ0

i are computed analogously.
Whenever a nonzero shift λ̄ is used, then we choose

λ̄ = max
(
yd − (βΔ2 + id)ψ, 0

)
.

This choice of λ̄ is inspired by the reduction of the system consisting of state and ad-
joint equations, by the optimality condition with respect to u, and by setting x1 = ψ.

Problem 1. The problem data are yd = 10(sin(2πx1) + x2), ψ ≡ 0.01, β = 0.1. In
Figure 1 we show the optimal state y∗h (top left plot) and control u∗

h (far right) and
the Lagrange multiplier λ∗

h (bottom) on a 128×128 grid. The behavior of λ∗
h along the

boundary between the active and inactive sets at the discrete solution clearly suggests
the measure-valuedness of λ∗.

For our model of the primal-dual value functional we use (4.6), i.e., we apply the
λ̄-shift, with r = 0.2. We use γ0 = 1E2 initially. First, we report on the behavior
of the algorithms on a fixed grid, i.e., without utilizing the nested iteration concept.
In Table 1 we show the iteration numbers for the primal-dual active set method
for solving (P) (abbreviated by PDAS), the primal-dual path-following interior point
method (PDIP), and our new path-following concept (IPF) for various mesh sizes h.
We point out that the stopping rule for each algorithm is given by (5.3). For IPF we
also specify the total number of inner iterations, i.e., the total number of iterations
of Algorithm PDASγ . In all cases, the algorithms are initialized as in the case of
i = 2 described above. Further, for Algorithm IPF we use q = 1.25 and τ1 = 10
in (5.1), τ2 = 1.01 and τ3 = 0.6 in (5.2), and τ = 100 in N (γ, r). The results in
Table 1 indicate that Algorithms IPF and PDIP are superior to PDAS, whereas IPF
appears to be more efficient than PDIP. This reflects also our experience from further
test runs for additional problems. We also point out that in contrast to PDAS and
PDIP our Algorithm IPF admits a function space analysis. As a consequence, the
number of (inner) iterations behaves in a rather mesh-independent way. For PDAS
a strong dependence of the iteration numbers on the mesh size is observed. The
stabilizing iteration numbers for PDIP in the case of mesh refinements suggest that
a function space analysis might be possible. However, to the best of our knowledge,
no such analysis is yet available for the problem class considered here that includes a
regularization parameter tending to zero in the numerical method.
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Fig. 1. Optimal state (top left), optimal control (top right), and optimal multiplier (bottom)
for problem 1 with h = 1/128.

Table 1

Comparison of iteration numbers for different mesh sizes and methods.

Mesh size h 1/16 1/32 1/64 1/128 1/256

PDAS 14 27 54 113 226
PDIP 12 14 15 19 19

IPF 7(11) 9(15) 9(14) 7(13) 8(15)

Next we report on the outcome of our tests when employing the nested iteration
concept and when using the interpolation of the approximate coarse grid solution
as the initial point on the next finer grid. The results are summarized in Table 2.
Note that for IPF we display only the total number of iterations on the respective
grid. First observe that all algorithms experience a speed-up when using the nested
iteration concept. PDAS especially, although lacking a function space convergence
theory, performs remarkably well in this environment when compared to its variant
on fixed grids. With respect to iteration numbers, our path concept is slightly faster
than PDIP and PDAS. For a comparison of the CPU-times consumed by the respective
algorithm, we define CPU-ratio(algorithm) = CPU-time(algorithm)/CPU-time(IPF).
We have

CPU-ratio(PDIP) ≈ 2 and CPU-ratio(PDAS) ≈ 0.8;

i.e., PDIP requires twice as much CPU-time as IPF, while PDAS is slightly faster
than IPF. This can be explained by the fact that PDAS performs system solves only
on the currently inactive set, whereas IPF has to solve a system on the whole domain.
However, we point out that the simple structure of the system matrix of IPF, i.e.,
(−Δ)i + Di, with Di a positive (semi)definite diagonal matrix on the respective grid
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Table 2

Problem 1. Comparison of iteration numbers for different mesh sizes and methods based on
nested iteration.

Mesh size h 1/4 1/8 1/16 1/32 1/64 1/128 1/256 total

PDAS 3 4 4 5 6 6 6 34
PDIP 3 2 4 4 5 6 7 31

IPF 4 3 3 4 5 5 5 29

with mesh size hi, suggests that one can further speed up the solution process of the
linear system in every iteration of Algorithm PDASγ . This, however, is beyond the
scope of the present work.

Problem 2 (lack of strict complementarity). We construct a test problem for which
the active set at the solution contains a subset, where strict complementarity does not
hold. For this purpose define p̃(w1, w2) = −w1(1−w1)w2(1−w2) ∈ H1

0 (Ω) ∩C∞(Ω)
and �(w1, w2) = −0.04 + 0.02w1 − 0.03w2. The adjoint state at the solution is given
by p∗ = max(p̃, �). Further, we define the active set at the solution as A∗ = {p̃ = �}
and the inactive set as its complement in Ω. We set

ξ̃ =

{
Δp̃ on I∗,

0 on A∗,

ξ = Δp, and ξL = ξ − ξ̃. Next we decompose the Lagrange multiplier at the solution
in a singular part λ∗

s and a regular part λ∗
r . The singular part consists of a line source

contribution λ∗
L and an absolutely continuous part λ∗

a:

λ∗ = λ∗
s + λ∗

r = λ∗
L + λ∗

a + λ∗
r .

We define

λ∗
L = ξL, λ∗

a = ξ̃, λ∗
r |I∗ = −ξ̃, λ∗

r |A∗ = −100p̃|A.

Further, u∗ = p∗/β, with β = 0.01, and y∗ = (−Δ)−1p∗/β. The bound is given
by ψ|A∗ = y∗|A∗ and ψ|I∗ = (1/(1 + dist(A∗)0.1))y∗|I∗ . Here dist(A∗) denotes the
distance function to the active set A∗. The desired state is given by yd = y∗ + λ∗

r .
In Figure 2 we show the optimal state y∗h (top left) and control u∗

h (top right) and
the Lagrange multiplier λ∗

h (bottom) on a 128×128 grid.
Figure 3 provides the bound ψ (top left), the difference ψ−y∗ (top right), and the

strongly active, weakly active and inactive sets (bottom). For the latter graph note
that the weakly active set corresponds to the region where strict complementarity
fails to hold (white region). The strongly active set, i.e., the set where y∗ = ψ and
λ∗ > 0, is displayed in gray. The inactive set is given by the black region.

The parameters in IPF had the values r = 0.1, τ1 = 10, τ2 = 1.01, τ3 = 0.7, and
τ = 100. We further set λ̄ = 0.

In Table 3 we report the result corresponding to Problem 2. The arrangement of
the table is analogous to that of Table 2 for Problem 1. First we note that, compared
to the previous problem, the iteration numbers for PDAS increase significantly as the
mesh is refined. This is also reflected in the following CPU-time comparison for this
example:

CPU-ratio(PDIP) ≈ 1.2 and CPU-ratio(PDAS) ≈ 1.8.
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Fig. 2. Problem 2. Optimal state (top left), optimal control (top right), and optimal multiplier
(bottom) for h = 1/128.
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Fig. 3. Problem 2. Bound ψ (top left), the difference ψ − y∗ (top right), and the active and
inactive sets (bottom) for h = 1/128.
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Table 3

Problem 2. Comparison of iteration numbers for different mesh sizes and methods based on
nested iteration.

Mesh size h 1/4 1/8 1/16 1/32 1/64 1/128 1/256 total

PDAS 2 4 5 9 10 21 40 91
PDIP 3 2 3 3 6 12 11 40

IPF 7 2 4 4 6 8 15 46

Further observe that PDIP needs the lowest total number of iterations, but it requires
about 20% more CPU-time than IPF. This can be explained by the fact that interior
point approaches typically enlarge the system size by adding slack variables. An a
priori system reduction obtained by choosing specific pivots allows us to reduce the
large indefinite system occurring in every iteration to a system of the same size as
that for IPF. However, in order to compute a solution to the overall system, for
PDIP several backward substitutions are required, in contrast to the efforts needed
in IPF. Further, we point out that practically relevant versions of primal-dual path-
following interior point methods, such as the Mehrotra predictor-corrector algorithm
or the Mizuno–Todd–Ye variant (see [1] for an adaptation of these two variants to
optimal control of PDEs and for further references), require additional system solves.
Depending on the variant, one has either two system solves where the second system
has a different right hand side but the same system matrix or two system solves
where the second system has a different right hand side and a different system matrix
as well. The triangular system solves for backward substitution, and the additional
system solves mentioned above add significantly to the overall CPU-time. Let us
further point out that the reduced systems of PDIP typically have a more involved
structure when compared to the systems of IPF; for an account of this fact see, for
instance, the systems (4.6) and (4.7) in [1], and the system in Algorithm PDASγ .

REFERENCES

[1] M. Bergounioux, M. Haddou, M. Hintermüller, and K. Kunisch, A comparison of a
Moreau–Yosida-based active set strategy and interior point methods for constrained opti-
mal control problems, SIAM J. Optim., 11 (2000), pp. 495–521.

[2] M. Bergounioux and K. Kunisch, Primal-Dual Strategy for State-Constrained Optimal Con-
trol Problems, Comput. Optim. Appl., 22 (2002), pp. 193–224.

[3] E. Casas, Control of an elliptic problem with pointwise state constraints, SIAM J. Control
Optim., 24 (1986), pp. 1309–1318.

[4] X. Chen, Z. Nashed, and L. Qi, Smoothing methods and semismooth methods for nondiffer-
entiable operator equations, SIAM J. Numer. Anal., 38 (2000), pp. 1200–1216.

[5] J.-C. de los Reyes and K. Kunisch, A semi-smooth Newton method for control constrained
boundary optimal control of the Navier–Stokes equations, Nonlinear Anal., 62 (2005),
pp. 1289–1316.

[6] A. Forsgren, P. E. Gill, and M. H. Wright, Interior methods for nonlinear optimization,
SIAM Rev., 44 (2002), pp. 525–597.

[7] W. Hackbusch, Multigrid Methods and Applications, Springer Ser. Computat. Math. 4,
Springer-Verlag, Berlin, 1985.

[8] E. Hebey, Nonlinear Analysis on Manifolds: Sobolev Spaces and Inequalities, Courant Lecture
Notes in Math. 5, New York University, Courant Institute of Mathematical Sciences, New
York, 1999.

[9] M. Hintermüller and M. Hinze, A SQP-semismooth Newton-type algorithm applied to con-
trol of the instationary Navier–Stokes system subject to control constraints, SIAM J. Op-
tim., 16 (2006), pp. 1177–1200.

[10] M. Hintermüller, K. Ito, and K. Kunisch, The primal-dual active set strategy as a semi-
smooth Newton method, SIAM J. Optim., 13 (2003), pp. 865–888.



PATH-FOLLOWING METHODS 1221

[11] M. Hintermüller, V. A. Kovtunenko, and K. Kunisch, Generalized Newton methods for
crack problems with nonpenetration condition, Numer. Methods Partial Differential Equa-
tions, 21 (2005), pp. 586–610.

[12] M. Hintermüller and K. Kunisch, Path-following methods for a class of constrained mini-
mization problems in function space, SIAM J. Optim, 17 (2006), pp. 159–187.

[13] M. Hintermüller and W. Ring, A level set approach for the solution of a state-constrained
optimal control problem, Numer. Math., 98 (2004), pp. 135–166.

[14] K. Ito and K. Kunisch, Semi-smooth Newton methods for variational inequalities of the first
kind, M2AN Math. Model. Numer. Anal., 37 (2003), pp. 41–62.

[15] J.-L. Lions, Optimal Control of Systems Governed by Partial Differential Equations, Trans-
lated from the French by S. K. Mitter. Die Grundlehren der mathematischen Wis-
senschaften, Band 170. Springer-Verlag, New York, 1971.
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A NUMERICAL METHOD FOR A GENERALIZED ALGEBRAIC
RICCATI EQUATION∗

DELIN CHU† , WEN-WEI LIN‡ , AND ROGER C. E. TAN†

Abstract. In this paper we develop a numerical method for computing the semistabilizing so-
lution of a generalized algebraic Riccati equation (GARE). The semistabilizing solution of such a
GARE has been used to characterize the solvability of the (J, J ′)-spectral factorization problem for
general rational matrices which have poles and zeros on the extended imaginary axis. The main
difficulty for solving such a GARE is that its associated skew-Hamiltonian/Hamiltonian pencil has
eigenvalues on the extended imaginary axis; consequently, it is not clear which eigenspace of the as-
sociated skew-Hamiltonian/Hamiltonian pencil can characterize the desired semistabilizing solution;
i.e., it is not clear which eigenvectors and principal vectors corresponding to the eigenvalues on the
extended imaginary axis should be contained in the eigenspace that we wish to compute, and hence
the well-known generalized eigenvalue approach for the classical algebraic Riccati equations cannot
be directly employed for it. Our proposed method consists of computations of the eigendecomposition
of the system pencil corresponding to the eigenvalues on the extended imaginary axis and the stable
eigenspace of an augmented matrix pencil; hence, it is a generalization of the generalized eigenvalue
approach for the classical algebraic Riccati equations.

Key words. generalized algebraic Riccati equation, semistabilizing solution, eigenvalues, stable
eigenspace, extended imaginary axis
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1. Introduction. Throughout this paper, C− and C0 denote the open left half
complex plane and the imaginary axis, respectively, and C0e = C0 ∪ {∞}.

The (J, J ′)-spectral factorization of rational matrices has many important ap-
plications in optimal Hankel-norm model reduction and H∞ optimization [7, 19],
transport theory [20], and stochastic filtering [13]. It is now well known that the
algebraic Riccati equations (AREs) play important roles for solving various (J, J ′)-
spectral factorization problems. In [17] the difficulties in numerically solving the
classical spectral factorization (a special case of the (J, J ′)-spectral factorization) of
rational matrix G(s) are shown to be related to the existence of poles and zeros of
G(s) on C0e and to the noninvertibility of GT (−s)G(s). If none of these elements
are present, the computation of the classical spectral factorization problem reduces
to solving a standard ARE for which numerically reliable algorithms are available
[4, 8, 14, 24, 27, 28]. The canonical J-spectral factorization (the (J, J ′)-spectral fac-
torization with the condition that G(s) has no poles and zeros on C0e) has been
solved in [16] in terms of the stabilizing solution of an indefinite ARE. The (J, J ′)-
spectral factorization problem for general rational matrices with poles/zeros on C0e

has also been considered in [2, 3] based on the semistabilizing solution of a generalized
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algebraic Riccati equation (GARE) of the form{
AT

aXa + XT
a Aa + (CT

a JCa −BaJ
′BT

a ) −XT
a Ba(J

′)−1BT
a Xa = 0,

ET
a Xa = XT

a Ea,
(1)

where

Ea =

[
E 0
0 0

]
, Aa =

[
A B
0 I

]
, Ca =

[
C D

]
, Ba =

[
0
−I

]
,

E,A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m, J ∈ Rp×p, J ′ ∈ Rm×m, E is
singular, and J and J ′ are symmetric and nonsingular. The semistabilizing solution
of the GARE (1) is defined as follows.

Definition 1 (see [2, 3]). A solution Xa ∈ R(n+m)×(n+m) of the GARE (1) is
called a semistabilizing solution if

(i) the pencil Aa − Ba(J
′)−1BT

a Xa − sEa is regular and its eigenvalues lie in
C− ∪ C0e;

(ii) the matrix pair (Ca, Aa−Ba(J
′)−1BT

a Xa− sEa) has neither observable finite
poles on C0 nor observable impulsive poles.

Recently, a numerical method for computing the semistabilizing solution of the
GARE (1) has been proposed in [2, 3] under the following assumptions:

(A1) (E,A,B) is finite dynamic stabilizable and impulse controllable, i.e.,

rank
[
−sE + A B

]
= n ∀s ∈ C\C−

and

rank

[
E A B
0 E 0

]
= n + rank(E);

(A2) maxs∈C rank

[
−sE + A B

C D

]
= n + m.

A key step in this method is to compute a nonsingular solution of a nonsymmetric
ARE of the form

AT
a,0Xa,0 + XT

a,0Aa,0 + Qa,0 + XT
a,0Ra,0Xa,0 = 0.(2)

However, the nonsymmetric ARE (2) is much harder to solve than its symmetric
version. Up to now, symmetric AREs have been studied extensively, and many nu-
merically reliable methods are available [4, 8, 14, 24, 25, 27, 28]. On the contrary,
these existing methods do not work for the nonsymmetric AREs of the form (2). In-
deed, there is still a lack of numerically reliable methods for solving the nonsymmetric
AREs of the form (2).

Denote

G(s) = D + C(sE −A)−1B =:

[
−sE + A B

C D

]
.(3)

Regarding the assumption (A1), it implies that the descriptor system

Eẋ = Ax + Bu, y = Cx + Du(4)

is controllable at infinity. However, control of descriptor systems is of practical im-
portance for constrained mechanical systems and mechatronics; there, controllability
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at infinity can usually not be assumed. But, the uncontrollable part of the system (4)
at infinity does not contribute to its transfer matrix G(s). In fact, if the system (4) is
not controllable at infinity, according to [11, 26], we can always compute orthogonal
matrices P and P such that⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩
P(sE −A)P =

[ μ n− μ

sE − A sE12 −A12

0 sE22 −A22

]
}μ
}n− μ

,

PB =

[
B
0

]
}μ
}n− μ

, CP =
[μ n− μ

C C2

]
,

(5)

such that (E ,A,B) is finite dynamic stabilizable and impulse controllable. Then we
will have

G(s) = D + C(sE − A)−1B.

In addition, the assumption (A2) is necessary for the existence of the (J, J ′)-spectral
factorization of G(s) [2, 3]. Hence, in this paper we shall also assume that the as-
sumptions (A1) and (A2) hold.

Due to the importance of the GARE (1) in solving the (J, J ′)-spectral factoriza-
tion problem of general rational matrices, in this paper we study the numerical com-
putation of the semistabilizing solution of the GARE (1) and extend the well-known
generalized eigenvalue approach [8, 14, 27] for the classical AREs to the GARE (1).
To the best of our knowledge, similar results do not exist in the literature.

The generalized eigenvalue approach [8, 14, 27] for solving the classical AREs is
also called the Schur-type method or invariant subspace method and has been studied
extensively in the literature (see [8, 14, 27] and the references therein).

Define

Ha(s) :=

[
Aa − sEa −Ba(J

′)−1BT
a

−CT
a JCa + BaJ

′BT
a −AT

a − sET
a

]
.(6)

Ha(s) is the skew-Hamiltonian/Hamiltonian pencil associated with the GARE (1).
The following result is trivial.

Corollary 2. (i) Xa is a solution of the GARE (1) if and only if

Ha(s)

[
I
Xa

]
=

[
I

XT
a

]
(Aa −Ba(J

′)−1BT
a Xa − sEa).

(ii) The GARE (1) has a solution Xa such that the pencil Aa−Ba(J
′)−1BT

a Xa−
sEa is regular, and all its eigenvalues are on C− ∪ C0e if and only if there exist
matrices

[n + m

Y1

Y2

]
}n + m
}n + m

and

[n + m

Z1

Z2

]
}n + m
}n + m

such that

Ha(s)

[
Y1

Y2

]
=

[
Z1

Z2

]
(Φ− sΘ), rank(Y1) = rank(Z1) = n+m, Y T

1 Z2 = Y T
2 Z1,

where the pencil Φ − sΘ ∈ R(n+m)×(n+m) is regular and all its eigenvalues are on
C− ∪ C0e. In this case, such a solution Xa is given by Xa = Y2Y

−1
1 .
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From Corollary 2, there exists a close connection between the semistabilizing
solution of the GARE (1) and the eigenspace of the pencil Ha(s) corresponding to
the eigenvalues on C− and C0e. However, the eigenstructure of the pencil Ha(s)
corresponding to the eigenvalues on C0e is much more complicated than the structure
of its stable eigenspace. This issue is easy to understand as follows: Let τ1 and τ2
denote the dimensions of the eigenspaces of the pencil Ha(s) corresponding to the
eigenvalues on C− and C0e, respectively. Since E is singular, we have

τ1 < n, τ1 +
1

2
τ2 = n + m,

provided Ha(s) is regular. This implies that there are many different eigenspaces with
dimension n + m corresponding to part of the eigenvalues on C− and C0e. Hence, it
is not possible to check whether one of such eigenspaces characterizes the existence
of the semistabilizing solution of the GARE (1) without having some extra insight.
Consequently, it is not clear which eigenvectors and principal vectors corresponding to
the eigenvalues on C0e should be contained in the eigenspace that we wish to compute.
Therefore, Corollary 2 is not very useful for the numerical computation of the GARE
(1), and the generalized eigenvalue approach [8, 14, 27] for solving the classical AREs
cannot be directly employed for the GARE (1). In fact it is a challenge to extend the
generalized eigenvalue approach for the classical AREs to the GARE (1).

The main contributions of this paper include numerically verifiable necessary and
sufficient conditions for the existence of the semistabilizing solution of the GARE
(1) and a new numerical method for computing such a semistabilizing solution. The
main ingredients of our method include (i) the eigendecomposition of the system pencil
corresponding to the eigenvalues on C0e; (ii) the stable eigenspace of an augmented
matrix pencil. These two eigendecompositions can be computed by the numerically
backward stable algorithms [6, 10, 26]. Hence, we extend the generalized eigenvalue
approach for the classical AREs to the GARE (1).

2. Main results. In this section we present necessary and sufficient conditions
for the existence of the semistabilizing solution of the GARE (1) and develop a nu-
merically reliable method to compute such a semistabilizing solution. Since the main
difficulty for computing the semistabilizing solution of the GARE (1) is that the skew-
Hamiltonian/Hamiltonian pencil Ha(s) defined in (6) has eigenvalues on C0e, and also
because

rank(Ha(s)) = rank

⎛
⎜⎜⎝
⎡
⎢⎢⎣

A− sE B 0 0
C D 0 −J−1

0 0 −AT − sET −CT

0 0 −BT −DT

⎤
⎥⎥⎦
⎞
⎟⎟⎠ + m− p ∀s ∈ C,

which implies that the eigenvalues of Ha(s) on C0e consist of the eigenvalues of the
pencils [

A− sE B
C D

]
and

[
−AT − sET −CT

−BT −DT

]

on C0e, considering that the pencils[
A− sE B

C D

]
and

[
−AT − sET −CT

−BT −DT

]
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have the same eigenvalues on C0e, we first isolate the eigenvalues of the pencil[
A− sE B

C D

]

on C0e via the factorizations (7) and (8) in the following theorem.
Theorem 3. Let n1 = rank(E).
(i) There exist orthogonal matrices U, V ∈ Rn×n and V ∈ R(n−n1+m)×(n−n1+m)

such that

U
[
A− sE B

] [ V 0
0 I

] [
I 0
0 V

]
=

[ n1 n− n1 m

A11 − sE11 A12 B1

A21 A22 0

]
}n1

}n− n1
,

(7)

where E11 and A22 are nonsingular.
(ii) Denote

[
C D

] [ V 0
0 I

] [
I 0
0 V

]
=

[ n1 n− n1 m

C1 C2 D
]
.

Then the eigendecomposition of the pencil⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
C1 C2 D

⎤
⎦

corresponding to the eigenvalues on C0e is of the form

ST

⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
C1 C2 D

⎤
⎦Q

μ1 n1 − μ1 m n− n1

=

⎡
⎢⎢⎢⎢⎣

Φ11 − sΘ11 0 0 0
Φ21 − sΘ21 Φ22 − sΘ22 Φ23 Φ24 − sΘ24

Φ31 − sΘ31 Φ32 Φ33 Φ34

Φ41 − sΘ41 0 0 Φ44

⎤
⎥⎥⎥⎥⎦

}p + μ1 −m

}n1 − μ1

}m
}n− n1

,

(8)

where S and Q are orthogonal matrices with partitioning

μ1 n1 − μ1 m n− n1

Q =

⎡
⎢⎢⎣
Q11 Q12 Q13 Q14

Q21 Q22 Q23 Q24

Q31 Q32 Q33 Q34

⎤
⎥⎥⎦

}n1

}n− n1

}m
,

p + μ1 −m n1 − μ1 m n− n1

S =

⎡
⎢⎢⎣

S11 S12 S13 S14

S21 S22 0 S24

S31 S32 S33 S34

⎤
⎥⎥⎦

}n1

}n− n1

}p
,

(9)
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and

rank(Θ11) = μ1, rank(Θ22) = n1 − μ1,

rank(Φ44) = n− n1, rank(S24) = n− n1,(10)

rank(Φ11 − sΘ11) = μ1 ∀s ∈ C0e,(11)

rank

[
Φ22 − sΘ22 Φ23

Φ32 Φ33

]
= (n1 − μ1) + m ∀s ∈ C\C0.(12)

Proof. The decompositions (7) and (8) are constructed in the appendix.
Remark 1. It is clear that all eigenvalues of[

A− sE B
C D

]

on C0e are isolated to ⎡
⎣ Φ22 − sΘ22 Φ23 Φ24 − sΘ24

Φ32 Φ33 Φ34

0 0 Φ44

⎤
⎦ .

Let

Ma(s) :=

⎡
⎢⎢⎢⎢⎢⎢⎣

A11 − sE11 A12 0 0 B1

A21 A22 0 0 0

−CT
1 JC1 −CT

1 JC2 −AT
11 − sET

11 −AT
21 −CT

1 JD
−CT

2 JC1 −CT
2 JC2 −AT

12 −AT
22 −CT

2 JD
−DTJC1 −DTJC2 −BT

1 0 −DTJD

⎤
⎥⎥⎥⎥⎥⎥⎦
.(13)

Let ν be the dimension of the stable eigenspace of Ma(s), and the columns of matrix

L =

⎡
⎢⎢⎢⎢⎣

ν

L1

L2

L3

L4

L5

⎤
⎥⎥⎥⎥⎦

}n1

}n− n1

}n1

}n− n1

}m

form a basis for this stable eigenspace; consequently,⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

A11 A12 0 0 B1

A21 A22 0 0 0

−CT
1 JC1 −CT

1 JC2 −AT
11 −AT

21 −CT
1 JD

−CT
2 JC1 −CT

2 JC2 −AT
12 −AT

22 −CT
2 JD

−DT JC1 −DT JC2 −BT
1 0 −DT JD

⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎣
L1

L2

L3

L4

L5

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
E11 0 0 0 0
0 0 0 0 0
0 0 ET

11 0 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣
L1

L2

L3

L4

L5

⎤
⎥⎥⎦Δ,

Δ ∈ Rν×ν is stable.
(14)

It is known that if n1 = ν = n, then the stabilizing solution of the GARE (1) is
determined by L. Analogously, a similar result holds true, as shown in the following
theorem.
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Theorem 4. Assume that the decomposition (7) and the eigendecompositions (8)
and (14) have been determined. Then the GARE (1) has a semistabilizing solution
Xa if and only if

ST
33JS33 = DT

0 J
′D0 for some nonsingular matrix D0 ∈ Rm×m,(15)

(n1 − μ1) + ν = n1 (i.e., μ1 = ν),
[
L1 Q12

]
is nonsingular.(16)

Furthermore, a semistabilizing solution Xa of the GARE (1) is given by

Xa =

[
UT 0
0 I

]
X̂a

[
I 0
0 VT

] [
V T 0
0 I

]
+

[
0 0
0 J ′

]
,(17)

where X̂a is determined by the following linear system of equations:⎡
⎣ I 0 0

0 AT
22 0

0 0 Im

⎤
⎦ X̂a

[
L1 Q12 0
0 0 In+m−n1

]

=

⎡
⎢⎣

L3 0 0 0

AT
22L4 −CT

2 JC1Q12 −CT
2 JC2/2 −CT

2 JD
0 −J ′D0Φ32 0 −J ′D0Φ33Q

T
33

⎤
⎥⎦
⎡
⎢⎢⎣

I 0 0 0
0 I 0 0

−L2 Q22 I 0
−L5 0 0 I

⎤
⎥⎥⎦ .

(18)
Proof. The proof is given in section 3.
Theorem 4 leads to the following algorithm for computing a semistabilizing solu-

tion of the GARE (1).
Algorithm 1.

Input: Matrices A,E ∈ Rn×n, B,∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m, J ∈ Rp×p, and
J ′ ∈ Rm×m. Here J and J ′ are symmetric.
Output: A semistabilizing solution Xa of the GARE (1) (if possible).
Step 1: Compute the decompositions (7) and (8) using the numerical procedure in
the appendix.
Step 2: Verify the condition (15). If it is not true, print “The GARE (1) has no
semistabilizing solutions” and then stop. Otherwise, compute the related matrix D0.
Step 3: Compute the eigendecomposition (14).
Step 4: Verify the singularity of

[
L1 Q12

]
. If it is singular, print “The GARE

(1) has no semistabilizing solutions” and then stop. Otherwise, compute X̂a by solving
(18) [6].
Step 5: Compute Xa by (17) and then output it.

Algorithm 1 is an extension of the generalized eigenvalue approach for the classical
AREs, and its main ingredients are the decompositions (7), (8), and (14). All these
decompositions are computed by existing numerically backward stable methods [6,
10, 26]. One possible source in Algorithm 1 for loss of accuracy in the numerical
solution of the GARE (1) is the condition numbers of

[
L1 Q12

]
and A22. The

similar problem is already known for the classical AREs, and there the problem can
be resolved by proper scaling [18, 21]. It seems that the results in [18, 21] can be
extended to the GARE (1). This is an interesting research topic and is worthy of
further investigation.

In the following we present two examples1 to illustrate Algorithm 1. All compu-
tations were performed using MATLAB 7.0 on a Linux system with IEEE standard
double precision arithmetic and machine precision ε ≈ 2.22 × 10−16.

1These two examples were done by Dr. Bai Zhengjian.
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Example 1 (see [2, 3]). Let

J =

⎡
⎣ −1 0 0

0 1 0
0 0 1

⎤
⎦ , J ′ =

[
1 0
0 −1

]
,

and

G(s) =

⎡
⎢⎢⎣

s
(s+3)2

1
s

0 (s−1)(s2+2)
s

0 0

⎤
⎥⎥⎦ =

[
A− sE B

C D

]
,

where

A− sE =

⎡
⎢⎢⎢⎢⎢⎢⎣

−s 1 0 0 0 0
−9 −s− 6 0 0 0 0
0 0 −s 0 0 0
0 0 0 1 −s 0
0 0 0 0 1 −s
0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦
, B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0
1 0
0 1
0 0
0 0
0 0
0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

C =

⎡
⎣ 0 1 1 0 0 0

0 0 −2 1 −1 0
0 0 0 0 0 0

⎤
⎦ , D =

⎡
⎣ 0 0

0 2
0 0

⎤
⎦ .

We compute a semistabilizing solutions Xa of the related GARE (1) by Algorithm 1
and obtain

Xa(:, 1 : 4) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0

−6.4358 × 10−16 5.2500 × 10−15 8.0000 × 100 0
−3.2313 × 10−16 2.6263 × 10−15 4.0000 × 100 0

0 0 1.2546 × 10−15 0
1.1684 × 10−16 7.2990 × 10−15 4.0000 × 100 2.0000 × 100

−1.9971 × 10−15 3.4206 × 10−15 2.0000 × 100 1.0000 × 100

−2.7210 × 10−16 1.0000 × 100 1.0000 × 100 −3.0761 × 10−16

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Xa(:, 5 : 8) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0

4.0000 × 100 −1.6924 × 10−15 0 0
2.0000 × 100 −8.4131 × 10−16 0 0

6.2731 × 10−16 0 0 0
2.0000 × 100 2.0000 × 100 0 2.0000 × 100

1.0000 × 100 2.0000 × 100 1.0000 × 100 0
−1.2835 × 10−15 4.5762 × 10−16 0 −1.0000 × 100

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

The accuracy of the GARE (1) can be measured by the following quantities:

‖AT
aXa + XT

a Aa + (CT
a JCa −BaJ

′BT
a ) −XT

a Ba(J
′)−1BT

a Xa‖2 = 1.4249 × 10−14,

‖AT
aXa + XT

a Aa + (CT
a JCa −BaJ

′BT
a ) −XT

a Ba(J
′)−1BT

a Xa‖2

‖AT
aXa‖2 + ‖XT

a Aa‖2 + ‖CT
a JCa −BaJ ′BT

a ‖2 + ‖XT
a Ba(J ′)−1BT

a Xa‖2

= 3.7333 × 10−16
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and

‖ET
a Xa −XT

a Ea‖2 = 8.6151 × 10−15,
‖ET

a Xa −XT
a Ea‖2

‖ET
a Xa‖2 + ‖XT

a Ea‖2
= 4.3075 × 10−16.

Example 2. Example 5.5 in [9] is on a descriptor system describing an RLC
electrical circuit with an independent loop containing capacitors and voltage sources
only and an independent cutset with inductors and current sources only. The GARE
(1) corresponding to this system has no semistabilizing solutions. Thus, we modify
this system slightly and get

E =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1 −1 0.005 −0.005 0 0 0 0
0 0 −0.005 −0.005 0 0 0 0

−0.001 0 0 −0.25 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 −5 0 0.1 0 0 0
0 0 0.25 −0.25 0 0 0 0
0 0 0 −0.75 0 0.1 −0.2 −0.2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 500 0 0
0 0 0 0 0 0 −1 1
1 −1 0 0 0 0 0 0
0 1 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0
0 0
0 0
0 0
−1 1
1 0
0 0
0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C =

⎡
⎣ 1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

⎤
⎦ , D =

⎡
⎣ 0 0

0 0
0 1

⎤
⎦ .

The matrix E is ill-conditioned since

σmax(E)

σmin(E)
= 1.7897 × 105,

where σmax(E) and σmin(E) denote the maximal amd mininal nonzero singular values
of E. Let

J =

⎡
⎣ −1 0 0

0 −1 0
0 0 1

⎤
⎦ , J ′ =

[
−1 0
0 1

]
.

By performing Algorithm 1, we obtain a semistabilizing solution Xa of the GARE (1)
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as follows:

Xa(:, 1 : 5)

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

7.5239 × 10−15 7.5239 × 10−15 3.1982 × 10−14 1.9919 × 10−15 −6.7917 × 10−16

1.1351 × 10−15 −4.8032 × 10−16 1.0500 × 10−2 −4.9582 × 10−4 −2.2298 × 10−16

0 0 4.6515 × 10−16 −1.7048 × 10−16 0

0 0 −1.4111 × 10−14 −3.3632 × 10−16 2.9737 × 10−16

1.2500 × 10−1 −1.2500 × 10−1 2.5000 × 10−1 −4.8749 × 10−1 −5.2501 × 10−3

−4.0938 × 10−15 −4.1169 × 10−15 5.0000 × 10−1 2.5011 × 10−2 −1.0500 × 10−2

2.7092 × 10−15 2.6592 × 10−15 4.7499 × 10−1 2.5011 × 10−2 −1.0004 × 10−2

−1.2796 × 10−15 −1.2592 × 10−15 1.0572 × 10−13 5.7185 × 10−15 −2.2291 × 10−15

−9.1581 × 10−1 −1.0671 × 10−1 4.0455 × 10−1 −1.9318 × 10−1 −8.4958 × 10−3

2.9785 × 10−1 −5.1126 × 10−1 −4.0455 × 10−1 −1.0428 × 100 8.4958 × 10−3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Xa(:, 6 : 10)

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0

0 0 0 −8.0583 × 10−16 −2.4175 × 10−15

0 0 0 0 0
0 0 0 0 0

9.1926 × 10−16 −5.0668 × 10−16 −3.4015 × 10−16 −1.2500 × 10−1 −3.7500 × 10−1

−4.9531 × 10−16 9.9060 × 10−16 9.9060 × 10−16 0 0

−4.6191 × 10−16 9.2380 × 10−16 9.2380 × 10−16 0 0
0 0 0 0 0

−3.6153 × 10−14 6.3089 × 10−15 6.3228 × 10−15 −1.1067 × 100 −1.0671 × 10−1

6.4994 × 10−14 6.1249 × 10−15 6.1804 × 10−15 −5.1126 × 10−1 4.8874 × 10−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

We have verified that

‖AT
aXa + XT

a Aa + (CT
a JCa −BaJ

′BT
a ) −XT

a Ba(J
′)−1BT

a Xa‖2 = 4.0088 × 10−13,

‖AT
aXa + XT

a Aa + (CT
a JCa −BaJ

′BT
a ) −XT

a Ba(J
′)−1BT

a Xa‖2

‖AT
aXa‖2 + ‖XT

a Aa‖2 + ‖CT
a JCa −BaJ ′BT

a ‖2 + ‖XT
a Ba(J ′)−1BT

a Xa‖2

= 5.0409 × 10−14,

and

‖ET
a Xa −XT

a Ea‖2 = 1.1540 × 10−13,
‖ET

a Xa −XT
a Ea‖2

‖ET
a Xa‖2 + ‖XT

a Ea‖2
= 2.4159 × 10−14.

Before closing this section, the following remark is in order.
Remark 2. (i) The factorization (7) can be related to the feedback regularization.

By the assumption (A1), we can compute a feedback matrix F such that the pencil
A+BF−sE is regular and of index at most one [12] and then compute two orthogonal
matrices Û and V̂ such that

Û(A + BF − sE)V̂ =

[ n1 n− n1

Â11 − sÊ11 Â12

Â21 Â22

]
}n1

}n− n1
,(19)

where Ê11 and Â22 are nonsingular. Let

ÛB =

[
B̂1

B̂2

]
}n1

}n− n1
, CV̂ =

[ n1 n− n1

Ĉ1 Ĉ2

]
.(20)
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Then

Û
[
A− sE B

] [ V̂ 0

FV̂ I

]⎡⎢⎣
I 0 0

0 I −Â−1
22 B̂2

0 0 I

⎤
⎥⎦

=

[
Â11 − sÊ11 Â12 B̂1 − Â12Â

−1
22 B̂2

Â21 Â22 0

]
.

(21)

The decomposition (21) can play the same role as (7). But, if Â22 is ill-conditioned,
then the computation of (21) is not numerically reliable. Unfortunately, it is not
easy to choose the feedback matrix F such that the resulting matrix Â22 is well-
conditioned. Therefore, (21) is not recommended, although it is based on the feedback
regularization.

(ii) Let F be such that the pencil A + BF − sE is regular and of index at most
one. Define

GF (s) := D + C(sE −A−BF )−1B = D̂ + Ĉ(sI − Â)−1B̂.

If D̂ is of full column rank, then we can consider the ARE

ÂT X̂ + X̂Â− (X̂B̂T + ĈTJD̂)(D̂TJD̂)−1(B̂T X̂ + D̂TJĈ) = 0, X̂ = X̂T .(22)

Similar to Lemma 6 in section 3.2, we can show that the GARE (1) has a semistabi-
lizing solution Xa if and only if the ARE (22) has a semistabilizing solution X̂, i.e.,
a solution X̂ satisfying that all eigenvalues of Â − B̂(D̂TJD̂)−1(B̂T X̂ + D̂TJĈ) are
on C− ∪C0. It seems that we can obtain a semistabilizing solution of the GARE (1)
by computing a semistabilizing solution X̂ of the ARE (22). However, two problems
arise:

• the assumption (A2) cannot guarantee that D̂ is of full column rank. If D̂ is
not of full column rank, then the ARE (22) is not well defined;

• the Hamiltonian matrix Ĥ associated with the ARE (22) is given by

Ĥ =

[
Â− B̂(D̂TJD̂)−1 −B̂(D̂TJD̂)−1B̂T

ĈT (D̂TJD̂)−1Ĉ −(Â− B̂(D̂TJD̂)−1)T

]
.

Ĥ has eigenvalues on C0, provided Ha(s) has eigenvalues on C0. In this case,
as analyzed in section 1, it is not clear which eigenspace we should compute
in order to get a semistabilizing solution of the ARE (22).

Therefore, we cannot get a semistabilizing solution of the GARE (1) by simply ap-
plying the feedback regularization approach to the pair (A− sE,B) and then solving
the resulting ARE (22).

3. Proof of Theorem 4. Although Theorem 4 may look very simple, its proof
is actually not trivial. It is motivated by the following results:

(i) the GARE (1) has a semistabilizing solution if and only if G(s) = D+C(sE−
A)−1B has a (J, J ′)-spectral factorization, provided the pencil A − sE is
regular and stable [2, 3];

(ii) the (J, J ′)-spectral factorization of G(s) is reduced to the canonical (J, J ′)-
spectral factorization if G(s) has no poles and zeros on C0e [2, 3];

(iii) the canonical (J, J ′)-spectral factorization problem is solvable if and only a
related ARE has a stabilizing solution [16];
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(iv) the stabilizing solution of any ARE is characterized uniquely by the stable
eigenspace of the associated Hamiltonian matrix [8, 14, 27].

We will prove Theorem 4 in this section outlined as follows:
• in section 3.1 we provide some important properties of eigendecompositions

(8) and (14);
• in section 3.2 we reduce the GARE (1) to the GARE (28) which corresponds

to the proper rational matrix G(s) defined in (27);
• in section 3.3, we connect the GARE (28) with the (J, J ′)-spectral factoriza-

tion of the proper rational matrix GK(s) defined in (35);
• in section 3.4, we reduce the (J, J ′)-spectral factorization of GK(s) to the

canonical (J, J ′)-spectral factorization of the proper rational matrix GK,Z(s)
defined in (37);

• in section 3.5, by characterizing the stable eigenspace of an associated Hamil-
tonian matrix we derive numerically verifiable necessary and sufficient condi-
tions for the existence of a canonical (J, J ′)-spectral factorization of GK,Z(s);

• finally, in section 3.6, we prove Theorem 4 by using the results in sections
3.1–3.5.

3.1. Properties of eigendecompositions (8) and (14). In this section we
present some basic properties of eigendecompositions (8) and (14). These properties
are important in the development of sections 3.4–3.6.

Lemma 5. (i) In eigendecomposition (8), the orthogonal matrices Q and S with
partitioning (9) satisfy

E11Q12 = S12Θ22,

[
Q13

Q23

]
= 0,

[
Q31 Q32 Q34

]
= 0,

[
S22

S32

]
= 0,(23)

rank
[
Q11 Q12

]
= rank

[
S11 S12

]
= n1, QT

33Q33 = I, rank(S33) = m.(24)

(ii) In eigendecomposition (14),

LT
1 E

T
11L3 = LT

3 E11L1, QT
12E

T
11L3 = 0, LT

3 S12 = 0,(25)

LT
3 S13 + (LT

1 C
T
1 + LT

2 C
T
2 + LT

5 D
T )JS33 = 0.(26)

Proof. Part (i). From the eigendecomposition (8) it is obvious that

E11Q12 = S12Θ22, E11Q13 = 0,

[
S22

S32

]
Θ22 = 0, A22Q23 = 0,

so the nonsingularity of E11, A22, and Θ22 gives[
Q13

Q23

]
= 0,

[
S22

S32

]
= 0.

In addition, the orthogonality of Q and the relation[
Q13

Q23

]
= 0

lead to

QT
33Q33 = I,

[
Q31 Q32 Q34

]
= 0.
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We also have [
ST

11

ST
12

]
E11

[
Q11 Q12

]
=

[
Θ12 0
Θ21 Θ22

]
;

consequently,

rank

([
ST

11

ST
12

]
E11

[
Q11 Q12

])
= μ1 + (n1 − μ1) = n1,

and thus this implies that

rank
[
Q11 Q12

]
= rank

[
S11 S12

]
= n1.

Note that S is orthogonal and
[
S11 S12

]
is of full row rank, as shown above, so[

0 S24

S33 S34

]

is of full column rank, which yields that rank(S33) = m.
Part (ii). We have from the eigendecompositions (8) and (14) and part (i) that[

−LT
3 −LT

4 LT
1 LT

2 LT
5

]
Ma(s) = (ΔT + sI)

[
LT

3 E11 0 −LT
1 E

T
11 0 0

]
,

Ma(s)

⎡
⎢⎢⎢⎢⎣

Q12 0
Q22 0
0 0
0 0
0 Q33

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

S12 S13

0 0
0 −CT

1 JS33

0 −CT
2 JS33

0 −DTJS33

⎤
⎥⎥⎥⎥⎥⎦
[

Φ22 − sΘ22 Φ23

Φ32 Φ33

]
,

which give that

(ΔT + sI)(LT
3 E11L1 − LT

1 E
T
11L3) =

[
−LT

3 −LT
4 LT

1 LT
2 LT

5

]
Ma(s)

⎡
⎢⎢⎢⎢⎣

L1

L2

L3

L4

L5

⎤
⎥⎥⎥⎥⎦

= (LT
1 E

T
11L3 − LT

3 E11L1)(Δ − sI),

(ΔT +sI)
[
LT

3 E11Q12 0
]

=
[
−LT

3 −LT
4 LT

1 LT
2 LT

5

]
Ma(s)

⎡
⎢⎢⎢⎢⎣

Q12 0
Q22 0
0 0
0 0
0 Q33

⎤
⎥⎥⎥⎥⎦

= −
[
LT

3 S12 LT
3 S13 + (LT

1 C
T
1 + LT

2 C
T
2 + LT

5 DT )JS33

] [ Φ22 − sΘ22 Φ23

Φ32 Φ33

]
.

In the above, Ma(s) is defined by (13). Note that the pencils ΔT + sI and Δ − sI
have no common eigenvalues, and the pencils ΔT + sI and[

Φ22 − sΘ22 Φ23

Φ32 Φ33

]
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also have no common eigenvalues; thus,

LT
3 E11L1 − LT

1 E
T
11L3 = 0, LT

3 E11Q12 = 0,

LT
3 S12 = 0, LT

3 S13 + (LT
1 C

T
1 + LT

2 C
T
2 + LT

5 DT )JS33 = 0.

Hence, part (ii) is proved.

3.2. Reduction of the GARE (1) by eliminating the singularity of E.
The singularity of the matrix E complicates the eigenstructure of Ha(s) at infinity. To
overcome this difficulty, we reduce the GARE (1) to an equivalent one by eliminating
the singularity of E in this subsection. This reduction will significantly simplify the
computation of the GARE (1).

The orthogonal matrices U , V , and V transform the pencil[
A− sE B

C D

]

into ⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
C1 C2 D

⎤
⎦ ;

as a result, the resulting rational matrix

G(s) =

⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
C1 C2 D

⎤
⎦ =

[
A11 − sE11 B1

C1 D

]
(27)

is proper, although the original rational matrix G(s) defined by (3) is nonproper. Here

A11 = A11 −A12A
−1
22 A21, C1 = C1 − C2A

−1
22 A21.

The GARE corresponding to the second realization of G(s) in (27) is{
AT

aXa + X T
a Aa + (CT

a JCa − BaJ
′BT

a ) −X T
a Ba(J

′)−1BT
a Xa = 0,

ET
a Xa = X T

a Ea,
(28)

where

Aa =

[
A11 B1

0 I

]
, Ea =

[
E11 0
0 0

]
, Ba =

[
0

−Im

]
, Ca =

[
C1 D

]
.

Let

Ha(s) :=

[ Aa − sEa −Ba(J
′)−1BT

a

−CT
a JCa + BaJ

′BT
a −AT

a − sET
a

]
.(29)

The GAREs (1) and (28) are related closely, as shown in the following lemma.
Lemma 6. The GARE (1) has a semistabilizing solution Xa if and only if the

GARE (28) has a semistabilizing solution Xa. Furthermore, if Xa with partitioning

Xa =

[ n1 m

X11 X12

X21 X22

]
}n1

}m(30)
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is a semistabilizing solution of the GARE (28), then a semistabilizing solution Xa of
the GARE (1) is

Xa =

[
UT 0
0 I

]⎡⎣ X11 0 X12

X̃21 X̃22 X̃23

X21 0 X22 − J ′

⎤
⎦[

I 0
0 VT

] [
V T 0
0 I

]
+

[
0 0
0 J ′

]

(31)

with

X̃21 = −A−T
22 (CT

2 JC1 + AT
12X11 − CT

2 JC2A
−1
22 A21/2),

X̃22 = −A−T
22 CT

2 JC2/2, X̃23 = −A−T
22 CT

2 JD.
(32)

Proof. First, let Xa with partitioning

Xa =

[ n m

X11 X12

X21 X22

]
}n
}m

be a semistabilizing solution of the GARE (1). Define

Ya :=

[
U 0
0 I

](
Xa −

[
0 0
0 J ′

])[
V 0
0 I

] [
I 0
0 V

]
n1 n− n1 m

=

⎡
⎢⎢⎣
Y11 Y12 Y13

Y21 Y22 Y23

Y31 Y32 Y33

⎤
⎥⎥⎦

}n1

}n− n1

}m
.

Then we have by Corollary 2(i) and through a direct calculation that

Xa is a solution of the GARE (1)

=⇒ Ha(s)

[
I
Xa

]
=

[
I

XT
a

]
(Aa −Ba(J

′)−1BT
a Xa − sEa)

=⇒

⎡
⎣ A− sE B 0

−CTJC −CTJD −AT − sET

−DTJC −DTJD −BT

⎤
⎦
⎡
⎣ I 0

0 I
X11 X12

⎤
⎦

=

⎡
⎣ I 0

XT
11 XT

21

XT
12 (X22 − J ′)T

⎤
⎦[

A− sE B
−(J ′)−1X21 −(J ′)−1(X22 − J ′)

]

=⇒

⎡
⎢⎢⎢⎢⎢⎣

A11 − sE11 A12 B1 0 0
A21 A22 0 0 0

−CT
1 JC1 −CT

1 JC2 −CT
1 JD −AT

11 − sET
11 −AT

21

−CT
2 JC1 −CT

2 JC2 −CT
2 JD −AT

12 −AT
22

−DTJC1 −DTJC2 −DTJD −BT
1 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

I 0 0
0 I 0
0 0 I
Y11 Y12 Y13

Y21 Y22 Y23

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

I 0 0
0 I 0
Y T

11 Y T
21 Y T

31

Y T
12 Y T

22 Y T
32

Y T
13 Y T

23 Y T
33

⎤
⎥⎥⎥⎥⎥⎦
⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
−(J ′)−1Y31 −(J ′)−1Y32 −(J ′)−1Y33

⎤
⎦
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=⇒ Y12 = 0, Y13 = 0, and⎡
⎢⎣

A11 − sE11 B1 0

−CT
1 JC1 −CT

1 JD −AT
11 − sET

11

−DTJC1 −DTJD −BT
1

⎤
⎥⎦
⎡
⎣ I 0

0 I
Y11 0

⎤
⎦

=

⎡
⎢⎣

I 0

Y T
11 (Y31 − Y32A

−1
22 A21)

T

0 Y T
33

⎤
⎥⎦
[

A11 − sE11 B1

−(J ′)−1(Y31 − Y32A
−1
22 A21) −(J ′)−1Y33

]

=⇒ Ha(s)

[
I
Xa

]
=

[
I
X T

a

]
(Aa − Ba(J

′)−1BT
a Xa − sEa),

where

Xa =

[
Y11 0

Y31 − Y32A
−1
22 A21 Y33 + J ′

]
.

Moreover, since the pencil Aa −Ba(J
′)BT

a Xa − sEa is regular and all its eigenvalues
lie in C−∪C0e, and (Ca, Aa−Ba(J

′)−1BT
a Xa−sEa) has no observable finite poles on

C0 and no observable impulsive poles, it is trivial to show that Aa−Ba(J
′)BT

a Xa−sEa
is regular and all its eigenvalues lie in C− ∪C0e, and (Ca,Aa −Ba(J

′)−1BT
a Xa − sEa)

has no observable finite poles on C0 and no observable impulsive poles. Hence, Xa is
a semistabilizing solution of the GARE (28).

Conversely, let the GARE (28) have a semistabilizing solution Xa with partition-
ing (30). Then we have using Corollary 2(i) that

Ha(s)

[
I
Xa

]
=

[
I
X T

a

]
(Aa − Ba(J

′)−1BT
a Xa − sEa)

=⇒ X12 = 0 and⎡
⎢⎣

A11 − sE11 B1 0
−CT

1 JC1 −CT
1 JD −AT

11 − sET
11

−DTJC1 −DTJD + J ′ −BT
1

⎤
⎥⎦
⎡
⎣ I 0

0 I
X11 0

⎤
⎦

=

⎡
⎣ I 0

X T
11 X T

21

0 (X22 − J ′)T

⎤
⎦[

A11 − sE11 B1

−(J ′)−1X21 −(J ′)−1(X22 − J ′)

]

=⇒

⎡
⎢⎢⎢⎢⎢⎢⎣

A11 − sE11 A12 B1 0 0
A21 A22 0 0 0

−CT
1 JC1 −CT

1 JC2 −CT
1 JD −AT

11 − sET
11 −AT

21

−CT
2 JC1 −CT

2 JC2 −CT
2 JD −AT

12 −AT
22

−DTJC1 −DTJC2 −DTJD −BT
1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

I 0 0
0 I 0
0 0 I

X11 0 0

X̃21 X̃22 X̃23

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

I 0 0
0 I 0

X T
11 X̃T

21 X T
21

0 X̃T
22 0

0 X̃T
23 (X22 − J ′)T

⎤
⎥⎥⎥⎥⎥⎦
⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
−(J ′)−1X21 0 −(J ′)−1(X22 − J ′)

⎤
⎦ ,
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where

X̃21 = −A−T
22 (CT

2 JC1 + AT
12X11 − CT

2 JC2A
−1
22 A21/2),

X̃22 = −A−T
22 CT

2 JC2/2, X̃23 = −A−T
22 CT

2 JD.

Hence, a direct verification using the relationship above and taking the fact that
X12 = 0 into account yields that Xa defined by (31) satisfies

Ha(s)

[
I
Xa

]
=

[
I

XT
a

]
(Aa −Ba(J

′)−1BT
a Xa − sEa).

By Corollary 2(i), Xa given by (31) with (32) is a solution of the GARE (1).
In addition, it is easy to see that the pencil Aa−Ba(J

′)−1BT
a Xa−sEa is regular and

all its eigenvalues lie in C− ∪C0e if and only if the pencil Aa−Ba(J
′)−1BT

a Xa− sEa

is regular and all its eigenvalues lie in C− ∪ C0e, and the matrix pair (Ca,Aa −
Ba(J

′)−1BT
a Xa − sEa) has neither observable finite poles on C0 nor observable im-

pulsive poles if and only if the matrix pair (Ca, Aa − Ba(J
′)−1BT

a Xa − sEa) has
neither observable finite poles on C0 nor observable impulsive poles. Therefore, Xa

is a semistabilizing solution of the GARE (1).

3.3. Connection of the GARE (28) with the (J, J ′)-spectral factoriza-
tion of a proper rational matrix. Since Lemma 6 indicates clearly that we need
to compute only a semistabilizing solution of the GARE (28) in order to get a semista-
bilizing solution of the GARE (1), and furthermore, that the GARE (28) is related
closely to the (J, J ′)-spectral factorization problem [2, 3], naturally, we wish to find a
connection between the GARE (28) and the (J, J ′)-spectral factorization of a proper
rational matrix. This is the main purpose of this section.

Note that E11 is nonsingular and assumption (A1) implies that

rank
[
A11 − sE11 B1

]
= n1 ∀s ∈ C\C−;

i.e., (E−1
11 A11, E

−1
11 B1) is stabilizable. We have the following lemma.

Lemma 7 (see [23]). Under assumption (A1), there exists a K ∈ Rn1×m such
that the pencil A11 + B1K − sE11 is stable.

In the rest of this section, we shall assume that the matrix K has been determined
such that the pencil A11 + B1K − sE11 is stable.

Consider the linear time-invariant system

E11ẋ = A11x + B1u, y = C1x + Du.(33)

Let us introduce the state feedback u = Kx+v. Then the resulting closed-loop system
is

E11ẋ = (A11 + B1K)x + B1v, y = (C1 + DK)x + Dv.(34)

The transfer matrix of system (34) from the input v to the output y is

GK(s) :=

[
A11 + B1K − sE11 B1

C1 + DK D

]
.(35)

The GARE associated with GK(s) is{
AT

a,KXa,K + X T
a,KAa,K + (CT

a,KJCa,K − BaJ
′BT

a ) −X T
a,KBa(J

′)−1BT
a Xa,K = 0,

ET
a Xa,K = X T

a,KEa,
(36)
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where

Aa,K =

[
A11 + B1K B1

0 I

]
, Ca,K =

[
C1 + DK D

]
.

The following lemma gives the relation between the GAREs (28) and (36).
Lemma 8. (i) The GARE (28) has a semistabilizing solution Xa if and only if

the GARE (36) has a semistabilizing solution Xa,K.
(ii) The GARE (36) has a semistabilizing solution if and only if GK(s) has a

(J, J ′)-spectral factorization; i.e., there exists an invertible rational matrix Ξ(s)(s)
such that the following conditions hold:

(1) GT
K(−s)JGK(s) = ΞT (−s)J ′Ξ(s);

(2) all poles and zeros of Ξ(s) lie in C− ∪ Coe;
(3) GK(s)Ξ−1(s) is proper and has no poles on C0.
Proof. Lemma 8(i) and (ii) follow directly from a simple calculation and Theorem

7.4.5 in [3], respectively.

3.4. Elimination of zeros of GK(s) on C0e. According to Lemmas 6 and
8, we need to study the (J, J ′)-spectral factorization of GK(s). Note that GK(s)
has zeros on C0e; in order to derive the necessary and sufficient conditions for the
existence of a (J, J ′)-spectral factorization of GK(s), in the following we reduce the
(J, J ′)-spectral factorization of GK(s) to the canonical (J, J ′)-spectral factorization of
a related rational matrix without zeros on C0e.

Let

PK(s) :=

[
A11 + B1K − sE11 B1

C1 + DK D

]

and

Ma,K(s) :=

⎡
⎢⎣

A11 + B1K − sE11 0 B1

−(C1 + DK)TJ(C1 + DK) −(A11 + B1K)T − sET
11 −(C1 + DK)TJD

−DTJ(C1 + DK) −BT
1 −DTJD

⎤
⎥⎦ .

Lemma 9. If GK(s) has a (J, J ′)-spectral factorization, then

μ1 = ν, i.e., (n1 − μ1) + ν = n1.

Proof. We consider two cases.
Case 1: p = m. In this case, PK(s) is square and regular because of assumption

(A1), and we know from the eigendecomposition (8) and Lemma 5 that the number
of stable and antistable eigenvalues of PK(s) is

n1 + m− [(n1 − μ1) + m] = μ1.
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Since⎡
⎢⎢⎣

I 0 0 0
0 −(C1 + DK)TJ I 0
0 −DTJ 0 I
0 I 0 0

⎤
⎥⎥⎦

×

⎡
⎢⎢⎣

A11 + B1K − sE11 B1 0 0
C1 + DK D 0 −J−1

0 0 −(A11 + B1K)T − sET
11 −(C1 + DK)T

0 0 −BT
1 −DT

⎤
⎥⎥⎦

×

⎡
⎢⎢⎣

I 0 0 0
0 0 I 0
0 I 0 0

J(C1 + DK) 0 JD I

⎤
⎥⎥⎦ =

[
Ma,K(s) 0

0 −J−1

]
,

it is clear that the stable and antistable eigenvalues of Ma,K(s) are the stable and
antistable eigenvalues of PK(s) plus the stable and antistable eigenvalues of −PK(−s),
so the number of such stable and antistable eigenvalues is 2μ1. On the other hand, we
have from the eigendecomposition (14) that the dimension of the stable eigenspace of
Ma,K(s) is ν, and it is a standard result [8, 14] that if λ is an eigenvalue of Ma,K(s),
then −λ̄ is also an eigenvalue of Ma,K(s). Therefore, the number of the stable and
antistable eigenvalues of Ma,K(s) is 2ν. Hence,

2μ1 = 2ν, i.e., μ1 = ν, (n1 − μ1) + ν = n1.

Case 2: p > m. Since GK(s) has a (J, J ′)-spectral factorization with a factoriza-
tion factor Ξ(s) satisfying

(GK(−s)Ξ−1(−s))TJ(GK(s)Ξ−1(s)) = J ′,

GK(s)Ξ−1(s) is proper and has no poles on C0; thus, GK(s)Ξ−1(s) has no finite zeros
on C0 and nontrivial infinite zeros. Note that from GK(s) = (GK(s)Ξ−1(s))Ξ(s) we
obtain that the zeros of GK(s) on C0e are the same as those of Ξ(s); i.e., the dimension
of the eigenspace of Ξ(s) corresponding to the eigenvalues on C0e is (n1 − μ1) + m.
Therefore, from the above analysis in Case 1, ΞT (−s)J ′Ξ(s) has 2(n1 +m−μ1) zeros
on C0e. Equivalently, GT

K(−s)JGK(s) has 2(n1 + m− μ1) zeros on C0e. This means
that Ma,K(s) has 2(n1 + m − μ1) eigenvalues on C0e. The number of stable and
antistable eigenvalues of Ma,K(s) is 2μ1. Hence, similar to Case 1, we must have

2μ1 = 2ν, i.e., μ1 = ν, (n1 − μ1) + ν = n1.

Since the eigendecomposition (8) and Lemma 5 yield that

PK(s)

[
Q12 0

−KQ12 Q33

]
=

[
S12 S13

0 S33

] [
Φ22 − sΘ22 Φ23

Φ32 Φ33

]
,

we define

WZ(s) :=

⎡
⎣ Φ22 − sΘ22 Φ23 Z

Φ32 Φ33 I
−KQ12 Q33 0

⎤
⎦ .
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Lemma 10. (i) For any Z ∈ R(n1−μ1)×m, WZ(s) is invertible and, furthermore,

GK,Z(s) := GK(s)WZ(s) =

[
A11 + B1K − sE11 −S12Z − S13

C1 + DK −S33

]
.(37)

(ii) There exists Z such that all finite zeros of WZ(s) are on C−. For such a Z,
GK,Z(s) is proper and stable and has no finite zeros on C0 and no nontrivial infinite
zeros.

(iii) For a Z in (ii), GK(s) has the a (J, J ′)-spectral factorization if and only if
GK,Z(s) has a canonical (J, J ′)-spectral factorization; i.e, there exists an invertible
rational matrix Π(s) such that

GT
K,Z(−s)JGK,Z(s) = ΠT (−s)J ′Π(s)

and all poles and zeros of Π(s) lie in C−.
Proof. Note that Q33 is nonsingular (see Lemma 5), so WZ(s) is always invertible.

In addition, (37) follows directly from a simple verification. So, we need to prove only
(ii) and (iii) of Lemma 10.

Part (ii). Since S33 is of full column rank (see Lemma 5) and E11 is nonsingular,
GK,Z(s) has no nontrivial infinite zeros. Furthermore, from Lemma 5,[

S22

S32

]
= 0

and rank(S33) = m, so [
S12 S13

0 S33

]

is of full column rank; consequently, we have from (9) that

rank

⎡
⎣ Φ22 − sΘ22 Φ23

Φ32 Φ33

−KQ12 Q33

⎤
⎦ = rank

⎛
⎝
⎡
⎣ S12 S13 0

0 S33 0
0 0 I

⎤
⎦
⎡
⎣ Φ22 − sΘ22 Φ23

Φ32 Φ33

−KQ12 Q33

⎤
⎦
⎞
⎠

= rank

⎡
⎣ (A11 + B1K − sE11)Q12 0

(C1 + DK)Q12 0
−KQ12 Q33

⎤
⎦ ∀s ∈ C.

Since [
Q12 0
0 Q33

]

is of full column rank, A11 + B1K − sE11 is stable, and[
Φ22 − sΘ22 Φ23

Φ32 Φ33

]

is nonsingular for any s ∈ C\C0, we get that⎡
⎣ Φ22 − sΘ22 Φ23

Φ32 Φ33

−KQ12 Q33

⎤
⎦
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is of full column rank for any s ∈ C; equivalently,[
Φ22 + Φ23Q

T
33KQ12 − sΘ22

Φ32 + Φ33Q
T
33KQ12

]

is of full column rank for any s ∈ C (i.e., is observable). Consequently, there exists a
Z such that the matrix

Θ−1
22 [Φ22 + Φ23Q

T
33KQ12 −Z(Φ32 + Φ33Q

T
33KQ12)]

is stable. Hence, part (ii) follows.
Part (iii). Assume that GK,Z(s) has a canonical (J, J ′)-spectral factorization:

GT
K,Z(−s)JGK,Z(s) = ΠT (−s)J ′Π(s),

where all poles and zeros of Π(s) lie in C− and GK,Z(s)Π−1(s) is proper and has no
poles on C0. Let Ξ(s) = Π(s)W−1

Z (s). Then, from (37), we immediately get

GT
K(−s)JGK(s) = ΞT (−s)J ′Ξ(s).

Moreover, GK(s)Ξ−1(s) = GK,Z(s)Π−1(s) is proper and has no poles on C0. Further-
more, all poles and zeros of Π(s) and W−1(s) lie on C− ∪C0e, so all poles and zeros
of Ξ(s) also lie on C− ∪ C0e. Hence GK(s) has a (J, J ′)-spectral factorization.

Conversely, assume that GK(s) has a (J, J ′)-spectral factorization:

GT
K(−s)JGK(s) = ΞT (−s)J ′Ξ(s),

where all poles and zeros of Ξ(s) lie in C− ∪C0e and GK(s)Ξ−1(s) is proper and has
no poles on C0. Let Π(s) = Ξ(s)WZ(s). Then it can be verified that

GT
K,Z(−s)JGK,Z(s) = ΠT (−s)J ′Π(s)

and GK,Z(s)Π−1(s) = (GK(s)WZ(s))(Ξ(s)WZ(s))−1 = GK(s)Ξ−1(s) is proper and has
no poles on C0.

Since GK,Z(s) is stable and has no zeros on C0 and we have shown that
GK,Z(s)Π−1(s) is proper and has no poles on C0, Π−1(s) cannot have poles and
zeros on C0; i.e., Π(s) cannot have poles and zeros on C0. Therefore, all poles and
zeros of Π(s) are on C0 because all poles and zeros of Ξ(s) and WZ(s) are on C0∪C0e.
Hence GK,Z(s) has a canonical (J, J ′)-spectral factorization.

3.5. Solvability conditions for the canonical (J, J ′)-spectral factoriza-
tion of GK,Z(s). Since GK,Z(s) is proper and has no poles and zeros (finite zeros
and nontrivial infinite zeros) on C0e, hence existing results [16] for the canonical
(J, J ′)-spectral factorizations can be applied to GK,Z(s) directly.

Lemma 11. Let Z be such that all finite zeros of WZ(s) are on C−. Then GK,Z(s)
has a canonical (J, J ′)-spectral factorization if and only if the conditions (15) and (16)
hold.

Proof. It is well known [16] that GK,Z(s) has a canonical (J, J ′)-spectral factor-
ization if and only if

ST
33JS33 = DT

0 J
′D0 for some nonsingular D0;
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i.e., the condition (15) holds, and, furthermore, the ARE

E−T
11 (A11 + B1K)TP + P (A11 + B1K)E−1

11 + E−T
11 (C1 + DK)TJ(C1 + DK)E−1

11

−[P (S12Z + S13) + E−T
11 (C1 + DK)TJS33](S

T
33JS33)

−1

×[(S12Z + S13)
TP + ST

33J(C1 + DK)E−1
11 ] = 0

(38)

has a stabilizing solution P ; i.e., P is a solution of (38) and

(A11+B1K)E−1
11 −(S12Z+S13)(S

T
33JS33)

−1[(S12Z+S13)
TP+ST

33J(C1+DK)E−1
11 ](39)

is stable.
Define

As := Φ22 + Φ23Q
T
33KQ12 −Z(Φ32 + Φ33Q

T
33KQ12),

Bs := (ZΦ33 − Φ32)Q
T
33, Cs := Φ32 + Φ33Q

T
33KQ12, Ds := −Φ33Q

T
33.

Then pencil As − sΘ22 is stable, as shown in the proof of Lemma 10. We also have
after a simple calculation using the eigendecompositions (8) and (14) and Lemma 5
that⎡

⎢⎣
A11 + B1K − sE11 0 −S12Z − S13

−(C1 + DK)TJ(C1 + DK) −(A11 + B1K)T − sET
11 (C1 + DK)TJS33

ST
33J(C1 + DK) ZTST

12 + ST
13 −ST

33JS33

⎤
⎥⎦

×

⎡
⎣ L1 Q12

L3 0
Ds(L5 −KL1) Cs

⎤
⎦

=

⎡
⎢⎣

E11L1 S12

ET
11L3 0
0 0

⎤
⎥⎦
[

Δ − sI 0
Bs(L5 −KL1) As − sΘ22

]
.(40)

Since Lemmas 9 and 10(iii) hold, we have from the well-known relationship between
the stabilizing solution of an ARE and its associated Hamiltonian matrix pencil [8,
14, 27] that GK,Z(s) has a canonical (J, J ′)-spectral factorization if and only if the
condition (15) holds, (n1 − μ1) + ν = n1, and

[
L1 Q12

]
is nonsingular; i.e., the

conditions (15) and (16) hold.

3.6. Proof of Theorem 4. Now we are ready to prove Theorem 4 based on the
results in sections 3.1–3.5.

Proof. Let K and Z be such that A11 + B1K − sE11 is stable and all finite zeros
of WZ(s) are on C−, respectively. We have

the GARE (1) has a semistabilizing solution Xa

⇐⇒ the GARE (28) has a semistabilizing solution Xa (by Lemma 6)

⇐⇒ GK(s) has a (J, J ′)-spectral factorization (by Lemma 8)

⇐⇒ GK,Z(s) has a canonical (J, J ′)-spectral factorization (by Lemma 10)

⇐⇒ the conditions (15) and (16) hold (by Lemma 11).

Furthermore, we have using Lemma 5 and the eigendecomposition (8) that

DQ33 = S33Φ33, C1Q12 + C2Q22 = S33Φ32, A21Q12 + A22Q22 = 0;
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thus, under the conditions (15) and (16), we have using Lemma 5 and the eigende-
compositions (8) and (14) that

rank

[
L1 Q12 0
L5 0 I

]
= rank

[
E11L1 S12 S13

0 0 D0

]
= n1 + m,(41)

Ha(s)

⎡
⎢⎢⎣

L1 Q12 0
L5 0 I
L3 0 0
J ′L5 −J ′D0Φ32 −J ′D0Φ33Q

T
33 + J ′

⎤
⎥⎥⎦

=

⎡
⎢⎢⎣

E11L1 S12 S13

0 0 D0

ET
11L3 0 −CT

1 JS33

0 0 −DTJS33 + J ′D0

⎤
⎥⎥⎦
⎡
⎣ Δ − sI 0 0

0 Φ22 − sΘ22 Φ23Q
T
33

0 Φ32 Φ33Q
T
33

⎤
⎦ ,(42)

and [
L1 Q12 0
L5 0 I

]T [
ET

11L3 0 −CT
1 JS33

0 0 −DTJS33 + J ′D0

]

=

[
L3 0 0
J ′L5 −J ′D0Φ32 −J ′D0Φ33Q

T
33 + J ′

]T [
E11L1 S12 S13

0 0 D0

]
.(43)

So, Corollary 2(i) means that

Xa =

[
L3 0 0
J ′L5 −J ′D0Φ32 −J ′D0Φ33Q

T
33 + J ′

] [
L1 Q12 0
L5 0 I

]−1

(44)

is a semistabilizing solution of the GARE (28). Moreover, (42) yields that

Aa − Ba(J
′)−1BT

a Xa − sEa

=

[
E11L1 S12 S13

0 0 D0

]−1
⎡
⎣ Δ − sI 0 0

0 Φ22 − sΘ22 Φ23Q
T
33

0 Φ32 Φ33Q
T
33

⎤
⎦[

L1 Q12 0
L5 0 I

]−1

is regular and all its eigenvalues lie in C− ∪ C0e. In addition, because

[
C1 D

] [ L1 Q12 0
L5 0 I

]
=

[
C1L1 + DL5 S33Φ32 S33Φ33Q

T
33

]
,

it is easy to know using the fact that Δ is stable and
[

Φ32 Φ33

]
is of full row rank

that the pair⎛
⎝[

C1L1 + DL5 S33Φ32 S33Φ33Q
T
33

]
,

⎡
⎣ Δ − sI 0 0

0 Φ22 − sΘ22 Φ23Q
T
33

0 Φ32 Φ33Q
T
33

⎤
⎦
⎞
⎠

has neither observable finite poles on C0 nor observable impulsive poles; equivalently,
the pair (Ca,Aa −Ba(J

′)−1BT
a Xa − sEa) has neither observable finite poles on C0 nor
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observable impulsive poles. Therefore, Xa is a semistabilizing solution of the GARE
(28).

Let X̃21, X̃22, and X̃23 be defined in (32). We have⎡
⎣ In1

0 0
0 0 Im
0 In2 0

⎤
⎦
⎡
⎣ X11 0 X12

X̃21 X̃22 X̃23

X21 0 X22 − J ′

⎤
⎦
⎡
⎣ In1

0 0
0 0 In2

0 Im 0

⎤
⎦
⎡
⎣ L1 Q12 0 0

L5 0 I 0
0 0 0 I

⎤
⎦

=

⎡
⎣ L3 0 0 0

0 −J ′D0Φ32 −J ′D0Φ33Q
T
33 0

X̃21L1 + X̃23L5 X̃21Q12 X̃23 X̃22

⎤
⎦ ,

which yields⎡
⎣ I 0 0

0 AT
22 0

0 0 Im

⎤
⎦
⎡
⎣ X11 0 X12

X̃21 X̃22 X̃23

X21 0 X22 − J ′

⎤
⎦[

L1 Q12 0
0 0 I

]

=

⎡
⎣ L3 0 0 0

AT
22X̃21L1 AT

22X̃21Q12 AT
22X̃22 AT

22X̃23

J ′D0Φ33Q
T
33L5 −J ′D0Φ32 0 −J ′D0Φ33Q

T
33

⎤
⎦

=

⎡
⎣ L3 0 0 0

AT
22X̃21L1 AT

22X̃21Q12 −CT
2 JC2/2 −CT

2 JD
J ′D0Φ33Q

T
33L5 −J ′D0Φ32 0 −J ′D0Φ33Q

T
33

⎤
⎦

=

[
L3 0 0 0

AT
22X̃21L1 − CT

2 JC2L2/2 − CT
2 JDL5 AT

22X̃21Q12 + CT
2 JC2Q22/2 −CT

2 JC2/2 −CT
2 JD

0 −J′D0Φ32 0 −J′D0Φ33Q
T
33

]

×

⎡
⎢⎢⎣

I 0 0 0
0 I 0 0

−L2 Q22 I 0
−L5 0 0 I

⎤
⎥⎥⎦ .

Note that the eigendecompositions (8) and (14) and Lemma 5 give that

A21Q12 + A22Q22 = 0, A21L1 + A22L2 = 0,

X11

[
L1 Q12

]
=

[
L3 0

]
,

−CT
2 JC1L1 − CT

2 JC2L2 −AT
12L3 − CT

2 JDL5 = AT
22L4;

so

AT
22X̃21L1 − CT

2 JC2L2/2 − CT
2 JDL5 = AT

22L4,

AT
22X̃21Q12 + CT

2 JC2Q22/2 = −CT
2 JC1Q12,

and thus ⎡
⎣I 0 0

0 AT
22 0

0 0 Im

⎤
⎦
⎡
⎣X11 0 X12

X̃21 X̃22 X̃23

X21 0 X22 − J ′

⎤
⎦[

L1 Q12 0
0 0 I

]

=

⎡
⎣ L3 0 0 0
AT

22L4 −CT
2 JC1Q12 −CT

2 JC2/2 −CT
2 JD

0 −J ′D0Φ32 0 −J ′D0Φ33Q
T
33

⎤
⎦
⎡
⎢⎢⎣

I 0 0 0
0 I 0 0

−L2 Q22 I 0
−L5 0 0 I

⎤
⎥⎥⎦ .(45)

Hence, (17) and (18) follow directly from (45) and lemma 6.
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4. Conclusions. In this paper we have derived numerically verifiable necessary
and sufficient conditions for the existence of the semistabilizing solution of the GARE
(1) and developed Algorithm 1 for computing such a semistabilizing solution. The
main ingredients of Algorithm 1 are the computations of eigendecompositions (8) and
(14), which are computed by numerically backward stable algorithms in [6, 10, 26].
As a result, Algorithm 1 is a generalization of the well-known generalized eigenvalue
approach for the classical AREs to the GARE (1).

There are still some interesting problems related to the GARE (1) that are yet
to be solved. Such problems include (i) the conditioning analysis and (ii) the compu-
tation of ⎡

⎢⎢⎢⎣
L1

L2

...
L5

⎤
⎥⎥⎥⎦

in (14) (i.e., the computation of the stable eigenspace of Ma(s)) based on the nu-
merically stable and structure-preserving methods in [1, 4]. There are only very few
results available for these problems in the existing literature.

Appendix. We construct the decompositions (7) and (8) as follows.
Construction of the decomposition (7).
Step 1. Compute the URV decomposition [6] of E to get orthogonal matrices U

and V such that

UEV =:

[ n1 n− n1

E11 0
0 0

]
}n1

}n− n1
, rank(E11) = n1.

Define

UAV =:

[ n1 n− n1

A11 A
(1)
12

A21 A
(1)
22

]
}n1

}n− n1
, UB =:

[
B

(1)
1

B
(1)
2

]
}n1

}n− n1
.

Since assumption (A1) holds true, we have rank
[
A

(1)
22 B

(1)
2

]
= n− n1.

Step 2. Compute the RQ decomposition [6] of
[
A

(1)
22 B

(1)
2

]
to get orthogonal

matrix V such that

[
A

(1)
22 B

(1)
2

]
V =:

[n− n1 m

A22 0
]
, rank(A22) = n− n1.

Set

[
A

(1)
12 B

(1)
1

]
V =:

[n− n1 m

A12 B1

]
.

Then U , V , and V lead to the decomposition (7).
Construction of the eigendecomposition of (8).
Step 1. Compute the generalized upper triangular form [26, 10] of the pencil

⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
C1 C2 D

⎤
⎦
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taking assumption (A2) into account to get orthogonal matrices S1 and Q1 with
partitioning

p + μ1 −m n1 − μ1 (n− n1) + m

S1 =

⎡
⎢⎢⎢⎣

S11 S12 S
(1)
13

S21 S22 S
(1)
23

S31 S32 S
(1)
33

⎤
⎥⎥⎥⎦

}n1

}n− n1

}p
,

μ1 n1 − μ1 (n− n1) + m

Q1 =

⎡
⎢⎢⎢⎣
Q11 Q12 Q

(1)
13

Q21 Q22 Q
(1)
23

Q31 Q32 Q
(1)
33

⎤
⎥⎥⎥⎦

}n1

}n− n1

}m

such that

ST
1

⎡
⎣ A11 − sE11 A12 B1

A21 A22 0
C1 C2 D

⎤
⎦Q1

μ1 n1 − μ1 (n− n1) + m

=:

⎡
⎢⎢⎣

Φ11 − sΘ11 0 0

Φ21 − sΘ21 Φ
(1)
22 − sΘ

(1)
22 Φ

(1)
23

Φ
(1)
31 − sΘ

(1)
31 Φ

(1)
32 Φ

(1)
33

⎤
⎥⎥⎦

}p + μ1 −m

}n1 − μ1

}(n− n1) + m

,

(46)

where

rank(Θ11) = μ1, rank(Θ
(1)
22 ) = n1 − μ1,

rank(Φ11 − sΘ11) = μ1 ∀s ∈ C0e,(47)

rank

[
Φ

(1)
22 − sΘ

(1)
22 Φ

(1)
23

Φ
(1)
32 Φ

(1)
33

]
= m + n− μ1 ∀s ∈ C\C0.(48)

Note that (46) implies that S22Θ
(1)
22 = 0 and E11Q

(1)
13 = 0, and so

S22 = 0, Q
(1)
13 = 0,

[
Q

(1)
23

Q
(1)
33

]

is nonsingular. We also have from (48) that

rank
[

Φ
(1)
32 Φ

(1)
33

]
= (n− n1) + m.

Consequently, we have using (46) again that

n− n1 = rank(A22) = rank

([
A22 0

] [ Q
(1)
23

Q
(1)
33

])

= rank

([
S22 S

(1)
23

] [ Φ
(1)
23

Φ
(1)
33

])
= rank(S

(1)
23 Φ

(1)
33 ),
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which yields that rank(S
(1)
23 ) ≥ n−n1. But it is clear that rank(S

(1)
23 ) ≤ n−n1. Thus,

we obtain that

rank(S
(1)
23 ) = n− n1.

Step 2. Compute the RQ factorization [6] of S
(1)
23 to get an orthogonal matrix S2

such that

S
(1)
23 S2 =:

[m n− n1

0 S24

]
, rank(S24) = n− n1.

Set

S = S1

[
I 0
0 S2

]
=

⎡
⎣
p + μ1 −m n1 − μ1 m n− n1

S11 S12 S13 S14

S21 S22 0 S24

S31 S32 S33 S34

⎤
⎦ }n1

}n− n1

}p
,

ST
2

[
Φ

(1)
31 − sΘ

(1)
31 Φ

(1)
32 Φ

(1)
33

]
=:

[ μ1 n1 − μ1 (n− n1) + m

Φ31 − sΘ31 Φ
(2)
32 Φ

(2)
33

Φ41 − sΘ41 Φ
(2)
42 Φ

(2)
43

]
}m
}n− n1

.

Then we have

n− n1 = rank(S
(1)
23 Φ

(1)
33 ) = rank(S24Φ

(2)
43 ) = rank(Φ

(2)
43 ).

Step 3. Compute the RQ factorization [6] of Φ
(2)
43 to get orthogonal matrix Q2

such that

Φ
(2)
43 Q2 =

[m n− n1

0 Φ
(3)
44

]
, rank(Φ

(3)
44 ) = n− n1.

Set

[
Φ

(1)
23

Φ
(2)
33

]
Q2 =

[ m n− n1

Φ23 Φ
(3)
24

Φ33 Φ
(3)
34

]
}n1 − μ1

}m .

Step 4. Compute the RQ factorization [6] of
[
Φ

(2)
42 Φ

(3)
44

]
to get orthogonal matrix

Q3 with partitioning

Q3 =

[n1 − μ1 n− n1

Q
(3)
11 Q

(3)
12

Q
(3)
21 Q

(3)
22

]
}n1 − μ1

}n− n1

such that

[
Φ

(2)
42 Φ

(3)
44

]
Q3 =

[n1 − μ1 n− n1

0 Φ44

]
, rank(Φ44) = n− n1.
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Set

Q = Q1

[
I 0
0 Q2

]⎡⎢⎢⎣
Iμ1 0 0 0

0 Q
(3)
11 0 Q

(3)
12

0 0 I 0

0 Q
(3)
21 0 Q

(3)
22

⎤
⎥⎥⎦ =

⎡
⎣

μ1 n1 − μ1 m n− n1

Q11 Q12 Q13 Q14

Q21 Q22 Q23 Q24

Q31 Q32 Q33 Q34

⎤
⎦}n1

}n− n1

}m
,

[
Φ

(1)
22 − sΘ

(1)
22 Φ

(3)
24

Φ
(2)
32 Φ

(3)
34

]
Q3 =

[ n1 − μ1 n− n1

Φ22 − sΘ22 Φ24 − sΘ24

Φ32 Φ34

]
}n1 − μ1

}m .

Then a simple calculation gives that Θ22 is nonsingular, and (11) and (12) hold.
Hence, S and Q give the eigendecomposition (8).
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ON THE GAP BETWEEN THE COMPLEX STRUCTURED
SINGULAR VALUE AND ITS CONVEX UPPER BOUND∗
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Abstract. The gap between the complex structured singular value of a complex matrix M and
its convex upper bound is considered. New necessary and sufficient conditions for the existence of
the gap are derived. It is shown that determining whether there exists such a gap is as difficult
as evaluating a structured singular value of a reduced rank matrix (whose rank is equal to the
multiplicity of the largest singular value of M). Furthermore, if an upper bound on this reduced
rank problem can be obtained, it is shown that this provides an upper bound on the original problem
that is lower than the convex relaxation upper bound. An example that illustrates our procedure
is given. We also give the solution of several structured-approximation problems of independent
interest.

Key words. structured uncertainty, convex relaxation, structured singular value, robust control,
μ-analysis, distance to singularity, Toeplitz matrices
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1. Notation. R and C denote the sets of real and complex numbers, respectively.
Cn×m denotes the space of all n×m complex matrices. For A ∈ Cn×m, A′ denotes the
complex-conjugate transpose and σi(A) denotes the ith largest singular value. The
smallest and largest singular values are denoted by σ(A) and σ̄(A), respectively. The
norm of A is defined as ‖A‖ = σ̄(A). For A ∈ Cn×n, λ(A) is the set of all eigenvalues
(or spectrum) of A and ρ(A) := max{|λi| : λi ∈ λ(A)} is the spectral radius of A.
For Hermitian A, λ(A) denotes the smallest and λ̄(A) the largest eigenvalue of A,
respectively. The m-dimensional identity matrix is denoted by Im and the m × n
null matrix is denoted by 0m,n. The subscripts of the identity and null matrices are
dropped if the dimensions can be inferred from the context. All matrices are assumed
to be complex unless otherwise stated. If m is a positive integer, then m is the set
{i ∈ N : 1 ≤ i ≤ m}, where N denotes the set of positive integers. If A and B are
sets, then A\B = {x ∈ A, x /∈ B}.

A matrix Δ is called γ-unitary if ΔΔ′ = Δ′Δ = γ2I. Let Δ11 be a complex
matrix and let γ ≥ ‖Δ11‖. An embedding

Δ =

[
Δ11 Δ12

Δ21 Δ22

]
(1.1)

is called a γ-completion of Δ11 if ‖Δ‖ = γ. A γ-completion of Δ11 is called a γ-
unitary completion if it is γ-unitary. If Δ is partitioned as (1.1) and U is a complex
matrix such that I − Δ11U is nonsingular, we define the upper linear fractional map
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as Fu(Δ, U) = Δ22 + Δ21U(I − Δ11U)−1Δ12. If I − UΔ22 is nonsingular, we define
the lower linear fractional map as Fl(Δ, U) = Δ11 + Δ12U(I − Δ22U)−1Δ21.

2. Introduction. The structured singular value (μ) [3, 6, 7, 8, 10, 11, 12, 21, 27,
28] has proved to be an effective analytical and design tool in the area of robust control.
As an analysis tool, it is used to establish necessary and sufficient conditions for the
robust stability of feedback systems subject to structured uncertainty. Combined
with H∞ optimal control methods it serves as a synthesis tool for designing feedback
systems subject to tight robust-stability and robust-performance specifications.

Unfortunately, deciding whether the structured singular value of a matrix is less
than one (say) is an NP-hard problem [4, 5]. This suggests that given any algorithm
to compute μ, there will be “worst-case” problems for which the algorithm will fail to
find the answer in polynomial time. In practice, upper bounds are often used (giving
sufficient robust stability and performance conditions), obtained via the so-called D-
iteration procedure, which solves a convex optimization problem. The introduction
of this method was initially motivated by the fact that the gap between μ and its
convex upper bound is zero for certain simple uncertainty structures (specifically
when 2S + F ≤ 3, where S is the number of scalar uncertainty blocks and F the
number of full blocks). This class of problems, however, is too small for most practical
applications. In general, the gap between μ and its convex upper bound can be
arbitrarily large (but grows no faster than linearly in the number of uncertainty blocks)
[19].

Despite these conclusions about the computational complexity of the general prob-
lem, solving special classes of μ problems can be relatively easy: The solution of the
rank-one problem [25, 26] corresponds to the alignment of n complex vectors in two
dimensions. Note that despite its simplicity, this class of problems is sufficiently gen-
eral for carrying out Kharitonov-type analysis of uncertain polynomials. In [24], a
low-complexity algorithm was given for solving a special class of rank-2 problems.
Considering the Cauchy–Binet expansion of the determinant formula, it seems rea-
sonable to conjecture that the computational complexity of the problem is intimately
related to its rank. The main result of this work shows that the gap between μ and its
convex upper bound may be breached if we can solve a reduced-rank μ problem. In
this case, an upper bound tighter than the D-iteration bound can be obtained using
a computationally simple procedure (the solution of an eigenvalue problem).

In our previous work [14] we obtained bounds on μ(M) by embedding the under-
lying block-structured uncertainty set within a larger set. This was constructed by
imposing the least-conservative bound on the projection of the structured uncertainty
in the direction defined by the singular vectors corresponding to the smallest singular
value of M . The method has been used successfully for real and mixed-type struc-
tured uncertainty, resulting in algorithms with excellent computational performance
[15, 17]. In its dynamic version, this technique was also used in [14] to identify the
set of all maximally robust controllers which guarantee robust stability for the largest
possible class of unstructured additive perturbations containing the uncertainty ball
of maximum radius as a subset. (In this case, directionality arises from the Schmidt
vectors of a Hankel operator related to the problem; these remain invariant for all
maximally robust controllers.) As noted in [14], the approach followed in that work
[14] suffered from the fundamental limitation that singular value multiplicity larger
than one was not considered. As a result, the bounds on μ obtained by this method
cannot outperform the D-iteration bounds (unless the largest singular value of the
scaled matrix is simple, in which case the D-iteration bound is equal to μ). In this
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paper we rectify this limitation by considering singular values of arbitrary multiplic-
ity. In the following paragraphs we outline the general approach of this work more
formally. Let M ∈ Cn×n have a singular value decomposition

M =UΣV ′=
[
U1 U2

][ Im 0
0 Σ2

][
V ′

1

V ′
2

]
, Σ2 =diag(σm+1, . . . , σn),(2.1)

with U1, V1∈Cn×m. Assume that 1 > σm+1 = · · · = σm+l > σm+l+1 ≥ · · · ≥ σn and
define A = Σ−1 = diag(A1, A2), where A1 = Im and A2 = diag(am+1, . . . , an), with
1 < am+1 = · · · = am+l < am+l+1 ≤ · · · ≤ an. Let Δ⊆Cn×n denote a block diagonal
structured uncertainty set and let BΔ = {Δ ∈ Δ : ‖Δ‖ ≤ 1} denote its unit ball.
The complex structured singular value of M is defined as μΔ(M)=rΔ(M)−1, where

rΔ(M) := min
Δ∈Δ

{‖Δ‖ : det(I−ΔM)=0}= min
Δ∈Δ

{‖Δ‖ : det(A−V ′ΔU)=0}(2.2)

is the structured stability radius (if det(I−ΔM) �= 0 ∀Δ ∈ Δ, define μΔ(M) = 0).
Let D = {D ∈ Cn×n : D = D′ ≥ 0 : DΔ = ΔD ∀Δ ∈ Δ} ⊆ Cn×n denote a
complementary block diagonal structure to Δ, and define D+ = {D ∈ D : D > 0}.
Then

μΔ(M) ≤ inf {γ : D ∈ D+, γ2D −M ′DM ≥ 0} := γo,(2.3)

where the infimum in the right-hand side is the so-called D-iteration upper bound.
Note that an alternative form of this upper bound is

γo = inf
D∈D+

‖D1/2MD−1/2‖.

This follows readily from the equivalences:

γ2D −M ′DM ≥ 0 ⇔ γ2I −D−1/2M ′DMD−1/2 ≥ 0 ⇔ ‖D1/2MD−1/2‖ ≤ γ,

which hold for every D ∈ D+. In what follows, we assume that D = I and γo = 1
are the minimizers and we investigate the gap between μΔ(M) and its upper bound
‖M‖ = 1.

Remark 2.1. We impose the above scaling on M because we intend to investigate
in a single framework the case that M is arbitrary and also the case that M is
D-optimally scaled. If M is arbitrary, redefining M ← ‖M‖−1M gives M with
norm one. Consider next the case arising at the end of the D-iteration: When the
infimum in (2.3) is achieved by a Do ∈ D+, the above scaling can be simply performed

as M ← γ−1
o D

1/2
o MD

−1/2
o (we exclude the possibility that γo = 0 as in this case

μΔ(M) = 0). Clearly, this is not defined when the infimum is not achieved, i.e., when

there exists a sequence of Di’s in D+ such that limi→∞ ‖D1/2
i MD

−1/2
i ‖ = γo, but

limi→∞ Di = Do is singular. To avoid technical details with infimizing scaling-matrix
sequences we restrict our attention throughout the paper to the class of problems for
which the infimum in (2.3) is achieved. However, as we now argue, this is made only
for simplicity of presentation and does not restrict the generality of our work.

To our knowledge, the question regarding the achievement of the infimum in
(2.3) is only partially resolved. In [2], the authors study the limiting behavior of the
D-iteration bound, in the equivalent formulation:

fmin(M) = {‖eDMe−D‖ : D ∈ D}, D = {Rn×n, D = diag(D), trace(D) = 0}.(2.4)
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Note that, although only simple diagonal scalings are considered, the results apply
to general block diagonal/repeated scalings. The advantage of this formulation arises
from the convexity of the function f(M,D) = ‖eDMe−D‖. It is shown in [2] that
the set of optimal scalings {D : D ∈ D, ‖eDMe−D‖ = fmin(M)} is nonempty and
bounded if M is irreducible (for a reducible M the infimum may or may not be
attained). If M is reducible, there exists (by definition) a permutation P such that

PMP ′ =

[
M11 M12

0 M22

]

with M11 ∈ Cr×r, r < n. Since for any permutation matrix, ‖PeDP ′PMP ′Pe−DP ′‖ =
‖eDMe−D‖, we can assume that every reducible matrix is of the above form (note
that PeDP ′ is diagonal and corresponds to the re-ordering of the diagonal structure).
Now, μ−1

Δ (M) = min{‖Δ‖ : Δ ∈ Δ,det(I − MΔ) = 0}. Since det(I − ΔM) =
det(I −Δ1M11) det(I −Δ2M22), where Δ1 and Δ2 denote, respectively, the first and
second diagonal blocks of Δ, it follows that for every reducible matrix, μΔ(M) =
max{μΔ1(M11), μΔ2(M22)}, where Δ1 and Δ2 denote the two diagonal structures of
dimension r × r and (n− r) × (n− r) inherited from Δ. Thus if M is reducible, the
results of the paper can be applied separately to M11 and M22 (assumed irreducible)
to obtain upper bounds μΔ1(M11) ≤ μ̄Δ1(M11) and μΔ2(M22) ≤ μ̄Δ2(M22), which
are tighter (or at least no worse) than the two individual D-iteration upper bounds.
We can then define μ̄Δ(M) := max{μ̄Δ1(M11), μ̄Δ2(M22)} as a bound on μΔ. Since
for any sequence (Di) in D we have that∥∥∥∥∥

[
eD

i
1 0

0 eD
i
2

]
M

[
e−Di

1 0

0 e−Di
2

]∥∥∥∥∥ ≥ max{‖eDi
1M11e

−Di
1‖, ‖eDi

1M11e
−Di

1‖},

the bound μ̄Δ(M) can be no worse than the optimal D-iteration bound of M . If
M11 or M22 (or both) are reducible, we can extend the process by partitioning these
matrices further to obtain the same conclusion.

In what follows, extensive use is made of the following optimization problems
associated with M and their solutions:

max {ρ(V ′
1ΔU1) : Δ ∈ BΔ}(2.5)

and

max {‖V ′
1ΔU1‖ : Δ ∈ BΔ}.(2.6)

Remark 2.2. Let

M0 = UΣ0V
′ :=

[
U1 U2

] [ Im 0
0 0

] [
V ′

1

V ′
2

]
= U1V

′
1 ,(2.7)

so that M0 is obtained from the singular value decomposition of M in (2.1) by setting
Σ2 = 0. Then the optimization in (2.5) becomes

max
Δ∈BΔ

ρ(V ′
1ΔU1) = max

Δ∈BΔ
ρ(ΔU1V

′
1) = max

Δ∈BΔ
ρ(ΔM0) =: μΔ(M0)

and is therefore a reduced rank μ problem. One of the contributions of this paper is
to show that μΔ(M) = 1 if and only if μΔ(M0) = 1.
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The following result uses a semidefinite relaxation of the nonconvex optimization
in (2.6) to derive an upper bound, shows that the gap is zero, and proves that the
optimum is 1 if M is the (scaled) output of the D-iteration.

Lemma 2.3. With all variables as defined above,

max
Δ∈BΔ

‖V ′
1ΔU1‖2 = min {γ : D ∈ D, D − V1V1

′ ≥ 0, γI − U1
′DU1 ≥ 0}.(2.8)

Furthermore, if the optimum in (2.3) is 1, the optimum in (2.6) is 1.
Proof. See the appendix.
It is clear that ‖M‖ = 1 is an upper bound on μΔ(M) and on (2.5) and (2.6).

Suppose that φ̄1 and φ̄2 are upper bounds on (2.5) and (2.6). The contribution of this
paper is to show that if φ̄1 or φ̄2 is less than 1, then we can derive an upper bound
on μΔ(M) which is also less than 1. More specifically, since ρ(E1

′V ′ΔUE1) ≤ φ̄1‖Δ‖
and ‖E1

′V ′ΔUE1‖ ≤ φ̄2‖Δ‖ ∀ Δ ∈ Δ, where E1 is the matrix of the first m columns
of the n× n identity matrix, then

rΔ(M) = min
det(A−V ′ΔU)=0

Δ∈Δ

‖Δ‖ ≥ min
det(A−Δ)=0

ρ(E1
′ΔE1)≤φ̄1‖Δ‖

‖E1
′ΔE1‖≤φ̄2‖Δ‖

‖Δ‖ =: rΔ(M).(2.9)

It follows that [rΔ(M)]−1, evaluated in section 4, is an upper bound on μΔ(M).
Remark 2.4. It is implicit in the work in [21] that μΔ(M) = 1 if μΔ(M0) = 1.

It is also clear that the minimum on the right-hand sides of (2.9) is equal to 1 if
φ̄1 = φ̄2 = 1. Since (2.6) is an upper bound on (2.5), we can always take φ̄1 ≤ φ̄2. So
in this work, we require, and therefore assume, that φ̄1 < 1.

Remark 2.5. Our problem formulation assumes that M is square and nonsingular.
This assumption involves no loss of generality and can be easily removed; see [14,
Thm. 4.6] for details.

Our general approach in this work closely resembles the method used in [18] for
breaching the duality gap between the quadratic integer programming problem and its
semidefinite relaxation. Our results in that case involved considerably less technical
detail than our present work, although the core idea is similar: The objective in
both cases is to apply a convex relaxation to a computationally intractable (NP-hard)
problem and, subsequently, to explore the properties of the optimal solution to the
dual problem in order to reduce the duality gap. This is achieved in both cases by
solving a problem of the same form as the primal, but of reduced complexity. In the
following paragraphs we highlight the main results of [18] and its similarities with our
present work. We hope that this will make the logic behind the sequence of arguments
given in this paper easier to follow.

The quadratic integer programming (QIP) problem involves the maximization of
the quadratic form x′Qx, in which Q = Q′ ∈ Rn×n and x is allowed to vary over
{−1, 1}n. Since this involves 2n−1 function evaluations, the computational complex-
ity of the problem grows exponentially in n. Denote the maximum of the primal
problem by γ. The convex relaxation upper bound γ̄ of the problem involves the
minimization of the trace of a diagonal matrix D such that D − Q ≥ 0. It can be
shown [18] that (i) the optimal D matrix, D0 say, is unique; (ii) a simple sufficient
condition for the duality gap γ − γ̄ to be zero is that the null-space of D0 −Q is one-
dimensional; (iii) a necessary and sufficient condition for the duality gap to be zero is
that γm = 1

n max{x′V V ′x} = 1, where x ∈ {−1, 1}n and V is an orthonormal matrix
whose columns span the m-dimensional null-space of D0−Q. Let V = [v1, v2, . . . , vm],
where {vi} is an orthonormal basis of N (D0−Q). Introduce a row perturbation matrix
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P so that PV = [V ′
1 V ′

2 ]′, where V1 ∈ Rm×m is nonsingular. Then, (iv) the duality gap
is zero if and only if V2V

−1
1 z = {−1, 1}n−m for some z ∈ {−1, 1}m. Note that this

gives a test which certifies if the duality gap is zero, requiring only 2m−1 evaluations.
Finally, let λ+ be the smallest positive eigenvalue of D0−Q. Then, (v) γ ≤ γ̄−n(1−
γm)λ+ < γ̄. In other words the duality gap can be breached by evaluating γm. Now
the maximization defining γm has the same form as the primal problem with the cru-
cial difference that now rank(V V ′) = m < n (potentially m is much smaller than n).
It is shown in [18] that the evaluation of γm can be performed in polynomial time (in n)
and is of complexity O(nm−1). Geometrically the problem corresponds to the evalua-
tion of the extreme points of a zonotope with n generating vectors in m−1 dimensions
and can be solved by a variety of techniques. In [18] a reverse-enumeration algorithm
was used, based on the work of [1], and was found to perform well in practice.

For the problem considered in this work, the primal problem is the evaluation of
the structured singular value of an arbitrary matrix (μ(M)), while the dual problem
corresponds to its D-iteration upper bound (equation (2.3)). Since the constraint set
of the dual problem is convex, the optimal solution can be easily calculated (e.g.,
via LMI techniques). Redefine M by absorbing the D-iteration matrix scalings and
dividing by its norm so that ‖M‖=1. Let m be the multiplicity of the largest singular
value of M (equal to one) and define U1 and V1 via the singular value decomposition
of M in (2.1). It is well known [21] that μ(M)=1 if m=1. In general, to test whether
μ(M) is achieved at the end of the D-iteration we need to verify whether μ(M0)=1,
which is a reduced rank (m-rank) μ-problem. Breaching the duality gap also requires
evaluating μ(M0) (or at least obtaining an upper bound φ̄1 less than 1) and solving
an eigenvalue problem (see Theorem 4.1 and Remark 4.2). Note that in this case,
since M is redefined at the end of the D-iteration procedure, we must have φ̄2 =1.

The similarities of the approach in the two problems are clear. The link is po-
tentially important because it allows us to transfer intuition across different problem
domains. We believe that this approach is sufficiently general and can be applied to
a more general class of optimization problems when convex relaxations are used.

The structure of the paper is as follows. In section 3 we generalize an approach
proposed in [16] to matrices with multiple largest singular value by solving a number of
approximation problems involving the structured distance of a matrix to singularity,
starting from the simplest case (zero uncertainty matrix subblock) and progressively
moving to more general cases (uncertainty subblock is a fixed matrix; uncertainty
subblock is free to vary over a compact set). In each case the minimum distance to
singularity is obtained in a closed form and involves only straightforward numerical
calculations (e.g., the solution of an eigenvalue problem); a complete parameterization
of all optimal (minimum-norm) singularizing perturbations is also given in each case.
The link to the structured singular value is obtained by specializing these results to
a specific structured uncertainty set involving simultaneous spectral radius and norm
constraints. This is obtained in Theorem 3.19, which gives the optimal solution in
terms of a Toeplitz matrix (and its transformations). The link with μ is formalized
in section 4 (Theorem 4.1), where the procedure for breaching the convex bound is
outlined. An illustrative example is given in section 5. The results of the work are
summarized in section 6. Finally, the main conclusions are drawn in section 7 and
the proof of Lemma 2.3 is included in the appendix.

3. Structured distance to singularity. We first consider and generalize a
structured uncertainty approach proposed in [16] and establish a connection with the
structured singular value. We start by giving the following definition.
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Definition 3.1. Let A be as defined in section 2 and let E1 =
[
Im 0m×(n−m)

]′
.

For any set Δ11 ⊆ Cm×m define the structured distance (of A) to singularity

γΔ11
= min {‖Δ‖ : det(A− Δ) = 0, E1

′ΔE1 ∈ Δ11},

and the set of all optimal structured rank reducing perturbations

DΔ11
:= {Δ ∈ Cn×n : ‖Δ‖ = γΔ11

,det(A− Δ) = 0, E1
′ΔE1 ∈ Δ11}.

In this notation the (unstructured) distance to singularity will be denoted as

γCm×m = min {‖Δ‖ : det(A−Δ)=0, E1
′ΔE1∈Cm×m}=min {‖Δ‖ : det(A−Δ)=0}.

Recall that, unless specified otherwise, all matrices are assumed to be complex.
It is thus implicit that Δ ∈ Cn×n in the definition of γΔ11

above. For the remainder
of this section, we evaluate γΔ11

and DΔ11
for several sets Δ11.

3.1. Δ11 = C. When m = 1, it is clear that the unstructured distance of A
from singularity is

γC = min {‖Δ‖ : det(A− Δ) = 0} = σ(A) = 1,

and the set of all optimal rank reducing perturbations is given by

DC = {Δ = diag (1,Δ22) ∈ Cn×n,Δ22 ∈ C(n−1)×(n−1), ‖Δ22‖ ≤ 1}.

3.2. Δ11 = {δ ∈ C : |δ| ≤ φ}, 0 ≤ φ < 1. In [16] the (1,1) entry of the
permissible perturbations was constrained to have modulus ≤ φ, where 0 ≤ φ < 1 to
obtain the following structured distance to singularity.

Theorem 3.2 (see [16]). Let A=diag(1, a2, a3, . . . , an) with 1<a2 < · · ·<an be

given and define E1 =
[

1 01,n−1

]′
and Δφ = {δ ∈ C : |δ| ≤ φ} for any 0 ≤ φ≤ 1.

Then

γΔφ
:= min {‖Δ‖ : det(A− Δ) = 0, E1

′ΔE1 ∈ Δφ} =
√
a2 − φ(a2 − 1),

and for φ < 1, the set of all optimal rank reducing perturbation is given by

DΔφ
=

{
diag

([
φ γΔφ

ejθ

γΔφ
e−jθ −φ

]
,Δ33

)
: θ ∈ R, Δ33∈C(n−2)×(n−2), ‖Δ33‖≤γΔφ

}
·

Remark 3.3. Theorem 3.2 was used in [14] to derive an upper bound on μ in the
case that m, the multiplicity of the largest singular value of M , is one. In Corol-
lary 3.20 below, we give a generalization of Theorem 3.2 to the case m ≥ 1. In
section 4 this generalization is used to derive an upper bound on μ when m ≥ 1.

3.3. Δ11 = Cm×m. To motivate the generalization of Theorem 3.2 for m≥ 1,
we start with the unstructured multidimensional case.

Lemma 3.4. Let A and E1 be as in Definition 3.1. Then

γCm×m = min {‖Δ‖ : det(A− Δ) = 0} = 1,

and the set of all optimal rank reducing perturbations is given by

DCm×m =

⎧⎨
⎩
[

W 0
0 In−m

]⎡⎣ 1 0 0
0 Δ22 Δ23

0 Δ32 Δ33

⎤
⎦[ W ′ 0

0 In−m

]
∈ Cn×n :

WW ′ = W ′W = Im,

∥∥∥∥
[

Δ22 Δ23

Δ32 Δ33

]∥∥∥∥ ≤ 1

⎫⎬
⎭ .(3.1)
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Proof. The proof that γCm×m = 1 is well known. To prove that all minimizers are
given by (3.1) let Δ ∈ Cn×n such that ‖Δ‖ = 1 and det(A−Δ) = 0. Let (A−Δ)x = 0

for some x =
[
x′

1 x′
2

]′
with x1 ∈ Cm and such that ‖x‖ = 1. Then

(A− Δ)x = 0 ⇒ x′A2x = x′Δ′Δx ⇒ x′Δ′Δx = 1 and x2 = 0 ⇒ E1
′ΔE1x1 = x1

⇒ 1 = ‖E1
′ΔE1‖ & 1 ∈ λ(E1

′ΔE1),(3.2)

since σ(A) = 1. It is straightforward to verify that all such Δ are captured by
(3.1).

3.4. Δ11 = {0m×m}. Thus a natural generalization of Theorem 3.2 is to im-
pose constraints on E1

′ΔE1 so that (3.2) is violated. We start with the simplest
constraint: E1

′ΔE1 = 0.
Lemma 3.5. Let A = diag(A1, A2) ∈ Rn×n, with A1 = diag(Im1

, A22) ∈ Rm×m

and A2 = diag(a3Im3
, A44) ∈ R(n−m)×(n−m). Assume that 1 < σ(A22), 0 < a3 <

σ(A44), and 1 < a3. Then the structured distance to singularity is

γ0m×m
:= min{‖Δ‖ : det(A− Δ) = 0, E1

′ΔE1 = 0} =
√
a3 =:

√
σ(A1)σ(A2)·(3.3)

Furthermore all optimal rank reducing perturbations are generated by

W

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0
√
a3 0 0

0 0 0 0 Δ13 Δ14

0 0 0 0 Δ23 Δ24√
a3 0 0 0 0 0
0 Δ31 Δ32 0 Δ33 Δ34

0 Δ41 Δ42 0 Δ43 Δ44

⎤
⎥⎥⎥⎥⎥⎥⎦
W ′,(3.4)

where W = diag(W1, Im2
,W3, Im4

) ∈ Cn×n is unitary and∥∥∥∥∥∥∥∥

⎡
⎢⎢⎣

0 0 Δ13 Δ14

0 0 Δ23 Δ24

Δ31 Δ32 Δ33 Δ34

Δ41 Δ42 Δ43 Δ44

⎤
⎥⎥⎦
∥∥∥∥∥∥∥∥
≤ √

a3.(3.5)

Proof. A calculation verifies that all Δ of the form (3.4) have norm
√
a3 and

satisfy det(A − Δ) = 0. Thus
√
a3 is an upper bound. Let Δ ∈ Cn×n be such that

E1
′ΔE1 = 0 and det(A− Δ) = 0. Then there exists a nonzero x =

[
x′

1 x′
2

]′ ∈ Cn

with x1 ∈ Cm such that (A− Δ)x = 0. It is clear that x2 �= 0 since A1 has full rank,
and a little reflection will verify that x1 �= 0, since otherwise ‖Δ‖ ≥ a3 >

√
a3. Let

Z = diag(z1, z2), where z1 = x1/‖x1‖ and z2 = x2/‖x2‖. Then

(A−Δ)x = 0 ⇒ (A−Δ)Z

[
‖x1‖
‖x2‖

]
= 0 ⇒ det

([
z′1A1z1 0

0 z′2A2z2

]
− Z ′ΔZ

)
=0,

with the (1,1) entry of Z ′ΔZ equal to zero. It follows from Theorem 3.2 (setting
φ = 0) and the fact that ‖Z‖ = ‖z1‖ = ‖z2‖ = 1 that

‖Δ‖ ≥ ‖Z ′ΔZ‖ ≥
√

|z′1A1z1||z′2A2z2| ≥
√
a3,

with equality if and only if z1 =
[
z′11 0

]′
and z2 =

[
z′33 0

]′
with z11 ∈ Cm1 and

z33 ∈ Cm3 . Thus
√
a3 is a lower bound and this proves (3.3).
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To prove that (3.4) captures all optimal structured perturbations it suffices to
show that any Δ which minimizes (3.3) can be written in the form of (3.4). Let

Δ =

[
Om,m Δ12

Δ21 Δ22

]
∈ Cn×n

be any minimizer of (3.3). Also introduce the finer partitions,

Δ12 =

[
Δ̂11 Δ̂12

Δ̂21 Δ̂22

]
, Δ21 =

[
Δ̄11 Δ̄12

Δ̄21 Δ̄22

]
, Δ22 =

[
Δ̃11 Δ̃12

Δ̃21 Δ̃22

]
,

where Δ̂11 ∈ Cm1×m3 , Δ̄11 ∈ Cm3×m1 , and Δ̃11 ∈ Cm3×m3 . Since Δ is optimal, a
previous argument implies that

det

([
z′1A1z1 0

0 z′2A2z2

]
−
[

0 z′1Δ12z2

z′2Δ21z1 z′2Δ22z2

])
= 0,(3.6)

and in fact the second matrix in the left-hand side of (3.6) is an optimal rank reducing
approximation of the first matrix in the left-hand side of (3.6), with the constraint
that the (1,1) entry is zero. Using the parameterization of Theorem 3.2 (with φ = 0),
and noting that z′1A1z1 = ‖z11‖2 = 1 and z′2A2z2 = a3‖z33‖2 = a3, shows that

z′1Δ12z2 = z′11Δ̂11z33 = ejθ
√
a3 , z′2Δ21z1 = z′33Δ̄11z33 = e−jθ√a3 ,(3.7)

and

z′2Δ22z2 = z′33Δ̃11z33 = 0,(3.8)

for some θ ∈ (−π, π]. Next define any two unitary completions U⊥ and V⊥ of ejθz11

and z33, respectively, to construct unitary matrices W1 =
[
ejθz11 U⊥

]
and W3 =[

z33 V⊥
]
, and consider the product

[
W ′

1 0
0 Im2

]
Δ12

[
W3 0
0 Im4

]
=

⎡
⎣ ψz′11Δ̂11z33 ψz′11Δ̂11V⊥ ψz′11Δ̂12

U ′
⊥Δ̂11z33 U ′

⊥Δ̂11V⊥ U ′
⊥Δ̂12

Δ̂21z33 Δ̂21V⊥ Δ̂22

⎤
⎦ ,

where ψ = e−jθ. Using the first equation in (3.7), the (1, 1) block in the right-
hand side of the above equation may be written as

√
a3. Now, since W1 and W3

are unitary and ‖Δ12‖ ≤ ‖Δ‖ =
√
a3, we conclude that z′11Δ̂11V⊥ = 0, z′11Δ̂12 = 0,

U ′
⊥Δ̂11z33 = 0, and Δ̂21z33 = 0. Defining[

U ′
⊥Δ̂11V⊥ U ′

⊥Δ̂12

Δ̂21V⊥ Δ̂22

]
=

[
E13 E14

E23 E24

]

thus gives

[
Δ̂11 Δ̂12

Δ̂21 Δ̂22

]
=

[
W1 0
0 Im2

]⎡⎣
√
a3 0 0
0 E13 E14

0 E23 E24

⎤
⎦[ W ′

3 0
0 Im4

]
·(3.9)

A similar argument using the second equation in (3.7) and (3.8) shows that

[
Δ̄11 Δ̄12

Δ̄21 Δ̄22

]
=

[
W3 0
0 Im4

]⎡⎣
√
a3 0 0
0 E31 E31

0 E41 E42

⎤
⎦[ W ′

1 0
0 Im2

]
(3.10)
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and

[
Δ̃11 Δ̃12

Δ̃21 Δ̃22

]
=

[
W3 0
0 Im4

]⎡⎣ 0 Ẽ23 Ẽ24

Ẽ32 E33 E34

Ẽ42 E43 E44

⎤
⎦[ W ′

3 0
0 Im4

]
,(3.11)

where again the Eij ’s and Ẽij ’s are well-defined matrices of the appropriate dimen-

sions. Again using ‖Δ‖ =
√
a3 shows that all Ẽij = 0. Writing Δ in full using the

form of its partitions defined in (3.9), (3.10), and (3.11) and extracting matrix factors
W = diag(W1, Im2 ,W3, Im4

) and W ′ from the left and the right respectively, shows
that Δ agrees with the form given in (3.4). Finally, the required contractive property
in (3.5) follows directly from ‖Δ‖ =

√
a3.

3.5. Δ11 = {Δ11},Δ11 ∈ Cm×m, ‖Δ11‖ ≤ 1, det(I − Δ11) �= 0. Next, we
impose the constraint E1

′ΔE1 = Δ11, where Δ11 is a given matrix such that (3.2)
is violated. First, we need the following results, which can be deduced from [23],
concerning properties of linear fractional maps.

Lemma 3.6. Let H =
[

H11 H12

H21 H22

]
and U be complex matrices and assume that

(I −H11U)−1, H−1
12 , and H−1

21 exist.
1. If H is nonsingular, then Φ = Fu(H,U) if and only if U = Fl(H

−1,Φ).
2. If H and U are nonsingular, then [Fu(H,U)]−1 = Fu(H−1, U−1).
3. If H is γ-unitary for some γ > 0, then ‖Fu(H,U)‖ = γ if and only if ‖U‖ =

γ−1 and ‖Fu(H,U)‖ < γ if and only if ‖U‖ < γ−1.
4. If H is γ-unitary for some γ > 1, H11 is square, I −H11 is nonsingular, and

‖H11‖ ≤ 1, then

‖Fu(H, I)‖ = ‖(γ2I −H11)(I −H11)
−1‖ = ‖(I −H11)

−1(γ2I −H11)‖.
Proof.
1. This follows from a simple calculation.
2. This follows from the definition of the linear fractional map.
3. This is a standard result and follows from the identity

γ2I−Fu(H,U)′Fu(H,U)=H ′
12(I−U ′H ′

11)
−1(I−γ2U ′U)(I−H11U)−1H12.

4. Define E=(I−H11)
−1(γ2I−H11), F =Fu(H, I), and a=‖F‖. Then

a=‖F‖ ⇔ λ(a2I−F ′F )=0 ⇔ λ[(a2−γ2)I+γ2I−F ′F ]=0

⇔ λ[(a2−γ2)I−(γ2−1)H ′
12(I−H ′

11)
−1(I−H11)

−1H12]=0

⇔ λ[(a2−γ2)I−(γ2−1)(I−H11)
−1H12H

′
12(I−H ′

11)
−1]=0

⇔ λ[(a2−γ2)I−(γ2−1)(I−H11)
−1(γ2I−H11H

′
11)(I−H ′

11)
−1]=0,

where we have used the identity in part 3. On the other hand,

a2I−EE′ = (a2−γ2)I+γ2I−EE′

= (a2−γ2)I−(γ2−1)(I−H11)
−1(γ2I−H11H

′
11)(I−H ′

11)
−1,

so that λ(a2I−EE′)=0. Thus a=‖E‖, which proves the result.
Lemma 3.7. Let A and E1 be as in Definition 3.1. Let Δ11 ∈ Cm×m be given

and assume that ‖Δ11‖ ≤ 1 and that I − Δ11 is nonsingular. Then

min
det(A−Δ)=0

E1
′ΔE1=Δ11

‖Δ‖ = min
‖(γ2I−Δ11)(I−Δ11)−1‖=am+1

γ>1

γ.(3.12)
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Proof. We use a lifting procedure to reduce the problem to the case Δ11 = 0.
Since ‖Δ11‖≤1, for any γ>1 there exist γ-unitary completions of Δ11 of the form

Δγ
1 =

[
Δ11 Δγ

13

Δγ
31 Δ33

]
∈ C2m×2m, Δγ

0 =

⎡
⎢⎢⎣

Δ11 0 Δγ
13 0

0 0 0 γIn−m
Δγ

31 0 Δ33 0
0 γIn−m 0 0

⎤
⎥⎥⎦∈ C2n×2n.

It is clear that am+1 is an upper bound to (3.12) (take Δ = diag(Δ11, am+1In−m)),
so we can assume that γ ≤ am+1. Define

Xγ
A = Fu[(Δγ

0)−1, A] = diag
(
Fu[(Δγ

1)−1, I], γ−2A2

)
=: diag (Xγ

1 , X
γ
2 ) ·

Parts 2 and 3 of Lemma 3.6 prove that (Xγ
1 )−1 = Fu(Δγ

1 , I) and ‖(Xγ
1 )−1‖ > γ,

respectively, so that σ(Xγ
1 ) < γ−1. Also, σ(Xγ

2 ) = γ−2am+1 > σ(Xγ
1 ) since γ ≤ am+1.

For any Δ ∈ Cn×n define

Φγ
Δ :=Fu[(Δγ

0)−1,Δ].(3.13)

It is not difficult to show that

‖Δ‖=γ ⇔ ‖Φγ
Δ‖=γ−1,

E1
′ΔE1 =Δ11 ⇔ E1

′Φγ
ΔE1 =0,

and

det(A−Δ)=0 ⇔ det(Xγ
A−Φγ

Δ)=0,

and so

min
det(A−Δ)=0

γ=‖Δ‖
E1

′ΔE1=Δ11

γ = min
det(X

γ
A

−Φ
γ
Δ

)=0

‖Φ
γ
Δ

‖=γ−1

E1
′Φγ

Δ
E1=0

γ = min√
σ(Xγ

1 )σ(Xγ
2 )≤γ−1

γ

= min
‖(Xγ

1 )−1‖≥am+1

γ,(3.14)

where the last two equalities follow from Lemma 3.5. Now ‖(Xγ
1 )−1‖ is continuous in

γ, ‖(X1
1 )−1‖=1 (since Δ1

1 is unitary), and ‖(Xγ
1 )−1‖≥γ. It follows that the inequality

constraint in (3.14) is an equality. Part 4 of Lemma 3.6 now establishes that

‖(Xγ
1 )−1‖ = ‖Fu(Δγ

1 , I)‖ = ‖(γ2I − Δ11)(I − Δ11)
−1‖,

and this proves (3.12).
Remark 3.8. The optimization on the right-hand side of (3.12) is an eigenvalue

problem, as the following argument shows. Setting γ2 =1+ζ, ζ >0, shows that

min
‖(γ2I−Δ11)(I−Δ11)−1‖=am+1

γ>1

γ =
√

1 + min
‖I+ζ(I−Δ11)−1‖=am+1

ζ>0

ζ.(3.15)

Note that

am+1 = ‖I+ζ(I−Δ11)
−1‖

⇔ λ{a2
m+1I − [I+ζ(I−Δ11)

−1][I+ζ(I−Δ′
11)

−1]}=0

⇔ λ

{
ζ−1I− (I−Δ11)

−1+(I−Δ′
11)

−1

a2
m+1−1

−ζ
(I−Δ11)

−1(I−Δ′
11)

−1

a2
m+1−1

}
=0

⇔ λ

⎛
⎝
⎡
⎣ ζ−1I − (I−Δ11)

−1+(I−Δ′
11)

−1

a2
m+1

−1
− (I−Δ11)

−1√
a2
m+1

−1

− (I−Δ′
11)

−1√
a2
m+1

−1
ζ−1I

⎤
⎦
⎞
⎠ = 0,
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and since ζ > 0, it follows that the minimum ζ in (3.15) is given by ζo, where

ζ−1
o = λ̄

⎛
⎝
⎡
⎣ (I−Δ11)

−1+(I−Δ′
11)

−1

a2
m+1

−1
− (I−Δ11)

−1√
a2
m+1

−1

− (I−Δ′
11)

−1√
a2
m+1

−1
0

⎤
⎦
⎞
⎠ .

Remark 3.9. Lemmas 3.5 and 3.7 generalize the results in [13] by allowing multi-
plicities of the singular values of A.

Remark 3.10. Let γo be the maximum in (3.12) and define Φγo
Δ as in (3.13).

Then it is clear from part 1 of Lemma 3.6 that Φγo
Δ = Fu[(Δγo

0 )−1,Δ] if and only
if Δ = Fl(Δ

γo

0 ,Φγo
Δ ). It follows that all structured rank reducing perturbations for

Lemma 3.7 can be obtained via a suitable lower linear fractional map from all struc-
tured perturbations for Lemma 3.5. The details, although straightforward, are tedious
and are hence omitted.

Lemma 3.7 shows that the structured distance to singularity, when the perturba-
tion Δ is constrained such that E1

′ΔE1 = Δ11 for a given Δ11 ∈ Cm×m such that
‖Δ11‖ ≤ 1 and I − Δ11 is nonsingular, reduces to a simple eigenvalue evaluation.

3.6. Δ11 = {Δ11 ∈ Cm×m : ‖Δ11‖ ≤ 1, (I − Δ11)
−1 exists and is

bounded}. The following result allows us to evaluate the structured distance to
singularity for a general class of constraints on E1

′ΔE1.
Lemma 3.11. Let A and E1 be as in Definition 3.1 and let Δ11 be any compact

subset of Cm×m such that ‖Δ11‖ ≤ 1 and that (I − Δ11)
−1 exists and is bounded for

all Δ11 ∈ Δ11. Then

min {‖Δ‖ : det(A− Δ) = 0, E1
′ΔE1 ∈ Δ11} =

√
1 + ζo ,(3.16)

where

ζo = min {ζ : ‖I + ζ(I − Δ11)
−1‖ = am+1, ζ > 0, Δ11 ∈ Δ11},(3.17)

and ζo is (strictly) increasing in am+1. Furthermore if Δo ∈ Δ11 is a minimizer for
(3.17), then Δo is a maximizer for

max
Δ11∈Δ11

‖I + ζo(I − Δ11)
−1‖.(3.18)

Proof. The first part follows from Lemma 3.7 and the compactness of Δ11. For
any Δ11 ∈ Δ11, define fΔ11(ζ) = ‖I + ζ(I − Δ11)

−1‖ for ζ ≥ 0. Then fΔ11(ζ) is
continuous in ζ, fΔ11(0) = 1, and fΔ11(ζ) → ∞ as ζ → ∞. Let Δo be a minimizer
for (3.17) so that fΔo(ζo) = am+1. Then fΔo(ζ) < am+1 ∀ ζ < ζo. Suppose that Δo

is not a maximizer for (3.18) so that fΔ1(ζo) > fΔo(ζo) = am+1 for some Δ1 ∈ Δ11.
Then by continuity, there exists 0 < ζ1 < ζo such that fΔ1(ζ1) = am+1, contradicting
the minimality of ζo. That ζo is increasing in am+1 also follows from continuity.

Remark 3.12. Lemma 3.7 transforms the structured distance to singularity on the
left-hand side of (3.16) to the minimization in (3.17), which in turn is transformed
using Lemma 3.11 into the minimization in (3.18). Note, however, that this last
maximization involves ζo, the minimum of (3.17). Furthermore, the lemma shows
only that the minimizers of (3.17) are a subset of the maximizers of (3.18). For the
class of structured constraints we consider below, we show that the maximizers of
(3.18) are (i) independent of ζo and (ii) are also minimizers for (3.17).
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3.7. Δ11 =Δm
φ1,φ2

:={Δ11 ∈Cm×m : ρ(Δ11)≤φ1, ‖Δ11‖≤φ2}, 0≤φ1 ≤
φ2 ≤ 1. Finally, we evaluate the structured distance to singularity for a subset of
Δ11 defined in subsection 3.6.

Problem 3.13. Let A and E1 be as in Definition 3.1. Then for any 0 ≤ φ1 ≤
φ2≤1, find the structured distance to singularity

γΔm
φ1,φ2

= min {‖Δ‖ : det(A− Δ) = 0, E1
′ΔE1 ∈ Δm

φ1,φ2
},(3.19)

where

Δm
φ1,φ2

=

⎧⎪⎨
⎪⎩Δ11 =

⎡
⎢⎣
δ11 · · · δ1,m
...

. . .
...

0 · · · δmm

⎤
⎥⎦∈Cm×m : |δii|≤φ1 ∀i; δij =0 ∀i>j; ‖Δ11‖≤φ2

⎫⎪⎬
⎪⎭ ,

(3.20)
and the set of all structured rank reducing perturbations

DΔm
φ1,φ2

:=
{

Δ∈Cn×n : ‖Δ‖ = γΔm
φ1,φ2

, det(A−Δ)=0, E1
′ΔE1∈Δm

φ1,φ2

}
.(3.21)

Remark 3.14. The structured distance to singularity in (3.19) is unchanged if Δ
is replaced with W ′ΔW , where W = diag(W1, In−m) and W1 ∈ Cm×m is any unitary
matrix. So (3.20) is the upper triangular Schur form of the structured constraint set

{Δ11 ∈ Cm×m : ρ(Δ11) ≤ φ1, ‖Δ11‖ ≤ φ2}.

We opted for (3.20) for convenience.
Remark 3.15. Note that, unlike the block diagonal uncertainty set associated with

the structured singular value, the perturbation set Δm
φ1,φ2

is not a vector space. How-
ever, if γ > 0, then Δm

γφ1,γφ2
= γΔm

φ1,φ2
. In the next section, we use this observation

to relate the results of this section to the structured singular value.
It follows from Lemmas 3.7 and 3.11 that the evaluation of the distance to sin-

gularity requires the solution of the maximization problem in (3.18). Theorem 3.19
below proves that all maximizers for maxΔ11∈Δm

φ1,φ2
‖I + ζ(I −Δ11)

−1‖ are indepen-

dent of ζ ∀ ζ > 0, are all minimizers for (3.17), and are given by

Δm
φ1,φ2,all = {T ′Δm

φ1,φ2
T : T ∈ Cm×m, T ′T = I, T is diagonal},(3.22)

where Δm
φ1,φ2

∈ Δm
φ1,φ2

is the upper triangular Toeplitz matrix defined by

Δm
φ1,φ2,ij =

⎧⎪⎨
⎪⎩

0, j < i
φ1, j = i

(−φ1

φ2
)j−i−1 φ2

2−φ2
1

φ2
, j > i

⎫⎪⎬
⎪⎭ ,(3.23)

e.g. for m = 5,

Δm
φ1,φ2

=

⎡
⎢⎢⎢⎢⎢⎢⎣

φ1
φ2

2−φ2
1

φ2
−φ1

φ2

φ2
2−φ2

1

φ2
(φ1

φ2
)2

φ2
2−φ2

1

φ2
−(φ1

φ2
)3

φ2
2−φ2

1

φ2

0 φ1
φ2

2−φ2
1

φ2
−φ1

φ2

φ2
2−φ2

1

φ2
(φ1

φ2
)2

φ2
2−φ2

1

φ2

0 0 φ1
φ2

2−φ2
1

φ2
−φ1

φ2

φ2
2−φ2

1

φ2

0 0 0 φ1
φ2

2−φ2
1

φ2

0 0 0 0 φ1

⎤
⎥⎥⎥⎥⎥⎥⎦
.
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We first derive some properties of Δm
φ1,φ2

. The constraints in (3.20) can be written as

|λi(Δ11)| ≤ φ1, σi(Δ11) ≤ φ2 ∀i.

All the eigenvalues of Δm
φ1,φ2

are equal to φ1 so that the spectral radius constraint
in Δm

φ1,φ2
is maximally achieved by Δm

φ1,φ2
. The next result gives the singular values

of Δm
φ1,φ2

and gives an idea of how the singular value constraints are also maximally
achieved.

Lemma 3.16. For m>1, partition Δm
φ1,φ2

as

Δm
φ1,φ2

=

[
Δm−1

φ1,φ2
xm

0 φ1

]
·

Then

xmx′
m =

φ2
2−φ2

1

φ2
2

[φ2
2Im−1 − (Δm−1

φ1,φ2
)(Δm−1

φ1,φ2
)′]·(3.24)

Hence,

λi(Δ
m
φ1,φ2

)=φ1 ∀i; σi(Δ
m
φ1,φ2

)=φ2, i≤m−1; σm(Δm
φ1,φ2

)=φ1

(
φ1

φ2

)m−1

.(3.25)

Finally, all Δ11 ∈ Δm
φ1,φ2

such that (3.25) is satisfied are given by Δm
φ1,φ2,all in (3.22).

Proof. Note first that

xm+1 =

⎡
⎣ −φ1

φ2
xm

φ2
2−φ2

1

φ2

⎤
⎦ .

The result is clearly true for m=2. Assume the result for m and let α =
φ2

2−φ
2
1

φ2
2

. Then,

α[φ2
2I − (Δm

φ1,φ2
)(Δm

φ1,φ2
)′] = α

[
φ2

2Im−1 − (Δm−1
φ1,φ2

)(Δm−1
φ1,φ2

)′ − xmx′
m −xmφ1

−φ1x
′
m φ2

2 − φ2
1

]

=

⎡
⎣ φ2

1

φ2
2
xmx′

m −φ1

φ2

φ2
2−φ2

1

φ2
xm

−φ1

φ2

φ2
2−φ2

1

φ2
x′
m (

φ2
2−φ2

1

φ2
)2

⎤
⎦ = xm+1x

′
m+1·

This proves the first result and establishes that [φ2
2I − (Δm

φ1,φ2
)(Δm

φ1,φ2
)′] is a nonneg-

ative rank 1 matrix. It follows that m − 1 singular values of Δm
φ1,φ2

are equal to φ2.
Since Δm

φ1,φ2
has m eigenvalues equal to φ1, it follows that the smallest singular value

is φ1(
φ1

φ2
)m−1, which proves (3.25). To prove the last part, let

Δm =

[
Δm−1 xm

0 φ1

]
∈ Δm

φ1,φ2

satisfy (3.25). Then φ2
2I − ΔmΔ′

m ≥ 0 and has rank 1. Thus

φ2
2I − ΔmΔ′

m =

[
φ2

2Im−1 − Δm−1Δ
′
m−1 − xmx′

m −φ1xm

−φ1x
′
m φ2

2 − φ2
1

]
=

[
x1

x2

] [
x′

1 x̄2

]
,
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for some
[

x1

x2

]
∈ Cm×1. Solving for x1 and x2 gives

xmx′
m =

φ2
2−φ2

1

φ2
2

(φ2
2Im−1 − Δm−1Δ

′
m−1),(3.26)

so that (3.25) is satisfied for Δm−1 with m replaced by m−1. Repeating the procedure
with Δm replaced by Δm−1 shows that (3.26) is satisfied. Since Δm

φ1,φ2
satisfies (3.24),

it follows that the only nonuniqueness is in the Cholesky factorizations in (3.26). It
is a simple exercise to verify that this is covered by (3.22).

Before we state our main results, we need the following two technical lemmas.
Lemma 3.17. Suppose that L = L1 − L2 with L1 = L′

1 > 0, L2 = L′
2 ≥

0, rank(L2) = 1, and L = L′ ≥ 0. Let Y = βL2 − L3 with β > 0, L3 = L′
3 ≥

0, rank(L3) = 1, and Y = Y ′ ≥ 0. Then for any ε > 0,

λ(L + εY ) = λ(L) = 0 ⇒ Y = 0.

Proof. First write L2 and L3 in the forms L2 = l2l
′
2 and L3 = l3l

′
3, where l2 and

l3 are column vectors, and decompose l3 in directors parallel and orthogonal to l2,
i.e.,

l3 =
l′2l3
‖l2‖2

l2 + p, p := l3 −
l′2l3
‖l2‖2

l2.

Clearly l′2p = 0. Thus, Y =βl2l
′
2 − l3l

′
3≥0 ⇒ βp′l2l

′
2p = 0≥p′l3l

′
3p ⇒ l′3p = 0. Hence,

l′3

(
l3 −

l′2l3
‖l2‖2

l2

)
= 0 ⇒ |l′2l3| = ‖l2‖‖l3‖,

and hence l3 =λl2 for some λ∈C. Using again Y ≥0 shows that |λ|≤
√
β, and so

Y = β

(
1 − |λ|2

β

)
L2 := αβL2,

for some 0 ≤ α ≤ 1. Suppose that α > 0, so that Y �= 0. Pick a nonzero vector y
such that y′(L + εY )y = 0. Then

y′(L + εY )y = 0 ⇒ y′Ly = 0, y′Y y = 0 ⇒ y′L2y = 0 ⇒ y′L1y = 0,

contradicting the positive definiteness of L1.
Lemma 3.18. Let

Δ=

[
δ11 δ12
0 δ22

]
∈C2×2.

There exists unitary W such that

W ′ΔW =

[
δ22 δ12
0 δ11

]
·

Proof. If δ11 = δ22, take W = I2 and if δ12 = 0, take W to be a permutation
matrix. Otherwise take

W =
1√

|δ22 − δ11|2 + |δ12|2

[
|δ12| −(δ̄22 − δ̄11)|δ12|/δ̄12

(δ22 − δ11)|δ12|/δ12 |δ12|

]
·
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The following is our main result for this section.
Theorem 3.19. Let 0≤ φ1 ≤φ2≤1, with φ1<1. Consider the optimization

max {‖I + ζ(I − Δ11)
−1‖ : Δ11 ∈ Δm

φ1,φ2
}.(3.27)

Then Δm
φ1,φ2

is a maximizer for all ζ ≥ 0, where Δm
φ1,φ2

is defined in (3.20) and Δm
φ1,φ2

in (3.23). Furthermore, for all ζ > 0, the set of all maximizers is given by Δm
φ1,φ2,all

defined in (3.22). Finally, Δm
φ1,φ2,all is the set of all minimizers for (3.17).

Proof. Let Δm
11∈Δm

φ1,φ2
be partitioned as

Δm
11 =

[
Δm−1

11 x
0 δ

]
,

and define X = I − Δm−1
11 and F = I + ζX−1. Using a Schur complement argument,

‖Δm
11‖ ≤ φ2 ⇔ φ2

2I − Δm
11(Δ

m
11)

′ ≥ 0

⇔
[

φ2
2I − Δm−1

11 (Δm−1
11 )′ − xx′ −δ̄x

−δx′ φ2
2 − |δ|2

]
≥ 0

⇔ φ2
2I − Δm−1

11 (Δm−1
11 )′ − xx′ − |δ|2

φ2
2 − |δ|2xx

′ ≥ 0

⇔ xx′ ≤ φ2
2 − |δ|2
φ2

2

(φ2
2I − Δm−1

11 (Δm−1
11 )′)

⇔ X−1xx′X−′ ≤ φ2
2 − |δ|2
φ2

2

[X−1 + X−′ − I − (1 − φ2
2)X

−1X−′]

⇔ X−1xx′X−′ =
φ2

2 − |δ|2
φ2

2

[X−1 + X−′ − I − (1 − φ2
2)X

−1X−′] − Y,

for some Y such that

0≤Y =Y ′≤ φ2
2 − |δ|2
φ2

2

[X−1 + X−′ − I − (1 − φ2
2)X

−1X−′].(3.28)

Now,

γ = ‖I + ζ(I − Δm
11)

−1‖

⇔ λ

⎛
⎝
⎡
⎣ γ2I − FF ′ − ζ2

|1−δ|2X
−1xx′X−′ − ζ

1−δ (1 + ζ
1−δ̄

)X−1x

− ζ
1−δ̄

(1 + ζ
1−δ )x′X−′ γ2 − |1 + ζ

1−δ |2

⎤
⎦
⎞
⎠ = 0

⇔ λ

[
γ2I − FF ′ − ζ2γ2

|1 − δ|2(γ2 − |1 + ζ
1−δ |2)

X−1xx′X−′

]
= 0

⇔ λ

[
L(γ2) +

ζ2γ2

|1 − δ|2Y
]

= 0,

where we have set

L(γ2)=

(
γ2−|1+

ζ

1−δ
|2
)

(γ2I−FF ′)− ζ2γ2

|1−δ|2
φ2

2−|δ|2
φ2

2

[X−1+X−′−I−(1−φ2
2)X

−1X−′],

and where we have assumed that γ>max{|1+ ζ
1−δ |2, ‖(I+ζX−1)‖} since the right-hand

side is clearly not the maximum γ. Thus (3.27) can be written as

max

{
γ : λ

[
L(γ2)+

ζ2γ2

|1 − δ|2Y
]
=0, |δ|≤φ1,Δ

m−1
11 ∈ Δm−1

φ1,φ2
, Y satisfies (3.28)

}
.

(3.29)
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Next, we maximize (3.29) with respect to Y ; that is, for given Δm−1
11 ∈ Δm−1

φ1,φ2
and

δ ∈ C such that |δ| ≤ φ1, we solve

max

{
γ : λ

[
L(γ2) +

ζ2γ2

|1 − δ|2Y
]

= 0, Y satisfies (3.28)

}
.(3.30)

Since Y = Y ′ ≥ 0, L(0) > 0, and L(γ2) ∼ γ4I > 0 as γ2 → ∞, it follows that γ is
maximized by Y = 0. Note that

Y = 0 ⇔ xx′ =
φ2

2 − |δ|2
φ2

2

(φ2
2I − Δm−1

11 (Δm−1
11 )′)

⇒ rank(φ2
2I − Δm

11(Δ
m
11)

′) = 1

⇔ σi(Δ
m
11) = φ2; i ≤m− 1

and is therefore feasible since Δm
φ1,φ2

satisfies this property. That Y = 0 is the only
maximizer for (3.30) follows from Lemma 3.17 with

L1 =(γ2
o−|1+ ζ

1−δ |2)(γ2
oI−FF ′), β= |1−δ|2

ζ2γ2
o
, ε =

ζ2γ2
o

|1−δ|2 ,

L2 =
ζ2γ2

o

|1−δ|2
φ2

2−|δ|
2

φ2
2

[X−1+X−′−I− (1 − φ2
2)X

−1X−′], L3 =X−1xx′X−′,

where γo is the maximum in (3.30). It follows that (3.29) can be written as

max

{
γ : λ[L(γ2)]=0, |δ| ≤ φ1, xx

′=
φ2

2−|δ|2
φ2

2

(φ2
2I−Δm−1

11 (Δm−1
11 )′),Δm−1

11 ∈ Δm−1
φ1,φ2

}
.

Next, we maximize γ with respect to δ. Now,

λ[L(γ2)] = 0 ⇔ λ

[
γ2I − FF ′ − ζ2γ2(φ2

2 − |δ|2)/φ2
2

|1 − δ|2(γ2 − |1 + ζ
1−δ |2)

BB′

]
= 0

⇔ γ2 −
∣∣∣∣1 +

ζ

1 − δ

∣∣∣∣
2

− ζ2γ2(φ2
2 − |δ|2)

φ2
2|1 − δ|2 B′(γ2I − FF ′)−1B = 0,

where BB′ := X−1 +X−′ − I − (1−φ2
2)X

−1X−′. Setting δ = rφ1e
jθ, with 0 ≤ r ≤ 1

and −π≤θ≤π, a simple calculation gives

∂γ2

∂θ
=

2rφ1(1+ζ−φ2
2γ

2) sin θ

φ2
2(1−2rφ1 cos θ+r2φ2

1)+ζ2(φ2
2−r2φ2

1)B
′(γ2I−FF ′)−1FF ′(γ2I−FF ′)−1B

,

which vanishes when δ is real. Setting δ real,

∂γ2

∂δ
=

2ζ

1 − δ

1 + ζ − δ + γ2ζ(φ2
2 − δ)B′(γ2I − FF ′)−1B

φ2
2(1 − δ)2 + ζ2(φ2

2 − δ2)B′(γ2I − FF ′)−1FF ′(γ2I − FF ′)−1B
,

which is positive for all δ, so γ is maximized by δ=φ1. It follows from Lemma 3.18
that all diagonal entries of a maximizing Δm

11 are equal to φ1 since, if not, we can use
a sequence of unitary similarity transformations that preserve the upper triangular
structure of Δm

11 to bring this diagonal entry to the (m,m) entry, contradicting the
maximality of Δm

11. It follows from the last part of Lemma 3.16 that Δm
φ1,φ2

is a
maximizer and all maximizers are given by Δm

φ1,φ2,all. Note that the maximizers for
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(3.27) are independent of ζ. Finally, Lemma 3.11 shows that all minimizers for (3.17)
are a subset of all maximizers for (3.27). However, it is clear that the cost function
in (3.17) is the same for all Δm

11∈Δm
φ1,φ2,all. This proves the last part.

The solution of Problem 3.13 is now summarized in the following result.
Corollary 3.20. Let all variables be as in Problem 3.13. Then

γ2
Δm

φ1,φ2

:= min
det(A−Δ)=0

E1
′ΔE1∈Δm

φ1,φ2

‖Δ‖2 = min
‖(γ2I−Δ11)(I−Δ11)−1‖=am+1

γ>1
Δ11∈Δm

φ1,φ2

γ2

= min
‖(γ2I−Δm

φ1,φ2
)(I−Δm

φ1,φ2
)−1‖=am+1

γ>1

γ2 = 1 + min
‖I+ζ(I−Δ11)−1‖=am+1

ζ>0
Δ11∈Δm

φ1,φ2

ζ

= 1 + min
‖I+ζ(I−Δm

φ1,φ2
)−1‖=am+1

ζ>0

ζ = 1 + ζΔm
φ1,φ2

,

where

ζ−1
Δm

φ1,φ2

= λ̄

⎛
⎜⎝
⎡
⎢⎣

(I−Δm
φ1,φ2

)−1+(I−Δm
φ1,φ2

′)−1

a2
m+1

−1
− (I−Δm

φ1,φ2
)−1

√
a2
m+1

−1

− (I−Δm
φ1,φ2

′)−1

√
a2
m+1

−1
0

⎤
⎥⎦
⎞
⎟⎠ ·

Remark 3.21. To characterize the set of all optimal structured perturbations in
(3.21) we proceed as follows. Theorem 3.19 gives Δm

φ1,φ2,all as the set of minimizers
for (3.17). Remark 3.14 shows that we can absorb the unitary diagonal T in (3.22) in
a unitary W1. This gives all leading m×m blocks of (3.21) (it can be shown that if
φ1 = φ2, then this gives only a class of solutions). For the other blocks, we appeal to
Remark 3.10 with Δ11 replaced by Δm

φ1,φ2
. We spare the readers the full details.

The following result gives an interpretation of Δm
φ1,φ2

. Since the solution of The-
orem 3.19 is independent of ζ, letting ζ → ∞ suggests the following.

Theorem 3.22. Let 0≤ φ1 ≤φ2≤1 be given. Consider the minimization

min {σ(I − Δ11) : Δ11 ∈ Δm
φ1,φ2

} =
(
max {‖(I − Δ11)

−1‖ : Δ ∈ Δm
φ1,φ2

}
)−1 ·

Then Δ11 =Δm
φ1,φ2

is a minimizer and the set of all minimizers is given by Δm
φ1,φ2,all.

Proof. The proof is almost identical to that of Theorem 3.19 and is omitted.
Remark 3.23. Thus an interpretation of Δm

φ1,φ2
is that it is the “most nearly

rank reducing matrix” within Δm
φ1,φ2

to the identity matrix. This generalizes the
unstructured as well as the structured case for m = 1.

4. Upper bound on the structured singular value. In this section we use
our previous results to derive an upper bound on the structured singular value.

Theorem 4.1. Let M ∈Cn×n be as defined in section 2 and let Δ⊆Cn×n denote
a block diagonal structured uncertainty set. Let φ̄1 and φ̄2 be upper bounds on the
maximizations in (2.5) and (2.6), respectively, and assume that 0≤ φ̄1≤ φ̄2≤1. Then
a lower bound on the structured stability radius rΔ(M), defined as in (2.2), is given
by

rΔ(M) := min{‖Δ‖ : det(I − ΔΣ) = 0, ρ(E1
′ΔE1) ≤ φ̄1‖Δ‖, ‖E1

′ΔE1‖ ≤ φ̄2}
= min{γ : ‖(γI − Δm

φ̄1,φ̄2
)(γ−1I − Δm

φ̄1,φ̄2
)−1‖ = σ−1

m+1, γ ≥ 1} ≥ 1(4.1)

and is decreasing in σm+1, where Δm
φ̄1,φ̄2

is defined in (3.23). Furthermore,

φ̄1 < 1 ⇒ rΔ(M) > 1 and rΔ(M) > 1.
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Finally, rΔ(M) = rΔ(M) if and only if there exists Δ ∈ Δ such that

V ′
1ΔU1 = [rΔ(M)]−1W ′Δm

φ̄1,φ̄2
W,

for some unitary W .
Proof. The first part follows from (2.9), Remark 3.15, and Corollary 3.20. First

note that

γΔm
φ1,φ2

= min{‖Δ‖ : det(A− Δ) = 0, ρ(E1
′ΔE1) ≤ φ̄1, ‖E′

1ΔE1‖ ≤ φ̄2}

= min{γ : ‖(γ2I − Δm
φ̄1,φ̄2

)(I − Δm
φ̄1,φ̄2

)−1‖ = am+1, γ > 1}
= min{γ : ‖(γI − γ−1Δm

φ̄1,φ̄2
)(γ−1I − γ−1Δm

φ̄1,φ̄2
)−1‖ = am+1, γ > 1}

= min{γ : ‖(γI − Δγ−1φ̄1,γ−1φ̄2
)(γ−1I − Δγ−1φ̄1,γ−1φ̄2

)−1‖ = am+1, γ > 1}.(4.2)

To turn the “absolute” bounds ρ(E′
1ΔE1) ≤ φ̄1 and ‖E′

1ΔE1‖ ≤ φ̄2 into the “relative”
bounds ρ(E′

1ΔE1) ≤ φ̄1‖Δ‖ and ‖E′
1ΔE1‖ ≤ φ̄2‖Δ‖, we simply write ρ(E′

1ΔE1) ≤
φ̄1

γ γ and ‖E′
1ΔE1‖ ≤ φ̄2

γ γ; i.e., we re-define γ−1φ̄1 → φ̄1 and γ−1φ̄2 → φ̄2 in (4.2),

which gives immediately the required expression for rΔ(M).
The fact that rΔ(M) is (strictly) decreasing in σm+1 follows from Lemma 3.11 since
am+1 = σ−1

m+1.The fact that rΔ(M) > 1 if φ̄1 < 1 follows from Corollary 3.20. Fi-
nally, consider the two minimization problems in (2.9). The set of all minimizers in
the right-hand side of (2.9) is given by all Δ ∈ Cn×n such that det(A − Δ) = 0,
ρ(E′

1ΔE1) ≤ φ̄1rΔ(M), and ‖E′
1ΔE1‖ ≤ φ̄2rΔ(M), or equivalently,

E′
1ΔE1 = WΔm

φ̄1r
−1
Δ

(M),φ̄2r
−1
Δ

(M)
W ′ = r−1

Δ (M)WΔm
φ̄1,φ̄2

W ′,

where W is an arbitrary unitary matrix (see Remarks 3.14, 3.15, and 3.21). Now
equality is possible in (2.9) if and only if there exists a minimizer of the left-hand side
of (2.9), which is also a minimizer of the right-hand side of (2.9), i.e., if and only if
there exists a Δ ∈ Δ such that V ′

1ΔU1 = [rΔ(M)]−1W ′Δm
φ̄1,φ̄2

W .

Remark 4.2. The evaluation of rΔ(M) in (4.1) is a simple eigenvalue problem
of dimension 4m × 4m, as the following development shows. Let a = σ−1

m+1 and
Ψ = Δm

φ̄1,φ̄2
. Then

a = ‖(γI − Ψ)(γ−1I − Ψ)−1‖
⇒ det{a2I − (γ−1I − Ψ′)−1(γI − Ψ′)(γI − Ψ)(γ−1I − Ψ)−1} = 0

⇒ det{γ4I − γ3(Ψ + Ψ′) − γ2(a2 − 1)Ψ′Ψ + γa2(Ψ + Ψ′) − a2I} = 0

⇒ det

⎛
⎜⎜⎝γI −

⎡
⎢⎢⎣

0 I 0 0
0 0 I 0
0 0 0 I
a2I −a2(Ψ + Ψ′) (a2 − 1)Ψ′Ψ Ψ + Ψ′

⎤
⎥⎥⎦
⎞
⎟⎟⎠ = 0.(4.3)

It follows that γ is the smallest real eigenvalue larger than 1 of the 4m × 4m block
matrix in (4.3).

Remark 4.3. The work shows that if we can get an upper bound on μΔ(M0),
where M0 is defined in (2.7) and is a reduced rank matrix (with the rank equal to the
multiplicity of the largest singular value of M), then we can easily obtain a bound on
M . This suggests that μ is “hard” for unitary M .

Remark 4.4. The theorem is a generalization of the result in [14] which solved the
case m = 1. That result was limited since, at the end of the D-iteration, the largest
singular value has multiplicity larger than one (otherwise it is equal to μΔ(M)) [21].
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In the final part of this section we outline the main steps of an algorithm which
may be used to breach the D-iteration upper bound of M , provided a reduced rank
μ problem can be solved.

Algorithm 4.5. Given M ∈ Cn×n and a complex block diagonal uncertainty
structure Δ, the following algorithm obtains an upper bound of μΔ(M), μ̄Δ(M):

1. (Optional.) Solve the LMI optimization (2.3) to obtain the D-iteration upper
bound of M . Normalize M by absorbing the D-iteration scalings obtained
from the optimization.

2. If step 1 has been carried out and the multiplicity of the largest singular value
of M is one, then μΔ(M) = μ̄Δ(M) = ‖M‖ and the algorithm terminates.

3. Normalize ‖M‖ = 1 by dividing by its norm. Carry out the singular value
decomposition of M given in (2.1) and let m be the multiplicity of the largest
singular value of M (which is 1).

4. If step 1 (optional) has been carried out, set φ̄2 = 1; else solve the LMI
optimization (2.3) and set φ̄2 =

√
γ.

5. From the singular value decomposition in step 3, define the (reduced rank)
matrix M0 as in Remark 2.2. Calculate the tightest possible upper bound of
μΔ(M0) and set it equal to φ̄1.

6. If φ̄1 = 1, set μ̄Δ(M) = ‖M‖ (after reversing the scaling in step 3 and/or 1)
and exit. No tighter bound can be obtained.

7. Set Ψ = Δm
φ̄1,φ̄2

defined in (3.23) and a = σ−1
m+1, where σm+1 is the (m+ 1)st

largest singular value of M .
8. Solve the 4m × 4m eigenvalue problem given in (4.3) and set rΔ(M) as the

smallest real eigenvalue larger than one. Then μ̄Δ(M) = r−1
Δ (M) (after

reversing the scaling in step 3 and/or 1).

5. Example. Consider a modified example from [21] with uncertainty structure
mc = 0 and mC = 4. Let a matrix M ∈ C4×4 after D-iteration have the form

M =
[
U1 U2

] [ I2 0
0 Σ2

] [
V ′

1

V ′
2

]
, U1 =

⎡
⎢⎢⎣

a 0
b b
c jc
d f

⎤
⎥⎥⎦ , V1 =

⎡
⎢⎢⎣

0 a
b −b
c −jc

ejψ1f ejψ2d

⎤
⎥⎥⎦ ,

where a =
√

2/k, b = c = 1/
√
k, d = −

√
β/k, f = (1 + j)

√
1/kβ, ψ1 = −π/2, and

ψ2 = π, with k = 3 +
√

3 and β =
√

3 − 1. Also ‖Σ2‖ = σ2. Here, U2 and V2 are any
unitary completions of U1 and V1, respectively. Let M0 = U1V

′
1 . Then σ1(M0) = 1.

It is shown in [21] that μΔ(M0) < 0.895 = φ̄1. (In fact, a rather involved
calculation shows that

μΔ(M0) =

√
1 + 2

√
16 − 9

√
3

3
= 0.872359 . . . ,

although we use the value given in [21]). Figure 5.1 shows how the upper bound on
μΔ(M) = 1

rΔ(M) (calculated by finding the smallest root larger than 1 of the quartic

in (4.3)) varies with σ2. Note that the D-iteration upper bound is equal to 1 ∀ σ2

such that 0 ≤ σ2 ≤ 1.
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Fig. 5.1. The upper bound on μ as a function of σ2 for 0 ≤ σ2 < 1, where σ1 = 1 and
φ̄1 = 0.895 for matrix M .

6. Summary. In this section we summarize our results. All variables are as
defined in Theorem 4.1. Our main results are as follows:

• We have shown that μΔ(M) = 1 if and only if μΔ(M0) = 1. It follows that
determining whether there exists a gap between μ and its upper bound is
equivalent to solving a μ problem of rank equal to the multiplicity of the
largest singular value of M .

• We have shown that if we can obtain an upper bound on μΔ(M0) less than
1, then we can give an upper bound on μΔ(M) which is smaller than 1.

Other secondary results are as follows:
• We used a semidefinite relaxation of the nonconvex optimization in (2.6) to

derive an upper bound which admits no gap (Lemma 2.3).
• We generalized the distance to singularity results of [16] to the matrix case

(Corollary 3.20).
• We solved a distance problem (Theorem 3.22).

7. Conclusions. The approach in [16] for tackling structured uncertainty was
proposed around the time μ was proposed and seems to have been neglected. We
have established a connection between these two approaches and we hope interest in
the first approach will revive.

Hitherto, the interest in low rank μ problems has been limited to some properties
concerning the gap between μ and its upper D-iteration bound, and to other theo-
retical considerations [20, 24, 25, 26]. We have shown that the solution of a reduced
rank μ problem, which has limited direct relevance to realistic structured uncertainty
descriptions, will induce an upper bound on the more relevant full rank problem. It
is not clear at present whether the reduced rank μ problems constructed here have
any special structure that makes them hard to compute. We hope that our work will
spur more research on the reduced rank problem to help answer this question.

The approach followed here shares many characteristics with our previous work on
the QIP problem [18] and potentially can be extended to a wide class of optimization
problems utilizing convex relaxation techniques.
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Appendix. Proof of Lemma 2.3. Let all variables be as defined in section 2.
In order to fix notation, assume that

Δ = {Δ ∈ Cn×n : Δ = diag(δ1Ir1 , . . . , δsIrs ,Δ1, . . . ,ΔF ), δi ∈ C,Δj ∈ Cmj×mj},

where i ∈ S, j ∈ F , and n =
∑n

i=1 ri +
∑F

i=1 mi. It follows that

D = {D = diag(D1, . . . , Ds, d1Im1
, . . . , dF ImF

), Di = D′
i ≥ 0, dj ≥ 0},

where i ∈ S and j ∈ F . Define also the sets Q = {Δ ∈ BΔ : ΔΔ′ = In},
D+ = {D ∈ D : D > 0}, and Z = {D − D̂ : D, D̂ ∈ D}. Clearly Z is a linear
vector space consisting of all Hermitian matrices in Cn×n with block diagonal structure
inherited from D, and thus D ⊆ Z. Let M ∈ Cn×n have a singular value decomposition
given by (2.1), in which U1, V1 ∈ Cn×r are the parts of the left and right singular
matrices of M , respectively, corresponding to the largest singular value, which is 1.
Let U1 and V1 be partitioned conformally to the block diagonal structure of Δ, i.e.,

U1 =
[
A′

1 · · · A′
S E′

1 · · · E′
F

]′
, V1 =

[
B′

1 · · · B′
S H ′

1 · · · H ′
F

]′
,

in which Ai ∈ Cri×r, Bi ∈ Cri×r, Ej ∈ Cmj×r, and Hj ∈ Cmj×r, for i ∈ S and j ∈ F .
Note that the notation used here is almost identical to that used in [21] (but see
Lemma A.5).

Lemma A.1. Let p, q ∈ Cn. Then
1. there exists Δ ∈ Cn×n, ‖Δ‖ ≤ 1 such that Δp = q if and only if p′p ≥ q′q.
2. there exists δ ∈ C, |δ| ≤ 1 such that δp = q if and only if pp′ ≥ qq′.
3. the following statements are equivalent: (i) There exists δ ∈ C, |δ| = 1 such

that δp=q. (ii) pp′=qq′. (iii) q′Hq=p′Hp for every Hermitian H∈Cn×n.
4. there exists Q ∈ Cn×n, QQ′ = In such that Qp = q if and only if p′p = q′q.

Proof. The proof is a slight extension of parallel results in [9] and [20] (see also
[22]) and is reproduced for completeness. Assume p �=0; otherwise the result is trivial.

1. If Δp = q with ‖Δ‖ ≤ 1, then ‖p‖ ≥ ‖q‖ or p′p − q′q ≥ 0. Conversely if
‖p‖ ≥ ‖q‖, choose the contractive rank-one matrix Δ = qp′/‖p‖2. Then
Δp = q.

2. If δp = q and |δ| ≤ 1, then pp′ − qq′ = (1 − |δ|2)pp′ ≥ 0. Conversely, let
pp′ − qq′ ≥ 0. For every x such that p′x = 0, we have

x′(pp′−qq′)x ≥ 0 ⇒ x′qq′x = 0 ⇒ q′x = 0 ⇒ N (p′) ⊆ N (q′) ⇒ R(q) ⊆ R(p).

Thus, there exists δ ∈ C such that q = δp. Now, 0 ≤ pp′ − qq′ = (1 − |δ|2)pp′
implies that |δ| ≤ 1.

3. (i) ⇒ (ii): This is immediate, since qq′ = δδ̄pp′ = |δ|2pp′ = pp′. (ii) ⇒ (i):
Using an argument similar to the one used in part 2, we conclude that R(p) =
R(q), i.e., q = δp for some δ ∈ C, δ �= 0. Now, qq′ = |δ|2pp′ so that |δ| = 1.
(i) ⇒ (iii): By direct calculation, q′Hq = |δ|2p′Hp = p′Hp for every H = H ′.
(iii) ⇒ (i): Setting H = In shows that ‖p‖ = ‖q‖. Setting H = pp′ gives
|q′p| = ‖p‖‖q‖ and thus q = δp for some scalar δ such that |δ| = 1.

4. Similar to items 1–3 above.
The next lemma characterizes the following two sets:

Ψ(x) = {z ∈ Cn : z = ΔU1x,Δ ∈ BΔ}
and

Ψo(x) = {z ∈ Cn : z = ΔU1x,Δ ∈ Q},
in which x is a fixed vector in Cn.
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Lemma A.2. Let z ∈ Cn, partitioned conformally with Δ, i.e.,

z′ =
[
z′1 . . . z′S z′S+1 . . . z′S+F

]
,

where zi ∈ Cri for i ∈ S and zS+i ∈ Cmi for i ∈ F . Then, for x ∈ Cn,

Ψ(x) = {z ∈ Cn : ziz
′
i ≤ Aixx

′A′
i, i ∈ S ; ‖zS+i‖ ≤ ‖Eix‖, i ∈ F}(A.1)

and

Ψo(x) = {z ∈ Cn : ziz
′
i = Aixx

′A′
i, i ∈ S ; ‖zS+i‖ = ‖Eix‖, i ∈ F}.(A.2)

Further,

z′iHizi = x′A′
iHiAix for every z ∈ Ψo(x), i ∈ S and Hi = H ′

i ∈ Cri×ri .(A.3)

Finally,

z ∈ Ψo(x) if and only if z′Zz − x′U ′
1ZU1x = 0 for every Z ∈ Z.(A.4)

Proof. The characterization of the sets Ψ(x) and Ψo(x) follows immediately from
Lemma A.1. The identity (A.3) is also a direct consequence of Lemma A.1(3). Finally,
in order to show (A.4), take Z = diag(Q1, . . . , QS , qS+1Im1 , . . . , qS+F ImF

) with Qi =
Q′

i ∈ Cri×ri and qS+i ∈ R. Then

z′Zz−x′U ′
1ZU1x=

S∑
i=1

(z′iQizi−x′A′
iQiAix)+

F∑
i=1

qS+i(‖zS+i‖2−‖Eix‖2)=0,(A.5)

using (A.2) and (A.3). Conversely, suppose that (A.5) holds for every Z ∈ Z and for
each i ∈ S choose Qj = Omj

(j �= i) and qS+j = 0 ∀ j ∈ F . Then, z′Qizi = x′A′
iQiAix

for every Qi = Q′
i, which from Lemma A.1 implies that ziz

′
i = Aixx

′A′
i for each i ∈ S.

Similarly, setting Qi = Omi ∀ i ∈ S, qS+j = 0 ∀ j ∈ F\{i}, and qS+i = 1 gives
‖zS+i‖ = ‖Eix‖ and thus z ∈ Ψo(x).

Before proving Lemma 2.3 the following result is also needed.
Lemma A.3. Let Z = Z ′ and define

Pα =

[
0 0
0 Λ

]
− α

[
X ′

X̃ ′

]
Z
[
X X̃

]
,

where Λ = Λ′ > 0 and Xo := [X X̃] is unitary. Then there exists α > 0 such that
Pα ≥ 0 if and only if X ′ZX ≤ 0.

Proof. (a) If Pα ≥ 0 for some α > 0, then the (1, 1) block of Pα is certainly
semidefinite, i.e., X ′ZX ≤ 0. (b) Assume that X ′ZX ≤ 0. We will show that
XoPαX

′
o ≥ 0 for all sufficiently small α > 0. First note that

XoPαX
′
o =

[
X X̃

] [ 0 0
0 Λ

] [
X ′

X̃ ′

]
− αZ = X̃ΛX̃ ′ − αZ.

Every vector ξ ∈ Cn can be written (uniquely) as ξ = Xθ1 + X̃θ2. Now,

ξ′XoPαX
′
oξ = ξ′(X̃ΛX̃ ′ − αZ)ξ = (θ′1X

′ + θ′2X̃
′)(X̃ΛX̃ ′ − αZ)(Xθ1 + X̃θ2)

= θ′2Λθ2 − α(θ′1X
′ZXθ1 + 2Re(θ′1X

′ZX̃θ2) + θ′2X̃
′ZX̃θ2).
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If θ2 �= 0, this is positive for all sufficiently small α. If θ2 = 0 (⇒ θ1 �= 0 for ξ �= 0),
we get XoPαX

′
o = −αθ′1X

′ZXθ1 ≥ 0 for every α ≥ 0. In either case, there exists
α > 0 (sufficiently small) such that XoPαX

′
o ≥ 0, which implies that Pα ≥ 0.

We can now prove the first part of Lemma 2.3.
Lemma A.4. With all variables as defined above,

max
Δ∈BΔ

‖V ′
1ΔU1‖2 = min

D∈D
D−V1V1

′≥0

γI−U1
′DU1≥0

γ.(A.6)

Proof. We call the maximization on the left of (A.6) the primal problem and the
minimization on the right the dual problem. The primal problem can be written as

max
Δ∈BΔ
x′x≤1

x′U ′
1Δ

′V1V1
′ΔU1x = max

x′x≤1
z∈Ψ(x)

z′V1V1
′z,(A.7)

where Ψ(x) is defined in (A.1). Consider the following identity:

z′V1V1
′z=− γ(1−x′x)−(x′U ′

1DU1x−z′Dz)−z′(D−V1V1
′)z

−x′(γI−U ′
1DU1)x+γ.(A.8)

For all x, z satisfying the constraints of the primal problem in (A.7) (i.e., x′x ≤ 1,
z ∈ Ψ(x)), all D satisfying the constraints of the dual problem in (2.8) (i.e., D ∈ D,
D− V1V1

′ ≥ 0, and γI −U1
′DU1 ≥ 0), and all γ > 0, we have that the four terms on

the right of (A.8) are nonpositive, i.e.,
1. 1 − x′x ≥ 0 (primal),
2. x′U ′

1DU1x−z′Dz ≥ 0 (primal),
3. z′(D − V1V

′
1)z ≥ 0 (dual),

4. x′(γI−U ′
1DU1)x ≥ 0 (dual).

The nonnegativity of the second term follows from the following argument. Write

x′U ′
1DU1x− z′Dz =

S∑
i=1

(x′A′
iDiAix− z′iDizi) +

F∑
i=1

di(‖Eix‖2 − ‖zS+i‖2),

where Di = D′
i ≥ 0 ∀ i ∈ S and di ≥ 0 ∀ i ∈ F . Now, from Lemma A.2, z ∈ Ψ(x)

implies that ‖zS+i‖ ≤ ‖Eix‖ ∀ i ∈ F . Further, since z ∈ Ψ(x) we have

Aixx
′A′

i − ziz
′
i ≥ 0 ∀ i ∈ S

⇒ D
1/2
i (Aixx

′A′
i − ziz

′
i)D

1/2
i ≥ 0 ∀ D

1/2
i = (D

1/2
i )′ ≥ 0, i ∈ S

⇒ D
1/2
i Aixx

′A′
iD

1/2
i ≥ D

1/2
i ziz

′
iD

1/2
i ∀ D

1/2
i = (D

1/2
i )′ ≥ 0, i ∈ S.

Lemma A.1(2) implies that there exist λi∈C, |λi|≤1 such that λiD
1/2
i Aix=D

1/2
i zi,

i∈S, and thus ‖D1/2
i Aix‖2−‖D1/2

i zi‖2≥0, so that the second term is nonnegative.
Thus, the first four terms in the global identity are all nonpositive, and hence

max
x′x≤1
z∈Ψ(x)

z′V1V1
′z ≤ min

D∈D
γI−U1

′DU1≥0

D−V1V1
′≥0

γ.

It follows that the dual problem solution is an upper bound on the primal’s. Next we
show that they are equal.
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Let γ and D be feasible for the dual problem. Then
1. λ(D − V1V

′
1) = 0, and

2. λ(γI − U ′
1DU1) = 0.

Equality in (2) is obvious: If γI − U ′
1DU1 was not singular at optimality, then there

would exist γ̂ < γ such that γ̂I − U ′
1DU1 ≥ 0, contradicting the optimality of γ. To

show (1), suppose for contradiction that D−V1V
′
1 > 0. Then (D−μI)−V1V

′
1 ≥ 0 for

some μ > 0 (sufficiently small). Now γI−U ′
1DU1 ≥ 0 and so (γ−μ)I−U ′

1(D−μI)U1 ≥
0, contradicting again the optimality of γ, since μ > 0 can be chosen small enough so
that D − μI ∈ D. (Note that in this case the assumption D − V1V

′
1 > 0 implies that

D > 0.) Thus both (1) and (2) hold.
Thus dim N (γI − U ′

1DU1) ≥ 1 and dim N (D − V1V1
′) ≥ 1, where N (·) denotes

the null space, are necessary for γ,D to be optimal for the dual problem. Let

D − V1V1
′ =
[
X X̃

] [ 0 0
0 Λ1

] [
X ′

X̃ ′

]
,(A.9)

where X ∈ Cn×m1 , [X X̃] unitary, and Λ1 = Λ1
′ > 0 and let

γI − U ′
1DU1 =

[
Y Ỹ

] [ 0 0
0 Λ2

] [
Y ′

Ỹ ′

]
,(A.10)

where Y ∈ Cn×m2 , [Y Ỹ ] unitary, and Λ2 = Λ2
′ > 0. We prove that γ,D are optimal

if and only if there does not exist Z ∈ Z such that X ′ZX ≤ 0 and Y ′U ′
1ZU1Y > 0.

Suppose X ′ZX ≤ 0 and Y ′U ′
1ZU1Y > 0 for some Z ∈ Z. Define Dα = D − αZ

for α ≥ 0. Then it is easy to show that[
X ′

X̃ ′

]
(Dα − V1V1

′)
[
X X̃

]
=

[
−αX ′ZX −αX ′ZX̃

−αX̃ ′ZX Λ1 − αX̃ ′ZX̃

]

and [
Y ′

Ỹ ′

]
(γI − U ′

1DαU1)
[
Y Ỹ

]
=

[
αY ′U ′

1ZU1Y αY ′U ′
1ZU1Ỹ

αỸ ′U ′
1ZU1Y Λ2 + αỸ ′U ′

1ZU1Ỹ

]
.

It is now straightforward using Lemma A.3 and a Schur-type argument to show that
there exists α > 0 such that Dα − V1V1

′ ≥ 0 and γI − U ′
1DαU1 > 0, and so there

exists γα < γ such that γαI − U ′
1DαU1 ≥ 0, proving that γ,D are not optimal.

Conversely, suppose that γ and D are not optimal so that there exists γo < γ and
Do ∈ D such that Do−V1V1

′ ≥ 0 and γoI−U ′
1DoU1 ≥ 0. Define Z = D−Do so that

Z ∈ Z. Now

0 = X ′(D − V1V1
′)X = X ′(Do − V1V1

′ + Z)X = X ′(Do − V1V1
′)X + X ′ZX,

and so X ′ZX ≤ 0. Also

0 = Y ′(γI − U ′
1DU1)Y = Y ′(γoI − U ′

1DoU1 + (γ − γo)I − U ′
1ZU1)Y

= Y (γoI − U ′
1DoU1)Y + (γ − γo)I − Y ′U ′

1ZU1Y,

and so Y ′U ′
1ZU1Y > 0. This proves that γ,D are optimal for the dual problem if and

only if there does not exist Z ∈ Z such that X ′ZX ≤ 0 and Y ′U ′
1ZU1Y > 0.

Finally, we need to prove the absence of gap between the primal and dual prob-
lems. Let γ and D be optimal for the dual and suppose that (A.9) and (A.10) are
satisfied. It follows from the identity (A.8) that there is no gap if there exist z ∈ Cn

and x ∈ Cm such that
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1. x′x = 1 (so that x is feasible and the first term on the right of (A.8) is zero);
2. z ∈ Ψo(x) (so that z is feasible and the second term is zero; see Lemma A.2);
3. z ∈ N (D − V1V1

′), or equivalently, z = Xz̃ for some z̃ ∈ Cm1 (so that the
third term is zero);

4. x ∈ N (γI − U ′
1DU1), or equivalently, x = Y x̃ for some x̃ ∈ Cm2 (so that the

fourth term is zero).
It follows that there is no gap if there exist z̃ ∈ Cm1 and x̃ ∈ Cm2 such that x̃′x̃ =
z̃′z̃ = 1 and Xz̃ ∈ Ψo(Y x̃), i.e., if there exist x̃ and z̃ such that ‖x̃‖ = ‖z̃‖ = 1 and

z̃′X ′ZXz̃ − x̃′Y ′U ′
1ZU1Y x̃ = 0,

for every Z ∈ Z. We thus need to prove that such z̃ and x̃ exist if γ,D are optimal,
that is, if there does not exist Z ∈ Z such that X ′ZX ≤ 0 and Y ′U ′

1ZU1Y > 0.
Assume for contradiction that ∃Z ∈ Z such that z̃′X ′ZXz̃ − x̃′Y ′U ′

1ZU1Y x̃ �=
0 ∀ z̃ ∈ Cm1 and x̃ ∈ Cm2 with ‖z̃‖ = ‖x̃‖ = 1. We need to show that this contradicts
optimality of (γ, D) or, equivalently, that it implies the existence of Z ∈ Z such that
X ′ZX ≤ 0 and Y ′U1ZU1Y > 0. Next note that since Z ∈ Z ⇔ −Z ∈ Z, the assumed
condition is equivalent to the existence of Z ∈ Z such that z̃′X ′ZXz̃ < x̃′Y ′U ′

1ZU1Y x̃
for every z̃ ∈ Cm1 and x̃ ∈ Cm2 with ‖z̃‖ = ‖x̃‖. This implies, in particular, that

λ(X ′ZX) = max
‖z̃‖=1

z̃′X ′ZXz̃ < min
‖x̃‖=1

x̃′Y ′U ′
1ZU1Y x̃ = λ(Y ′U ′

1ZU1Y ).

Next, set δ = 1
2 [λ(X ′ZX) + λ(Y ′U ′

1ZU1Y )]. Then,

z̃′X ′(Z − δI)Xz̃ < x̃′Y ′U ′
1(Z − δI)U1Y x̃

∀ z̃ ∈ Cm1 and x̃ ∈ Cm2 with ‖z̃‖ = ‖x̃‖. Now,

max
‖z̃‖=1

z̃′X ′(Z − δI)Xz̃ = λ(X ′ZX) − δ =
1

2

[
λ(X ′ZX) − λ(Y ′Y ′

1ZU1Y )
]
< 0,

so that X ′(Z − δI)X < 0. Similarly,

min
‖x̃‖=1

x̃′Y ′U ′
1(Z − δI)U1Y x̃ =

1

2

[
λ(Y ′Y ′

1ZU1Y ) − λ(X ′ZX)
]
> 0,

which implies that Y ′U ′
1(Z − δI)U1Y > 0 and establishes the required contradiction

since Z − δI ∈ Z.
In the remaining part of the appendix we prove the second part of Lemma 2.3.

This requires two preliminary results as follows.
Lemma A.5. With all variables as defined above, inf{‖D1/2MD−1/2‖ : D ∈

D+} = ‖M‖ if and only if λ(U ′
1ZU1 − V ′

1ZV1) ≤ 0 for every Z ∈ Z.
Proof. See [21]. Note that our definition of Z is slightly different from the

definition in [21], but this does not affect the result.
Lemma A.6. With all variables as defined above, inf{‖D1/2MD−1/2‖ : D ∈

D+} = ‖M‖ if and only if inf{‖D1/2M0D
−1/2‖ : D ∈ D+} = ‖M‖.

Proof. The proof is immediate from Lemma A.5 since M and M0 share the
same left and right singular vector matrices corresponding to ‖M‖ = 1 (U1 and V1,
respectively).

The second part of Lemma 2.3 can now be established as follows.
Lemma A.7. If the optimum in (2.3) is 1, the optimum in (2.6) is 1.
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Proof. First note that for every D ∈ D+,

M ′DM − γ2D ≥ 0 ⇔ D−1/2M ′DMD−1/2 − γ2I ≤ 0 ⇔ ‖D1/2MD−1/2‖ ≤ γ,

and hence via a continuity argument [11] the optimum in (2.3) is 1 if and only if
inf{‖D1/2MD−1/2‖ : D ∈ D+} = 1. Thus, from Lemma A.6 we also have that
inf{‖D1/2M0D

−1/2‖ : D ∈ D+} = 1, and hence the optimization problem min{γ :
D ∈ D, γ2D −M ′

0DM0 ≥ 0} has optimum solutions γ = 1 and D = I. Now suppose
for contradiction that max{‖V ′

1ΔU1‖ : Δ ∈ BΔ} < 1, or, in view of Lemma A.4 that
min{γ : D ∈ D, D − V1V

′
1 ≥0, γI − U ′

1DU1≥0}<1. Write the minimum γ as γ=1−ε
for some ε>0 and the corresponding optimum D=I−Z for some Z∈Z. Then

(1 − ε)I − U ′
1(I − Z)U1 ≥ 0 ⇔ U ′

1ZU1 ≥ εI > 0.

Also,

(I − Z) − V1V
′
1 ≥ 0 ⇒ V ′

1 [(I − Z) − V1V
′
1 ]V1 ≥ 0 ⇒ V ′

1ZV1 ≤ 0.

Thus U ′
1ZU1−V ′

1ZV1>0 for some Z∈Z, which contradicts Lemma A.5.
Lemma 2.3 now follows from Lemmas A.4 and A.7.
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Abstract. In this paper, we study a class of stochastic optimal control problems, where the drift
term of the equation has a linear growth on the control variable, the cost functional has a quadratic
growth, and the control process takes values in a closed set (not necessarily compact). This problem
is related to some backward stochastic differential equations (BSDEs) with quadratic growth and
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1. Introduction. In this paper, we consider a controlled equation of the form

{
dXt = b(t,Xt) dt + σ(t,Xt) [dWt + r(t,Xt, ut) dt], t ∈ [0, T ],
X0 = x.

(1.1)

In the equation, W is an R
d-valued Wiener process, defined on a complete probability

space (Ω,F ,P) with respect to a filtration (Ft)t≥0 satisfying the usual conditions;
the unknown process X takes values in R

n; x is a given element of R
n; and u is the

control process, which is assumed to be an (Ft)-adapted process taking values in a
given nonempty closed set K ⊂ R

m. The control problem consists of minimizing a
cost functional of the form

J = E

∫ T

0

g(t,Xt, ut) dt + E φ(XT ).(1.2)

We suppose that r has a linear growth in u, g has quadratic growth in x and u,
and φ has quadratic growth in x.

The main novelty of the present paper, in comparison with the existing literature,
is that on the one hand we assume that neither K nor r is bounded; on the other hand
we consider a degenerate control problem (since nothing is assumed on the image of
σ). Moreover, we also allow φ to have quadratic growth.
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Milano, Italy (gianmario.tessitore@unimib.it). This author was supported by the European Commu-
nity’s Human Potential Programme under contract HPRN-CT-2002-00281 (Evolution Equations).

1279



1280 MARCO FUHRMAN, YING HU, AND GIANMARIO TESSITORE

Nonlinear backward stochastic differential equations (BSDEs) were first intro-
duced by Pardoux and Peng [11]. A major application of BSDEs is in stochastic
control; see, e.g., [4] and [12]. We also refer the reader to [9], [5], and [7]. From
several points of view, the class of control problems addressed in these papers, and in
the references therein, is more general than the one considered here, but assumptions
implying “bounded control image” (i.e., boundedness of K or r in our notation) are a
common feature of all the above papers. The special “unbounded” case correspond-
ing to the assumptions K = R

m and g = 1
2 |u|2 + q(t, x) is treated in [6] by an ad

hoc exponential transform. We notice that in [6] φ is allowed to take the value +∞.
Finally, the same special case (in which the Hamiltonian is exactly the square of the
norm of the gradient) was treated in [8] by analytic techniques under nondegeneracy
assumptions and in an infinite-dimensional framework.

The difficulty here is that the Hamiltonian corresponding to the control prob-
lem has quadratic growth in the gradient and consequently the associated BSDE has
quadratic growth in the Z variable. Well-posedness for this class of BSDEs has been
proved in [10] in the case of bounded terminal value. Since we allow for unbounded
terminal cost, to treat such equations we have to apply the techniques recently intro-
duced in [2]. We notice that for such BSDEs no general uniqueness results are known:
we replace uniqueness with the selection of a maximal solution. Moreover, the usual
application of the Girsanov technique is not allowed (since the Novikov condition is
not guaranteed), and we have to develop specific arguments both to prove the fun-
damental relation (see section 4) and to obtain the existence of a (weak) solution to
the closed loop equation (see section 5). Our main result is to prove that the optimal
feedback control exists and the optimal cost is given by the value Y0 of the maximal
solution (Y,Z) of the BSDE with the quadratic growth and unbounded terminal value
mentioned above. Moreover, we show that we can construct an optimal feedback in
terms of the process Z. Finally, we prove that if we fix a particular optimal feed-
back law, then the solution of the corresponding closed loop equation is unique; see
Proposition 5.4.

An alternative approach to the control problem may consist of applying the
stochastic maximum principle; see, e.g., [12] for a detailed exposition. However, this
would require further differentiability conditions on the coefficients of the controlled
equation and would not immediately imply existence of an optimal control, since the
maximum principle is usually stated as a necessary condition for optimality.

The paper is organized as follows. In the next section, we describe the control
problem; in section 3, we study the related BSDE; and in section 4, we establish
the fundamental relation between the optimal control problem and BSDE. The last
section is devoted to the proof of the existence of optimal feedback control.

2. The control problem. We consider the optimal control problem given by a
state equation of the form{

dXt = b(t,Xt) dt + σ(t,Xt) [dWt + r(t,Xt, ut) dt], t ∈ [0, T ],
X0 = x,

(2.1)

and given by a cost functional of the form

J = E

∫ T

0

g(t,Xt, ut) dt + E φ(XT ).(2.2)

We work under the following assumptions.
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Hypothesis 2.1.

1. The process W is a Wiener process in R
d, defined on a complete probability

space (Ω,F ,P) with respect to a filtration (Ft) satisfying the usual conditions.
2. The set K is a nonempty closed subset of R

m.
3. The functions b : [0, T ]× R

n → R
n, σ : [0, T ]× R

n → R
n×d, r : [0, T ]× R

n ×
K → R

d, g : [0, T ] × R
n ×K → R, φ : R

n → R are Borel measurable.
4. For all t ∈ [0, T ], x ∈ R

n, r(t, x, ·) and g(t, x, ·) are continuous functions from
K to R

d and from K to R, respectively.
5. There exists a constant C > 0 such that for every t ∈ [0, T ], x, x′ ∈ R

n,
u ∈ K it holds that

|b(t, x) − b(t, x′)| ≤ C|x− x′|, |b(t, x)| ≤ C(1 + |x|),(2.3)

|σ(t, x) − σ(t, x′)| ≤ C|x− x′|,(2.4)

|σ(t, x)| ≤ C,(2.5)

|r(t, x, u) − r(t, x′, u)| ≤ C(1 + |u|)|x− x′|,(2.6)

|r(t, x, u)| ≤ C(1 + |u|),(2.7)

0 ≤ g(t, x, u) ≤ C(1 + |x|2 + |u|2),(2.8)

0 ≤ φ(x) ≤ C(1 + |x|2).(2.9)

6. There exist R > 0 and c > 0 such that for every t ∈ [0, T ], x ∈ R
n, and every

u ∈ K satisfying |u| ≥ R,

g(t, x, u) ≥ c|u|2.(2.10)

We will say that an (Ft)-adapted stochastic process {ut, t ∈ [0, T ]} with values
in K is an admissible control if it satisfies

E

∫ T

0

|ut|2dt < ∞.(2.11)

This square summability requirement is justified by (2.10): a control process which is
not square summable would have infinite cost.

Remark 2.2. Some classes of linear quadratic control problems fall within the
scope of our result. Consider the controlled system{

dXt = A(t)Xt dt + b(t) dt + Σ(t) [dWt + B(t)ut dt], t ∈ [0, T ],
X0 = x

(2.12)

and the cost functional

J =
1

2
E

∫ T

0

[〈Q(t)Xt, Xt〉 + 〈R(t)ut, ut〉] dt +
1

2
E 〈SXT , XT 〉,
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and assume that A, b,Σ, B,Q,R are bounded Borel measurable functions with values
in R

n×n, R
n, R

n×d, R
d×m, R

n×n, R
m×m, respectively, and that S ∈ R

n×n; also
suppose that Q(t) ≥ 0, S ≥ 0, R(t) ≥ cI for some c > 0 and all t, in the sense of the
usual matrix order. Then Hypothesis 2.1 is verified. We are not assuming K = R

m

in general. If K = R
m, then the usual linear quadratic theory applies and gives more

general results in the sense that state- and control-dependent noise can be considered,
as well as a more general drift coefficient, in (2.12).

Next we show that for every admissible control, the solution to (2.1) exists.
Proposition 2.3. Let u be an admissible control. Then there exists a unique,

continuous, (Ft)-adapted process X satisfying E supt∈[0,T ] |Xt|2 < ∞, and P-a.s.,

Xt = x +

∫ t

0

b(s,Xs) ds +

∫ t

0

σ(s,Xs) dWs +

∫ t

0

σ(s,Xs) r(s,Xs, us) ds, t ∈ [0, T ].

Proof. The proof of Proposition 2.3 relies on an approximation procedure that
will be used again in what follows. We introduce the sequence of stopping times

τn = inf

{
t ∈ [0, T ] :

∫ t

0

|us|2ds > n

}
,

with the convention that τn = T if the indicated set is empty. By (2.11), for P-almost
every ω ∈ Ω, there exists an integer N(ω) depending on ω such that

n ≥ N(ω) =⇒ τn(ω) = T.(2.13)

Let us fix u0 ∈ K, and for every n, let us define

un
t = ut 1t≤τn + u0 1t>τn

and consider the equation{
dXn

t = b(t,Xn
t ) dt + σ(t,Xn

t ) [dWt + r(t,Xn
t , u

n
t ) dt], t ∈ [0, T ],

Xn
0 = x.

(2.14)

We claim that (2.14) has a unique solution Xn in the class of (Ft)-adapted pro-
cesses X satisfying supt∈[0,T ] E |Xt|2 < ∞.

To prove the claim we use a classical argument: We first write (2.14) in the form

dXt = b(t,Xt) dt + b̃(t,Xt) dt + σ(t,Xt) dWt,

where b̃(t, x) = σ(t, x, un
t )r(t, x, un

t ) is a stochastic coefficient which satisfies, by (2.3)–
(2.7),

|̃b(t, x) − b̃(t, x′)| = |σ(t, x, un
t )r(t, x, un

t ) − σ(t, x′, un
t )r(t, x′, un

t )| ≤ C(1 + |un
t |)|x− x′|,

|̃b(t, x)| = |σ(t, x, un
t )r(t, x, un

t )| ≤ C(1 + |un
t |), t ∈ [0, T ], x, x′ ∈ R

n.

We define Kt(ω) = C(1 + |un
t (ω)|), and we note that

∫ T

0

|Kt|2dt ≤ C

(
1 +

∫ T

0

|un
t |2dt

)
≤ C(1 + n + |u0|2) =: C̃, P-a.s.,
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by the definition of τn. Next we introduce the norm ‖X‖2 := supt∈[0,T ] e
−2λt

E |Xt|2
and prove that the mapping Γ defined by

Γ(X)t =

∫ t

0

b(s,Xs) ds +

∫ t

0

b̃(s,Xs) ds +

∫ t

0

σ(s,Xs) dWs, t ∈ [0, T ],

is a contraction with respect to this norm for sufficiently large λ > 0. For a pair of
processes X,X ′, we have

E

∣∣∣∣
∫ t

0

[̃b(s,Xs) − b̃(s,X ′
s)] ds

∣∣∣∣
2

≤ E

(∫ t

0

Ks|Xs −X ′
s| ds

)2

≤ E

(∫ t

0

|Ks|2ds
∫ t

0

|Xs −X ′
s|2 ds

)

≤ C̃E

∫ t

0

|Xs −X ′
s|2 ds

≤ C̃‖X −X ′‖2

∫ t

0

e2λs ds,

and it follows that

sup
t∈[0,T ]

e−2λt
E

∣∣∣∣
∫ t

0

[̃b(s,Xs) − b̃(s,X ′
s)] ds

∣∣∣∣
2

≤ C̃‖X −X ′‖2

∫ t

0

e−2λ(t−s) ds

≤ C̃

2λ
‖X −X ′‖2.

The other verifications needed to prove the contraction property are standard. The
claim is proved.

It is clear that the solution Xn of (2.14) is also continuous. Moreover, we have

Xn
t = Xn+1

t for t ≤ τn;

therefore there exists a process X such that

Xt = Xn
t for t ≤ τn,

and X is clearly the required solution. The property E supt∈[0,T ] |Xt|2 < ∞ is an
immediate consequence of the following lemma, which concludes the proof.

Lemma 2.4. Under the previous assumptions, the family of random variables

sup
t∈[0,T ]

|Xn
t |2, n = 1, 2, . . . ,

is uniformly integrable.
Proof. We set Mn

t =
∫ t

0
σ(s,Xn

s ) dWs. By (2.14), we have

Xn
t = x +

∫ t

0

b(s,Xn
s ) ds +

∫ t

0

σ(s,Xn
s )r(s,Xn

s , u
n
s ) ds + Mn

t .

First, we claim that the family {supt∈[0,T ] |Mn
t |2; n = 1, 2, . . . } is uniformly integrable;

indeed it is uniformly bounded in Lp(Ω,F ,P) for every p ∈ [1,∞), since by the
Burkholder–Davis–Gundy inequalities and the boundedness of σ (see (2.5)),

E sup
t∈[0,T ]

|Mn
t |2p ≤ CE

(∫ T

0

|σ(s,Xn
s )|2 ds

)p

≤ C
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for some constant independent of n. Next we note that, by (2.7),

∣∣∣∣
∫ t

0

σ(s,Xn
s )r(s,Xn

s , u
n
s ) ds

∣∣∣∣
2

≤ C

∫ t

0

(1 + |un
s |)2 ds ≤ C

(
1 +

∫ T

0

|us|2 ds

)
.

Then, setting lnt = supr∈[0,t] |Xn
r |2, we obtain by (2.3),

lnt ≤ C

(
1 +

∫ T

0

|us|2 ds + sup
t∈[0,T ]

|Mn
t |2

)
+ C

∫ t

0

|Xn
s |2 ds

≤ C

(
1 +

∫ T

0

|us|2 ds + sup
t∈[0,T ]

|Mn
t |2

)
+ C

∫ t

0

lns ds.

From the Gronwall lemma we deduce

lnt ≤ C

(
1 +

∫ T

0

|us|2 ds + sup
t∈[0,T ]

|Mn
t |2

)
,

and the required uniform integrability follows.
The stochastic control problem associated with (2.1)–(2.2) consists of minimizing

the cost functional J(x, u) among all the admissible controls.

3. The forward-backward system. We consider again the functions b, σ, g, φ
satisfying the assumptions in Hypothesis 2.1. We define the Hamiltonian function

ψ(t, x, z) = inf
u∈K

[g(t, x, u) + z · r(t, x, u)], t ∈ [0, T ], x ∈ R
n, z ∈ R

d,(3.1)

where · denotes the usual scalar product in R
d. We collect some immediate properties

of the function ψ.
Lemma 3.1. The map ψ is a Borel measurable function from [0, T ]×R

n ×R
d to

R. There exists a constant C > 0 such that

−C(1 + |z|2) ≤ ψ(t, x, z) ≤ g(t, x, u) + C|z|(1 + |u|) ∀u ∈ K.(3.2)

Moreover, the infimum in (3.1) is attained in a ball of radius C(1 + |x|+ |z|), that is,

ψ(t, x, z) = min
u∈K,|u|≤C(1+|x|+|z|)

[g(t, x, u) + z · r(t, x, u)],(3.3)

t ∈ [0, T ], x ∈ R
n, z ∈ R

d,

and

ψ(t, x, z) < g(t, x, u) + z · r(t, x, u) if |u| > C(1 + |x| + |z|).(3.4)

Finally, for every t ∈ [0, T ] and x ∈ R
n, z → ψ(t, x, z) is continuous on R

d.
Proof. The measurability of ψ is straightforward since, by the continuity of r and

g with respect to u, we have ψ(t, x, z) = inf
u∈K̂

[g(t, x, u) + z · r(t, x, u)], t ∈ [0, T ],

x ∈ R
n, z ∈ R

d, where K̂ is any countable dense subset of K.
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Coming now to the proof of (3.2), we notice that, since g is nonnegative and
satisfies (2.10), we have g(t, x, u) ≥ c(|u|2 −R2) (c and R are the same as in (2.10)).
By (2.7) and (2.8), we have

g(t, x, u) + z · r(t, x, u) ≥ c(|u|2 −R2) − C|z|(1 + |u|),(3.5)

and it follows that

ψ(t, x, z) ≥ inf
u∈Rm

[g(t, x, u) + z · r(t, x, u)] ≥ inf
u∈Rm

[c(|u|2 −R2) − C|z|(1 + |u|)]
= −C1|z|2 − C2,

by direct computation, for suitable constants C1 and C2. This proves the left-hand
side of (3.2). The right-hand side of (3.2) is immediate, since by (2.7),

ψ(t, x, z) ≤ g(t, x, u) + z · r(t, x, u) ≤ g(t, x, u) + |z|C(1 + |u|).

We come now to the second assertion. By (3.5) we get

g(t, x, u) + z · r(t, x, u) ≥ c|u|
(
|u| − C

c
|z|

)
− cR2 − C|z|.(3.6)

On the other hand, if we fix an arbitrary u0 ∈ K, then

g(t, x, u0) + z · r(t, x, u0) ≤ C(1 + |x|2 + |u0|2) + C|z|(1 + |u0|) ≤ C3(1 + |x|2 + |z|).
(3.7)

Hence, there exists a constant C > 0 such that, if |u| > C(1 + |x| + |z|), then

g(t, x, u) + z · r(t, x, u) > g(t, x, u0) + z · r(t, x, u0),

and (3.3) follows from the continuity of g and r with respect to u.
Finally, the continuity of ψ(t, x, ·) can be easily proved, taking into account

(3.3).
Next we take an arbitrarily complete probability space (Ω,F ,P◦) and a Wiener

process W ◦ in R
d with respect to P

◦. We denote by (F◦
t ) the associated Brownian

filtration, i.e., the filtration generated by W ◦ and augmented by the P
◦-null sets of

F ; (F◦
t ) satisfies the usual conditions.

We introduce the forward equation{
dXt = b(t,Xt) dt + σ(t,Xt) dW

◦
t , t ∈ [0, T ],

X0 = x,
(3.8)

whose solution is a continuous (F◦
t )-adapted process, which exists and is unique by

classical results. Next we consider the associated backward equation{
dYt = −ψ(t,Xt, Zt) dt + Zt dW

◦
t , t ∈ [0, T ],

YT = φ(XT ).
(3.9)

The solution of (3.9) exists in the sense specified by the following proposition.
Proposition 3.2. Assume that b, σ, g, φ satisfy Hypothesis 2.1. Then there exist

Borel measurable functions

v : [0, T ] × R
n → R, ζ : [0, T ] × R

n → R
d
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with the following property: For an arbitrarily chosen complete probability space (Ω,F ,P◦)
and Wiener process W ◦ in R

d, denoting by X the solution of (3.8), the processes Y,Z
defined by

Yt = v(t,Xt), Zt = ζ(t,Xt)

satisfy

E
◦ sup
t∈[0,T ]

|Yt|2 < ∞, E
◦
∫ T

0

|Zt|2 dt < ∞;

moreover, Y is continuous and nonnegative, and P
◦-a.s.,

Yt +

∫ T

t

Zs dW
◦
s = φ(XT ) +

∫ T

t

ψ(s,Xs, Zs) ds, t ∈ [0, T ].

Finally, this solution is the maximal solution among all the solutions (Y ′, Z ′) of (3.9)
satisfying

E
◦

[
sup

t∈[0,T ]

|Y ′
t |2

]
< +∞.

Proof. From Lemma 3.1, there exists a constant C > 0 such that

−C(1 + |z|2) ≤ ψ(t, x, z) ≤ g(t, x, u0) + C(1 + |u0|)|z|.

Let us first note that

E
◦ sup
t∈[0,T ]

|Xt|p < ∞ ∀p ≥ 2.

Next, we adopt the same strategy as that in [2] to construct a maximal solution
to (3.9); i.e., for each n ≥ C, we define the globally Lipschitz continuous function,

ψn(t, x, z) = sup{ψ(t, x, q) − n|q − z| : q ∈ Q
d},

which is decreasing and converges to ψ; then by (Y n, Zn) we denote the unique
solution to the BSDE with Lipschitz coefficient ψn,{

dY n
t = −ψn(t,Xt, Z

n
t ) dt + Zn

t dW ◦
t , t ∈ [0, T ],

Y n
T = φ(XT ),

(3.10)

and by (Y S , ZS) the unique solution to the BSDE,{
dY S

t = −[g(t,Xt, u
0) + C(1 + |u0|)|ZS

t |] dt + ZS
t dW ◦

t , t ∈ [0, T ],

Y S
T = φ(XT ),

(3.11)

where C is the same as in (3.2). We notice that, since ψn(t, x, 0) ≥ ψ(t, x, 0) ≥ 0,
then by an application of the comparison theorem (see [4]),

0 ≤ Y n
t ≤ Y S

t .

Then let us introduce the following stopping time: For k ≥ 1,

τk = inf{t ∈ [0, T ] : max(|Xt|, Y S
t ) > k},

with the convention that τk = T if the indicated set is empty.
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Then (Y n
k , Zn

k ) := (Y n
t∧τk

, Zn
t 1t≤τk) satisfies the following BSDE:

Y n
k (t) = ξnk +

∫ T

t

1s≤τkψn(s,Xs, Z
n
k (s))ds−

∫ T

t

Zn
k (s)dW ◦

s ,

where of course ξnk = Y n
k (T ) = Y n

τk
.

For fixed k, Y n
k is decreasing in n and remains bounded by k. It follows from

Lemma 3 in [2] (which is a slight generalization of Proposition 2.4 in [10]) that there

exists a process (Yk, Zk) such that Yk is a continuous process, E
∫ T

0
|Zk(s)|2ds < +∞,

lim
n

sup
t∈[0,T ]

|Y n
k (t) − Yk(t)| = 0, lim

n
E

∫ T

0

|Zn
k (t) − Zk(t)|2dt = 0,

and (Yk, Zk) solves the BSDE

Yk(t) = ξk +

∫ T

t

1s≤τkψ(s,Xs, Zk(s))ds−
∫ T

t

Zk(s)dW
◦
s ,(3.12)

where ξk = infn Y
n
τk

.
On the other hand, τk ≤ τk+1, and, from the definition of (Y n

k , Zn
k ), we have

Y n
k+1(t ∧ τk) = Y n

k (t), Zn
k+1(t)1t≤τk = Zn

k (t).

Sending n to infinity, we get

Yk+1(t ∧ τk) = Yk(t), Zk+1(t)1t≤τk = Zk(t).

Now we define Y and Z on [0, T ] by setting

Yt = Yk(t), Zt = Zk(t) if t ∈ [0, τk].

For P
◦-a.s. ω, there exists an integer K(ω) such that for k ≥ K(ω), τk(ω) = T .

Thus Y is a continuous process, YT = φ(XT ), and
∫ T

0
|Zt|2ds < ∞, P

◦-a.s.
From (3.12), (Y,Z) satisfies

Yt∧τk = Yτk +

∫ τk

t∧τk

ψ(s,Xs, Z(s))ds−
∫ τk

t∧τk

Z(s)dW ◦
s .(3.13)

By sending k to infinity, we deduce that (Y,Z) is a solution of (3.9) and

lim
n

sup
t∈[0,T ]

|Y n
t − Yt| = 0, lim

n

∫ T

0

|Zn
t − Zt|2dt = 0, P

◦-a.s.

Thus |Zn − Z| converges to zero in measure dP
◦ ⊗ dt, and passing, if needed, to

a subsequence (that by abuse of language we still denote Zn), we can assume that
|Zn − Z| → 0, dP

◦ ⊗ dt almost everywhere.
Now, as ψn is globally Lipschitz continuous, from [4] (see also [6]) there exist

Borel measurable functions

vn : [0, T ] × R
n → R, ζn : [0, T ] × R

n → R
d

such that

Y n
t = vn(t,Xt), Zn

t = ζn(t,Xt).
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It suffices to define

v(t, x) = lim inf
n→∞

vn(t, x), and ζ(t, x) = lim inf
n→∞

ζn(t, x)

(where the second lim inf is intended coordinatewise) to get

Yt = v(t,Xt), Zt = ζ(t,Xt),

which implies that (v, ζ) is the Borel function we look for.
Finally, 0 ≤ Yt ≤ Y S

t implies that

E sup
t∈[0,T ]

|Yt|2 < ∞,

and from the equation

|Yt|2 +

∫ τk

t

|Zs|2ds = 2

∫ τk

t

Ysψ(s,Xs, Zs)ds− 2

∫ τk

t

YsZsdW
◦
s ,

taking into consideration that

Ysψ(s,Xs, Zs) ≤ Ys(g(s,Xs, u
0) + C(1 + |u0|)|Zs|) ≤ Y S

s (g(s,Xs, u
0) + C(1 + |u0|)|Zs|),

we deduce, by standard arguments, that

E
◦
∫ T

0

|Zt|2dt < ∞.

Moreover, this solution is the maximal solution among all the solutions (Y ′, Z ′)
satisfying

E
◦

[
sup

t∈[0,T ]

|Y ′
t |2

]
< +∞,

and it suffices to apply Proposition 5 of [2] to deduce that Y n ≥ Y ′ and then Y ≥ Y ′.

4. The fundamental relation. In this section we revert to the notation intro-
duced in the first section and still assume that Hypothesis 2.1 holds.

Proposition 4.1. Let v, ζ denote the functions in the statement of Proposi-
tion 3.2. Then for every admissible control u and for the corresponding trajectory X
starting at x, we have

J(u) = v(0, x) + E

∫ T

0

[−ψ(t,Xt, ζ(t,Xt)) + ζ(t,Xt) · r(t,Xt, ut) + g(t,Xt, ut)] dt.

Proof. We introduce stopping times τn and control processes un as in the proof
of Proposition 2.3, and we denote by Xn the solution to (2.14). Let us define

Wn
t = Wt +

∫ t

0

r(s,Xn
s , u

n
s ) ds.

From the definition of τn and from (2.7), it follows that

∫ T

0

|r(s,Xn
s , u

n
s )|2 ds ≤ C

∫ T

0

(1 + |un
s |)2 ds ≤ C

∫ τn

0

(1 + |us|)2 ds + C ≤ C + Cn.

(4.1)
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Therefore defining

ρn = exp

(∫ T

0

−r(s,Xn
s , u

n
s ) dWs −

1

2

∫ T

0

|r(s,Xn
s , u

n
s )|2 ds

)
,

the Novikov condition implies that Eρn = 1. Setting dP
n = ρndP, by the Girsanov

theorem Wn is a Wiener process under P
n. Let us denote by (Fn

t ) its natural aug-
mented filtration. Since{

dXn
t = b(t,Xn

t ) dt + σ(t,Xn
t ) dWn

t , t ∈ [0, T ],
Xn

0 = x

has a strong solution by classical results, the process Xn is also (Fn
t ) adapted. Let

us define

Y n
t = v(t,Xn

t ), Zn
t = ζ(t,Xn

t ).

Then by Proposition 3.2, we have{
dY n

t = Zn
t dWn

t − ψ(t,Xn
t , Z

n
t ) dt, t ∈ [0, T ],

Y n
T = φ(Xn

T )
(4.2)

and E
n
∫ T

0
|Zn

t |2 dt < ∞, where E
n denotes expectation with respect to P

n. It follows
that

Y n
τn = φ(Xn

T ) +

∫ T

τn

ψ(t,Xn
t , Z

n
t ) dt−

∫ T

τn

Zn
t dWt −

∫ T

τn

Zn
t · r(t,Xn

t , u
n
t ) dt.(4.3)

We note that for every p ∈ [1,∞) we have

ρ−p
n = exp

(
p

∫ T

0

r(s,Xn
s , u

n
s ) dWn

s − p2

2

∫ T

0

|r(s,Xn
s , u

n
s )|2 ds

)

· exp

(
p2 − p

2

∫ T

0

|r(s,Xn
s , u

n
s )|2 ds

)
.

By (4.1) the second exponential is bounded by a constant depending on n and p, while
the first one has P

n-expectation, equal to 1. So we conclude that Enρ
−p
n < ∞. It

follows that

E

(∫ T

0

|Zn
t |2dt

)1/2

= E
n

(
ρ−2
n

∫ T

0

|Zn
t |2dt

)1/2

≤
(
E
nρ−2

n

)1/2 (
E
n

∫ T

0

|Zn
t |2dt

)1/2

< ∞.

We conclude that the stochastic integral in (4.3) has zero expectation, and we obtain

EY n
τn = Eφ(Xn

T ) + E

∫ T

τn

[ψ(t,Xn
t , Z

n
t ) − Zn

t · r(t,Xn
t , u

n
t )] dt.

Since by definition, ψ(t, x, z) − z · r(t, x, u) − g(t, x, u) ≤ 0, we have

EY n
τn ≤ Eφ(Xn

T ) + E

∫ T

τn

g(t,Xn
t , u

n
t ) dt.(4.4)
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Now we let n → ∞. By the definition of un and (2.8),

E

∫ T

τn

g(t,Xn
t , u

n
t ) dt = E

∫ T

0

1t>τng(t,X
n
t , u

0) dt

≤ CE

∫ T

0

1t>τn(1 + |Xn
t |2 + |u0|2)dt ≤ CE

[
(T − τn)

(
1 + sup

t∈[0,T ]

|Xn
t |2

)]
,

and the right-hand side tends to 0 by Lemma 2.4 and (2.13). Next we note that, again
by (2.13), for n ≥ N(ω) we have τn(ω) = T and

φ(Xn
T ) = φ(Xn

τn) = φ(Xτn) = φ(XT ).

Moreover, by (2.9),

|φ(Xn
T )| ≤ C(1 + |Xn

T |2) ≤ C

(
1 + sup

t∈[0,T ]

|Xn
t |2

)
,

and by Lemma 2.4 the right-hand side is uniformly integrable. We deduce that
Eφ(Xn

T ) → Eφ(XT ), and from (4.4) we conclude that lim supn→∞ EY n
τn ≤ Eφ(XT ).

On the other hand, for n ≥ N(ω) we have τn(ω) = T and

Y n
τn = Y n

T = φ(Xn
T ) = φ(XT ).

Since Y n is positive, by the Fatou lemma, Eφ(XT ) ≤ lim infn→∞ EY n
τn . We have thus

proved that

lim
n→∞

EY n
τn = Eφ(XT ).(4.5)

Now we return to (4.2) and write

Y n
τn = Y n

0 +

∫ τn

0

−ψ(t,Xn
t , Z

n
t ) dt +

∫ τn

0

Zn
t dWt +

∫ τn

0

Zn
t · r(t,Xn

t , u
n
t ) dt.

Arguing as before, we conclude that the stochastic integral has zero P-expectation.
Moreover, we have Y n

0 = v(0, x), and, for t ≤ τn, also have un
t = ut, X

n
t = Xt, and

Zn
t = ζ(t,Xt). Thus we obtain

EY n
τn = v(0, x) + E

∫ τn

0

[−ψ(t,Xt, ζ(t,Xt)) + ζ(t,Xt) · r(t,Xt, ut)] dt

and

E

∫ τn

0

g(t,Xt, ut) dt + EY n
τn

= v(0, x) + E

∫ τn

0

[−ψ(t,Xt, ζ(t,Xt)) + ζ(t,Xt) · r(t,Xt, ut) + g(t,Xt, ut)] dt.

Noting that −ψ(t, x, z) + z · r(t, x, u) + g(t, x, u) ≥ 0 and recalling that g(t, x, u) ≥ 0,
by (4.5) and the monotone convergence theorem, we obtain for n → ∞,

E

∫ T

0

g(t,Xt, ut) dt + Eφ(XT ) = v(0, x)

+ E

∫ T

0

[−ψ(t,Xt, ζ(t,Xt)) + ζ(t,Xt) · r(t,Xt, ut) + g(t,Xt, ut)] dt,

which gives the required conclusion.
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Corollary 4.2. For every admissible control u and any initial datum x, we
have J(u) ≥ v(0, x), and the equality holds if and only if the following feedback law
holds P-a.s. for almost every t ∈ [0, T ]:

ψ(t,Xt, ζ(t,Xt)) = ζ(t,Xt) · r(t,Xt, ut) + g(t,Xt, ut),

where X is the trajectory starting at x and corresponding to control u.

5. Existence of optimal controls: The closed loop equation. Let us con-
sider again the functions b, σ, g, φ satisfying the assumptions in Hypothesis 2.1. We
recall the definition of the Hamiltonian function:

ψ(t, x, z) = inf
u∈K

[g(t, x, u) + z · r(t, x, u)], t ∈ [0, T ], x ∈ R
n, z ∈ R

d.(5.1)

Lemma 5.1. There exists a Borel measurable function γ : [0, T ] × R
n × R

d → K
such that

ψ(t, x, z) = g(t, x, γ(t, x, z)) + z · r(t, x, γ(t, x, z)), t ∈ [0, T ], x ∈ R
n, z ∈ R

d.

(5.2)

Moreover, there exists a constant C > 0 such that

|γ(t, x, z)| ≤ C(1 + |x| + |z|).(5.3)

Proof. Consider the function F (t, x, z, u) = g(t, x, u) + z · r(t, x, u), t ∈ [0, T ],
x ∈ R

n, z ∈ R
d. Clearly F is a Carathéodory map (that is, F (t, x, z, ·) is continuous

for all t ∈ [0, T ], x ∈ R
n, and z ∈ R

d, and F (·, ·, ·, u) is Borel measurable for all u ∈ K;
see [1, p. 311]). By (3.3) we have

ψ(t, x, z) ∈ {F (t, x, z, u) : u ∈ K} ∀t ∈ [0, T ], x ∈ R
n, z ∈ R

d.

Thus by the Filippov theorem (see, e.g., [1, Thm. 8.2.10, p. 316]) there exists a Borel
measurable map γ : [0, T ] × R

n × R
d → K such that F (t, x, z, γ(t, x, z)) = ψ(t, x, z);

see [3] as well. The fact that |γ(t, x, z)| ≤ C(1+ |x|+ |z|) is an immediate consequence
of (3.4).

Next we address the problem of finding a weak solution to the so-called closed
loop equation. We define

u(t, x) = γ(t, x, ζ(t, x)), t ∈ [0, T ], x ∈ R
n,

where ζ is defined in Proposition 3.2. The closed loop equation is{
dXt = b(t,Xt) dt + σ(t,Xt) [dWt + r(t,Xt, u(t,Xt)) dt], t ∈ [0, T ],
X0 = x.

(5.4)

By a weak solution we mean a complete probability space (Ω,F ,P) with a filtration
(Ft) satisfying the usual conditions, a Wiener process W in R

d with respect to P and
(Ft), and a continuous (Ft)-adapted process X with values in R

n satisfying, P-a.s.,∫ T

0

|u(t,Xt)|2 dt < ∞,(5.5)

and such that (5.4) holds. We note that by (2.7) it also follows that∫ T

0

|r(t,Xt, u(t,Xt))| dt < ∞, P-a.s.,

so that (5.4) makes sense.
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Proposition 5.2. Assume that b, σ, g, φ satisfy Hypothesis 2.1. Then there exists
a weak solution of the closed loop equation, satisfying in addition

E

∫ T

0

|u(t,Xt)|2 dt < ∞.(5.6)

Proof. Let us take an arbitrary complete probability space (Ω,F ,P◦) and a Wiener
process W ◦ in R

d with respect to P
◦. Let (F◦

t ) be the associated Brownian filtration.
We define the process X as the solution of the equation{

dXt = b(t,Xt) dt + σ(t,Xt) dW
◦
t , t ∈ [0, T ],

X0 = x.
(5.7)

The solution is a continuous (F◦
t )-adapted process, which exists and is unique by

classical results. Moreover, it satisfies E
◦ supt∈[0,T ] |Xt|p < ∞ for every p ∈ [1,∞).

By Proposition 3.2, setting

Yt = v(t,Xt), Zt = ζ(t,Xt),

the following backward equation holds:{
dYt = −ψ(t,Xt, Zt) dt + Zt dW

◦
t , t ∈ [0, T ],

YT = φ(XT ),

and we have

E
◦
∫ T

0

|Zt|2 dt < ∞.(5.8)

By (2.7) we have |r(t,Xt, u(t,Xt))| ≤ C(1 + |u(t,Xt)|), and by (5.3),

|u(t,Xt)| = |γ(t,Xt, ζ(t,Xt))| ≤ C(1 + |Xt| + |ζ(t,Xt)|) = C(1 + |Xt| + |Zt|).(5.9)

Now let us define stopping times

τn = inf

{
t ∈ [0, T ] :

∫ t

0

|u(s,Xs)|2ds > n

}
,

with the convention that τn = T if the indicated set is empty. By (5.8) and (5.9), for
P
◦-a.s. ω ∈ Ω, there exists an integer N(ω) depending on ω such that τn(ω) = T for

n ≥ N(ω). Let us fix u0 ∈ K, and for every n let us define

un
t = u(t,Xt) 1t≤τn + u0 1t>τn ,

Mn
t = exp

(∫ t

0

r(s,Xs, u
n
s ) dW ◦

s − 1

2

∫ t

0

|r(s,Xs, u
n
s )|2 ds

)
,

Mt = exp

(∫ t

0

r(s,Xs, u(s,Xs)) dW
◦
s − 1

2

∫ t

0

|r(s,Xs, u(s,Xs))|2 ds

)
,

Wn
t = W ◦

t −
∫ t

0

r(s,Xs, u
n
s ) ds,

Wt = W ◦
t −

∫ t

0

r(s,Xs, u(s,Xs)) ds.
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By the previous estimates, Mn, M , Wn, and W are well defined; moreover,∫ T

0

|r(s,Xs, u
n
s ) − r(s,Xs, u(s,Xs))|2 ds → 0, P

◦-a.s.,

and consequently Mn
T → MT in probability and supt∈[0,T ] |Wn

t −Wt| → 0, P
◦-a.s. We

will conclude the proof by showing that there exists a probability P such that W is a
Wiener process with respect to P and (F◦

t ).
The definition of τn and the Novikov condition implies that E

◦Mn
T = 1. Setting

dP
n = Mn

T dP
◦, by the Girsanov theorem Wn is a Wiener process with respect to P

n

and (F◦
t ). Writing the backward equation with respect to Wn, we obtain

Yτn = Y0 +

∫ τn

0

−ψ(t,Xt, Zt) dt +

∫ τn

0

Zt dW
n
t +

∫ τn

0

Zt · r(t,Xt, u
n
t ) dt.

Arguing as in the proof of Proposition 4.1, we conclude that the stochastic integral
has zero expectation with respect to P

n. Taking into account that un
t = u(t,Xt) for

t ≤ τn, we obtain

E
nYτn + E

n

∫ τn

0

g(t,Xt, u(t,Xt)) dt

= Y0 + E
n

∫ τn

0

[−ψ(t,Xt, Zt) + Zt · r(t,Xt, u(t,Xt)) + g(t,Xt, u(t,Xt))] dt

= Y0,

with the last equality coming from the definition of u. Recalling that Y is nonnegative,
it follows that

E
n

∫ τn

0

g(t,Xt, u(t,Xt)) dt ≤ C

for some constant C independent of n. By (2.10) we also deduce

E
n

∫ τn

0

|u(t,Xt)|2 dt ≤ C.(5.10)

Next we prove that the family {Mn
T , n = 1, 2, . . . } is uniformly integrable by

showing that E
◦[Mn

T 1{Mn
T>c}] → 0 as c → ∞, uniformly with respect to n. We have

E
◦[Mn

T 1{Mn
T>c}] = E

◦[Mn
T 1{Mn

T>c,τn=T}] + E
◦[Mn

T 1{Mn
T>c,τn<T}].(5.11)

The first term in the right-hand side tends to 0 uniformly with respect to n, since

E
◦[Mn

T 1{Mn
T>c,τn=T}] = E

◦[MT 1{MT>c,τn=T}] ≤ E
◦[MT 1{MT>c}] → 0,

due to the fact that the equality E
◦Mn

T = 1 and the Fatou lemma imply that E
◦MT ≤

1. The second term in the right-hand side of (5.11) can be estimated as follows:

E
◦[Mn

T 1{Mn
T>c,τn<T}] ≤ E

◦[Mn
T 1τn<T}] = P

n(τn < T )

≤ P
n

(∫ τn

0

|u(t,Xt)|2dt > n

)
≤ 1

n
E
n

∫ τn

0

|u(t,Xt))|2dt ≤
C

n
,

with the last inequality coming from (5.10). The required uniform integrability follows
immediately. Recalling that Mn

T → MT in probability, we conclude that E
◦|Mn

T −
MT | → 0, and in particular E

◦MT = 1, and M is a P
◦-martingale. Thus we can define
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a probability P by setting dP = MT dP
◦, and by the Girsanov theorem we conclude

that W is a Wiener process with respect to P and (F◦
t ).

It remains to prove (5.6). We define stopping times

σn = inf

{
t ∈ [0, T ] :

∫ t

0

|Zs|2ds > n

}
,

with the convention that σn = T if the indicated set is empty. Writing the backward
equation with respect to W , we obtain

Yσn
= Y0 +

∫ σn

0

−ψ(t,Xt, Zt) dt +

∫ σn

0

Zt dWt +

∫ σn

0

Zt · r(t,Xt, u(t,Xt)) dt,

from which we deduce that

EYσn
+ E

∫ σn

0

g(t,Xt, u(t,Xt)) dt

= Y0 + E

∫ σn

0

[−ψ(t,Xt, Zt) + Zt · r(t,Xt, u(t,Xt)) + g(t,Xt, u(t,Xt))] dt

= Y0,

with the last equality coming from the definition of u. Recalling that Y is nonnegative,
it follows that

E

∫ σn

0

g(t,Xt, u(t,Xt)) dt ≤ C

for some constant C independent of n. By (2.10) and by sending n to infinity, we
finally prove (5.6).

Corollary 5.3. By Corollary 4.2 it immediately follows that if X is the solution
to (5.4) and we set u�

s = u(s,Xs), then J(x, u�) = v(0, x), and consequently X is an
optimal state, u�

s is an optimal control, and u is an optimal feedback.
Next we prove uniqueness in law for the closed loop equation. We remark that

condition (5.5) is part of our definition of a weak solution.
Proposition 5.4. Assume that b, σ, g, φ satisfy Hypothesis 2.1. Fix γ : [0, T ] ×

R
n×R

d → K satisfying (5.2) (and consequently (5.3)) and let u(t, x) = γ(t, x, ζ(t, x)).
Then the weak solution of the closed loop equation (5.4) is unique in law.

Proof. Let (Ω,F ,P), (Ft), W , X be a weak solution of (5.4).
Let us define

MT = exp

(
−
∫ T

0

r(s,Xs, u(s,Xs)) dWs −
1

2

∫ T

0

|r(s,Xs, u(s,Xs))|2 ds

)
,

W ◦
t = Wt +

∫ t

0

r(s,Xs, u(s,Xs)) ds.

By (2.7) and (5.5), MT and W ◦ are well defined. We claim that EMT = 1. Assuming
the claim for a moment, and setting dP

◦ = MT dP, by the Girsanov theorem W ◦ is a
Wiener process under P

◦, X solves{
dXt = b(t,Xt) dt + σ(t,Xt) dW

◦
t , t ∈ [0, T ],

X0 = x,
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and

MT = exp

(
−
∫ T

0

r(s,Xs, u(s,Xs)) dW
◦
s +

1

2

∫ T

0

|r(s,Xs, u(s,Xs))|2 ds

)
.

By the Lipschitz and linear growth conditions on b and σ (see (2.3), (2.4), (2.5)) the
law of (X,W ◦) under P

◦ is uniquely determined by b, σ, x. Taking into account the
last displayed formula, we conclude that the law of (X,W ◦,MT ) under P

◦ is also
uniquely determined, and consequently so is the law of X under P.

To conclude the proof it remains to show that EMT = 1. We define stopping
times

τn = inf

{
t ∈ [0, T ] :

∫ t

0

|u(s,Xs)|2ds > n

}
,

with the convention that τn = T if the indicated set is empty. By (5.5), for P-almost
every ω ∈ Ω, there exists an integer N(ω) depending on ω such that τn(ω) = T for
n ≥ N(ω). Let us fix u0 ∈ K, and for every n, let us define

un
t = u(t,Xt) 1t≤τn + u0 1t>τn ,

Mn
T = exp

(
−
∫ T

0

r(s,Xs, u
n
s ) dWs −

1

2

∫ T

0

|r(s,Xs, u
n
s )|2 ds

)
.

By (2.7) and the definition of τn, the Novikov condition shows that EMn
T = 1. More-

over, we have ∫ T

0

|r(s,Xs, u
n
s ) − r(s,Xs, u(s,Xs))|2 ds → 0, P-a.s.,

and consequently Mn
T → MT in probability. In order to conclude the proof it is

therefore enough to show that the family {Mn
T , n = 1, 2, . . . } is uniformly integrable.

To prepare for this, let us set dP
n = Mn

T dP and note that, by the Girsanov
theorem, the process

Wn
t = Wt +

∫ t

0

r(s,Xs, u
n
s ) ds

is a Wiener process under P
n. Since X solves{

dXt = b(t,Xt) dt + σ(t,Xt) dW
n
t , t ∈ [0, T ],

X0 = x,

it follows that X is adapted to the Brownian filtration (Fn
t ) associated to Wn, and

its law under P
n is uniquely determined by b, σ, x. In particular, the quantities

C ′ := E
n

∫ T

0

|Xt|2 dt, C ′′ := E
n

∫ T

0

|ζ(t,Xt)|2 dt

do not depend on n (here E
n denotes, of course, the expectation with respect to P

n).
C ′ is clearly finite. By Proposition 3.2, setting Zt = ζ(t,Xt), we have

E
n

∫ T

0

|ζ(t,Xt)|2 dt = E
n

∫ T

0

|Zt|2 dt < ∞,

and it follows that C ′′ is also finite.
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Now let us prove the uniform integrability of the family {Mn
T , n = 1, 2, . . . } by

showing that E[Mn
T 1{Mn

T>c}] → as c → ∞, uniformly with respect to n. We have

E[Mn
T 1{Mn

T>c}] = E[Mn
T 1{Mn

T>c,τn=T}] + E[Mn
T 1{Mn

T>c,τn<T}].(5.12)

The first term in the right-hand side tends to 0 uniformly with respect to n, since

E[Mn
T 1{Mn

T>c,τn=T}] = E[MT 1{MT>c,τn=T}] ≤ E[MT 1{MT>c}] → 0,

due to the fact that the equality EMn
T = 1 and the Fatou lemma imply that EMT ≤ 1.

The second term in the right-hand side of (5.12) can be estimated as follows:

E[Mn
T 1{Mn

T>c,τn<T}] ≤ E[Mn
T 1τn<T}] = P

n(τn < T )

≤ P
n

(∫ τn

0

|u(t,Xt)|2dt > n

)
≤ 1

n
E
n

∫ τn

0

|u(t,Xt)|2dt ≤
1

n
E
n

∫ T

0

|u(t,Xt)|2dt.

By (5.3) we have

|u(t,Xt)|2 = |γ(t,Xt, ζ(t,Xt))|2 ≤ C(1 + |Xt|2 + |ζ(t,Xt)|2)

for some constant C, and it follows that

E[Mn
T 1{Mn

T>c,τn<T}] ≤
C

n
E
n

∫ T

0

(1 + |Xt|2 + |ζ(t,Xt)|2) dt =
C

n
(T + C ′ + C ′′),

with C ′ and C ′′ defined as above. The required uniform integrability follows imme-
diately, and this concludes the proof.
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Abstract. We develop a method to prove almost global stability of stochastic differential
equations in the sense that almost every initial point (with respect to the Lebesgue measure) is
asymptotically attracted to the origin with unit probability. The method can be viewed as a dual to
Lyapunov’s second method for stochastic differential equations and extends the deterministic result
of [A. Rantzer, Syst. Control Lett., 42 (2001), pp. 161–168]. The result can also be used in certain
cases to find stabilizing controllers for stochastic nonlinear systems using convex optimization. The
main technical tool is the theory of stochastic flows of diffeomorphisms.
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1. Introduction. Lyapunov’s second method or the method of Lyapunov func-
tions, though developed in the late 19th century, remains one of the most important
tools in the study of deterministic differential equations. The power of the method
lies in the fact that an important qualitative property of a differential equation, the
stability of an equilibrium point, can be proved without solving the equation explic-
itly. The theory was generalized to stochastic differential equations in the 1960s with
fundamental contributions by Has’minskĭı [10] and Kushner [15].

Lyapunov’s method also underlies many important applications in the area of
nonlinear control [11]. Finding optimal controls for nonlinear systems is generally an
intractable problem, but often a solution can be found which stabilizes the system.
Unlike in deterministic control theory, where nonlinear control is now a major field,
there are very few results on stochastic nonlinear control. It is only recently that
stochastic versions of the classical stabilization results of Jurdjevic-Quinn, Artstein,
and Sontag were developed by Florchinger [7, 8, 9] and backstepping designs for
stochastic strict-feedback systems were developed by Deng and Krstić [5] and Deng
Krstić, and Williams [6].

In this paper we will not consider stochastic stability in the sense of Has’minskĭı;
rather, we ask the following question: for a given Itô stochastic differential equation
on R

n, can we prove that for almost every initial state (with respect to the Lebesgue
measure on R

n) the solution of the equation converges to the origin almost surely as
t → ∞, i.e., is the origin almost globally stable? This notion of stability is clearly
weaker than global stability in the sense of Has’minskĭı, but is of potential interest in
many cases in which global stability may not be attained.

Our main result is a Lyapunov-type theorem that can be used to prove almost
global stability of stochastic differential equations, extending the deterministic result
of Rantzer [23]. The theorem has several remarkable properties. It can be viewed as
a “dual” to Lyapunov’s second method in the following sense: whereas the Lyapunov

∗Received by the editors November 13, 2004; accepted for publication (in revised form) April 3,
2006; published electronically October 3, 2006. This work was supported by the ARO under grant
DAAD19-03-1-0073.
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†Departments of Physics and Control & Dynamical Systems, California Institute of Technology
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1298 RAMON VAN HANDEL

condition reads L V < 0, where L is the characteristic operator of the stochastic
differential equation and V is the Lyapunov function, the condition that guarantees
almost global stability reads L ∗D < 0, where L ∗ is the formal adjoint of L (also
known as the Fokker–Planck operator). Hence the relation between the two theorems
recalls the duality between densities and expectations which is prevalent throughout
the theory of stochastic processes.

A further interesting property is the following convexity property. Suppose we
are given an Itô equation of the form

xt = x +

∫ t

s

(X0(xτ ) + u(xτ )Y (xτ )) dτ +

m∑
k=1

∫ t

s

Xk(xτ ) dW
k
τ ,

where Xk(0) = 0 for k = 0, . . . ,m and u(x) is a state feedback control. The goal is
to design u(x) such that the origin is almost globally stable. It is easily verified that
the set of pairs of functions (D(x), u(x)D(x)) which satisfy L ∗D < 0 is convex. Note
that the classical Lyapunov condition L V < 0 is not convex.

The above convexity property was used in the deterministic case by Prajna,
Parrilo, and Rantzer [22] to formulate the search for almost globally stabilizing con-
trollers as a convex optimization problem, provided that Xk, Y , D, and u are rational
functions. The method applies equally to the stochastic case and thus provides a tool
for computer-aided design of stochastic nonlinear controllers.

It must be emphasized that almost global stability is a global property of the flow
which places very few restrictions on the local behavior near the origin. In particular,
local stability is not implied.1 A very fruitful approach to studying the local dynamical
behavior of stochastic differential equations (and more general random dynamical
systems) is developed by Arnold [2]. First, the flow associated to the stochastic
differential equation is linearized; then Oseledec’s multiplicative ergodic theorem is
used to provide a suitable “time-averaged” notion of the eigenvalues of the linearized
flow. To prove almost global stability we do not linearize the flow, though the proofs
still rely on the flow of diffeomorphisms generated by the stochastic equation. We
refer to [1] for an introduction to the dynamical approach to stochastic analysis.

This paper is organized as follows. In section 2 we fix the notation that will be used
in the remainder of the paper. In section 3 we reproduce the deterministic result of
Rantzer [23] with a significantly different proof that generalizes to the stochastic case.
In section 4 we review the theory of stochastic flows of diffeomorphisms generated by
stochastic differential equations. Section 5 is devoted to the statement and proof of
our main result for the case of globally Lipschitz continuous coefficients. In section
6 the main result is extended to cases in which the global Lipschitz condition does
not necessarily hold. A few examples are given in section 7. Finally, in section 8 we
discuss the application to control synthesis using convex optimization.

2. Notation. Throughout this article we will consider (stochastic) differential
equations in R

n. The Lebesgue measure on R
n will be denoted by μ. R+ denotes the

nonnegative real numbers and Z+ the nonnegative integers.

We remind the reader of the following definitions: For 0 < α ≤ 1, a function
f : X → Y from a normed space (X, ‖ · ‖) to a normed space (Y, ‖ · ‖Y ) is called

1The term “stability” seems a bit of a misnomer; despite that almost all points converge to
the origin, a trajectory that starts close to the origin could move very far from the origin before
converging to it. We have used the term that has been used in the deterministic literature, e.g., [18].
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globally Hölder continuous of order α if there exists a positive constant C such that

‖f(x) − f(y)‖Y ≤ C‖x− y‖α ∀x, y ∈ X.(2.1)

f is locally Hölder continuous of order α if it satisfies the condition (2.1) on every
bounded subset of X. f is called globally (locally) Lipschitz continuous if it is globally
(locally) Hölder continuous of order 1. f is called a Ck,α function if it is k times
continuously differentiable and the kth derivatives are locally Hölder continuous of
order α for some k ∈ Z+ and 0 < α ≤ 1.

3. The deterministic case. In this section we give a new proof of Rantzer’s
theorem [23], which is a deterministic counterpart of our main result. Our proof
demonstrates the main features of the proof of the stochastic result in the simpler
deterministic case.

The following lemma is similar to Lemma A.1 in [23], and we omit the proof.
Lemma 3.1. Let f ∈ C1(Rn,Rn) be globally Lipschitz continuous, let S ⊂ R

n be
an invariant set of ẋ(t) = f(x(t)), and let Z ⊂ S be μ-measurable. Let D ∈ C1(S,R)
be integrable on Z. Then

∫
φ−1
t (Z)

D(x) dx =

∫
Z

D(x) dx−
∫ t

0

∫
φ−1
τ (Z)

[∇ · (fD)](x) dx dτ,(3.1)

where φt : R
n → R

n is the flow of f .
Theorem 3.2. Let f ∈ C1(Rn,Rn) be globally Lipschitz continuous and let

f(0) = 0. Suppose there exists D ∈ C1(Rn\{0},R+) such that D is integrable on
{x ∈ R

n : |x| > 1} and [∇ · (fD)](x) > 0 for μ-almost all x. Then for μ-almost all
initial states x(0) the solution of ẋ(t) = f(x(t)) tends to the origin as t → ∞.

Proof. Let S = R
n\{0}, ε > 0 and Z = {x ∈ R

n : |x| > ε}. Note that φt(x) is a
diffeomorphism for every t ∈ R; hence φt(x) is one-to-one, and as φt(0) = 0, t ∈ R, is
a solution of ẋ(t) = f(x(t)) there can be no x ∈ S such that φt(x) = 0 for some t ∈ R.
We have thus verified the invariance of S under the flow φt(x). We now invoke Lemma
3.1. As D(x) is nonnegative, expression (3.1) is also nonnegative. Furthermore, (3.1)
is finite because D is integrable on Z, and is nonincreasing due to [∇ · (fD)](x) ≥ 0.
By monotone convergence the limit as t → ∞ exists and is finite. Hence∫ ∞

0

D(φ−1
τ (Z)) dτ < ∞, D(A) =

∫
A

[∇ · (fD)](x) dx.

Note that the assumption [∇ · (fD)](x) ≥ 0 implies that D is a measure on S. The
measure space (S,D) is σ-finite as D({x ∈ S : 1

k < |x| < k}) < ∞ for all k > 1 and⋃∞
n=2{x ∈ S : 1

k < |x| < k} = S.
We now fix some m ∈ N and divide the halfline into bins Sm

k = [(k−1)2−m, k2−m],
k ∈ N. From each bin we choose a time tmk ∈ Sm

k such that

D(φ−1
tm
k

(Z)) ≤ inf
t∈Sm

k

D(φ−1
t (Z)) + 2−k.

For fixed m, we denote this discrete grid by Tm = {tmk : k ∈ N}. We now have

2−m
∞∑
k=1

D(φ−1
tm
k

(Z)) ≤ 2−m +

∫ ∞

0

D(φ−1
τ (Z)) dτ < ∞.
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As D is σ-finite we can now apply the Borel–Cantelli lemma, which gives

D

(
lim sup
k→∞

φ−1
tm
k

(Z)

)
= μ

(
lim sup
k→∞

φ−1
tm
k

(Z)

)
= 0,

where the first equality follows as [∇·(fD)](x) > 0 μ-a.e. implies μ � D. Consequently

μ

( ∞⋃
m=1

lim sup
t∈Tm

φ−1
t (Z)

)
≤

∞∑
m=1

μ

(
lim sup
t∈Tm

φ−1
t (Z)

)
= 0.

We have thus shown that the set of initial states x for which there are, for some m,
infinitely many times t ∈ Tm such that φt(x) ∈ Z has Lebesgue measure zero.

We now claim that if lim supt→∞ |φt(x)| > ε, then we can choose m so that there
are infinitely many times t in Tm such that φt(x) ∈ Z. The statement is trivial if also
lim inft→∞ |φt(x)| > ε; let us thus assume that lim inft→∞ |φt(x)| ≤ ε. We will need
the following result. Due to the global Lipschitz condition and f(0) = 0, we have

|φt(x)| ≤ |φs(x)| +
∫ t

s

|f(φσ(x))| dσ ≤ |φs(x)| + C

∫ t

s

|φσ(x)| dσ(3.2)

for some constant C > 0. Thus Gronwall’s lemma gives |φt(x)| ≤ |φs(x)| eC(t−s).
Now note that lim inft→∞ |φt(x)| ≤ ε < lim supt→∞ |φt(x)| implies that there exist
ε′′ > ε′ > ε such that (i) there are infinitely many upcrossings of the curve |φt(x)|
through ε′, and (ii) |φt(x)| crosses ε′′ infinitely often. Denote by t′′ a time such that
|φt′′(x)| = ε′′ and by t′ the latest time previous to t′′ that |φt′(x)| = ε′. Then clearly

t′′ − t′ ≥ 1
C log ε′′

ε′ . As this happens infinitely often, we conclude that φt(x) infinitely

often spends a time in excess of 1
C log ε′′

ε′ in Z. But then clearly m can be chosen large
enough so that every such interval includes at least one of the tmk ∈ Tm.

We have now shown that for μ-almost all x ∈ R
n we have lim supt→∞ |φt(x)| ≤ ε,

i.e., for μ-almost all x ∈ R
n ∃te > 0 such that |φt(x)| ≤ ε for t ≥ te. But as this holds

for any ε > 0 the trajectories must converge to the origin.

4. Stochastic flows. The purpose of this section is to review, without proofs,
some results of the theory of stochastic flows of diffeomorphisms generated by stochas-
tic differential equations. A detailed exposition on the subject can be found in [13, 14],
and shorter treatments are in [1, 2, 3, 12].

Throughout this article (Ω,F ,P) denotes the canonical Wiener space of the m-
dimensional Brownian motion Wt with two-sided time R. We also introduce the
two-parameter filtration F t

s = σ{W k
u − W k

v : s ≤ v ≤ u ≤ t, 1 ≤ k ≤ m}. The
extension to two-sided time is important in that it allows us to treat the Wiener
process as a dynamical system [1, 2, 3].

Theorem 4.1. There exists a one-parameter group {θt : t ∈ R} of measure-
preserving transformations of (Ω,F ,P) such that Wt(θsω) = Wt+s(ω)−Ws(ω) for all
ω ∈ Ω and s, t ∈ R.

We will consider Itô stochastic differential equations of the form

xt = x +

∫ t

s

X0(xτ ) dτ +

m∑
k=1

∫ t

s

Xk(xτ ) dW
k
τ(4.1)

with the following assumptions:
1. x ∈ R

n.
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2. Xk : R
n → R

n, k = 0, . . . ,m, are globally Lipschitz continuous.
The global Lipschitz condition guarantees many nice properties of the solutions; we
will assume it for the time being, and later relax this requirement somewhat in sec-
tion 6.

Denote by ξs,t(x, ω) (or simply ξs,t(x)) the solution of (4.1) at time t ≥ s given
the initial condition xs = x. It is well known that in the case of globally Lipschitz
continuous coefficients there exists a unique, nonexploding solution ξs,t(x) which is
an F t

s-semimartingale and is in Lp for any p ≥ 1 (see, e.g., [13]).
Theorem 4.2 (see [13, 2]). Suppose Xk, k = 0, . . . ,m, are globally Lipschitz

continuous and let s < t. Then we have the following properties:
1. ξs,s(x, ω) = x for all s and ω.
2. For any u we have ξs,t(·, θuω) = ξs+u,t+u(·, ω).
3. For almost all ω we have ξs,t(·, ω) = ξr,t(ξs,r(·, ω), ω) for all s < r < t.
4. ξs,t(x) is P-a.s. continuous in (s, t, x).
5. For almost all ω the map ξs,t(·, ω) : R

n → R
n is a homeomorphism for all

s < t.
The following result establishes that, under additional smoothness conditions,

ξs,t(x) is in fact a stochastic flow of diffeomorphisms.
Theorem 4.3 (see [13]). Suppose Xk, k = 0, . . . ,m, are globally Lipschitz con-

tinuous and that they are Cp,α functions for some p ≥ 1 and 0 < α < 1. Then for
almost all ω the map ξs,t(·, ω) : R

n → R
n is a Cp diffeomorphism for any s ≤ t, and

(4.2)
∂ξs,t(x)i

∂xj
= δij +

n∑
β=1

∫ t

s

∂Xi
0

∂xβ
(ξs,τ (x))

∂ξs,τ (x)β

∂xj
dτ

+

m∑
k=1

n∑
β=1

∫ t

s

∂Xi
k

∂xβ
(ξs,τ (x))

∂ξs,τ (x)β

∂xj
dW k

τ .

It will be convenient for our purposes to work with the inverse flow ξ−1
s,t (x), con-

sidered as a backward stochastic process in the time variable s (with t fixed). This
will not give rise to ordinary Itô integrals as s behaves like a time-reversed variable,
and hence the adaptedness of the process runs backward in time. The Itô backward
integral is defined as [13]∫ t

s

fσ
←−
dWσ ≡ lim in prob

n−1∑
k=0

ftk+1
(Wtk+1

−Wtk),

where fs is a backward predictable process with
∫ t

s
|fu|2 du < ∞ almost surely, and

the formal construction of the integral from simple functions proceeds along the usual
lines. The backward integral has similar properties to the forward integral; in par-
ticular, it is a backward F t

s-local martingale (for fixed t) and satisfies an Itô formula
(see, e.g., [4, p. 124]), which is proved in the same way as its forward counterpart:

given ξs = ξt +
∫ t

s
aσ dσ +

∑
k

∫ t

s
(bσ)k

←−
dW k

σ with backward predictable processes as,

(bs)k such that
∫ t

s
aσ dσ < ∞ almost surely,

∫ t

s
|(bσ)k|2 dσ < ∞ almost surely, then

for any C2 function F : R
n → R

F (ξs) = F (ξt) +
1

2

m∑
k=1

n∑
i,j=1

∫ t

s

(bσ)ik(bσ)jk
∂2F

∂xi∂xj
(ξσ) dσ(4.3)

+

n∑
i=1

∫ t

s

aiσ
∂F

∂xi
(ξσ) dσ +

m∑
k=1

n∑
i=1

∫ t

s

(bσ)ik
∂F

∂xi
(ξσ)

←−
dW k

σ .
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We can now formulate the following result.
Theorem 4.4 (see [13]). Suppose Xk, k = 0, . . . ,m, are globally Lipschitz con-

tinuous and that they are Cp,α functions for some p ≥ 2 and 0 < α < 1. Then

ξ−1
s,t (x) = x−

∫ t

s

X̃0(ξ
−1
σ,t (x)) dσ −

m∑
k=1

∫ t

s

Xk(ξ
−1
σ,t (x))

←−
dWσ,

where we have defined

X̃0(x) = X0(x) −
m∑

k=1

n∑
β=1

Xβ
k (x)

∂

∂xβ
Xk(x).

This expression can be manipulated much in the same way as its forward coun-
terpart. In particular, under the conditions of Theorem 4.4 and using (4.3), we obtain
for any C2 function F : R

n → R the backward Itô formula

(4.4) F (ξ−1
s,t (x)) = F (x) +

1

2

∑
k,i,j

∫ t

s

Xi
k(ξ

−1
σ,t (x))Xj

k(ξ
−1
σ,t (x))

∂2F

∂xi∂xj
(ξ−1

σ,t (x)) dσ

−
∑
i

∫ t

s

X̃i
0(ξ

−1
σ,t (x))

∂F

∂xi
(ξ−1

σ,t (x)) dσ −
∑
k,i

∫ t

s

Xi
k(ξ

−1
σ,t (x))

∂F

∂xi
(ξ−1

σ,t (x))
←−
dW k

σ .

Similarly we can differentiate the inverse flow, giving

(4.5)
∂ξ−1

s,t (x)i

∂xj
= δij −

n∑
β=1

∫ t

s

∂X̃i
0

∂xβ
(ξ−1

σ,t (x))
∂ξ−1

σ,t (x)β

∂xj
dσ

−
m∑

k=1

n∑
β=1

∫ t

s

∂Xi
k

∂xβ
(ξ−1

σ,t (x))
∂ξ−1

σ,t (x)β

∂xj

←−
dW k

σ .

This expression is obtained, in the same way as its forward counterpart (4.2), by
letting y → 0 in the backward expression corresponding to [13, p. 219, eqn. (4)].

5. The main result. We consider an Itô equation of the form (4.1). We write

L ∗f(x) =
1

2

m∑
k=1

n∑
i,j=1

∂2

∂xi∂xj
(Xi

k(x)Xj
k(x)f(x)) −

n∑
i=1

∂

∂xi
(Xi

0(x)f(x)).

The following is our main result.
Theorem 5.1. Let Xk, k = 0, . . . ,m, be globally Lipschitz continuous and

C2,α functions for some α > 0, and let Xk(0) = 0. Suppose there exists D ∈
C2(Rn\{0},R+) such that D is integrable on {x ∈ R

n : |x| > 1} and L ∗D(x) < 0 for
μ-almost all x. Then for every initial time s and μ-a.e. initial state x the flow ξs,t(x)
tends to the origin as t → ∞ P-a.s.

Before we prove the theorem, let us prove a stochastic version of Lemma 3.1.
Lemma 5.2. Suppose Xk, k = 0, . . . ,m, are globally Lipschitz continuous and

C2,α functions for some α > 0. Let S� ⊂ S�+1 ⊂ R
n be an increasing sequence of

open sets such that τ� = sup{s < t : ξ−1
s,t (x) �∈ S�} → −∞ as � → ∞ P-a.s. for

every x ∈ S =
⋃

� S�. Suppose there is a D ∈ C2(S,R+) that is integrable on a
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measurable set Z ⊂ S, that obeys L ∗D ≤ 0 on S, and such that for each � there is a
D� ∈ C2(Rn,R+) that coincides with D on S�. Then

0 ≤
∫
Z

D(x) dx +

∫ t

s

E

∫
ξ−1
σ,t(Z)

L ∗D(x) dx dσ

for all s ≤ t, and in particular the limit as s → −∞ of this expression is well defined.
Proof. Denote by Js,t(x) the matrix with elements Js,t(x)ij = ∂ξ−1

s,t (x)i/∂xj , i.e.,

Js,t(x)ij = δij −
∑
α

∫ t

s

∂X̃i
0

∂xα
(ξ−1

σ,t (x))Jσ,t(x)αj dσ −
∑
k,α

∫ t

s

∂Xi
k

∂xα
(ξ−1

σ,t (x))Jσ,t(x)αj
←−
dW k

σ

by (4.5). Denote by |Js,t(x)| its determinant, i.e.,

|Js,t(x)| =

n∑
j1···jn=1

εj1,...,jnJs,t(x)1j1Js,t(x)2j2 · · ·Js,t(x)njn ,

where εj1,...,jn is the antisymmetric tensor. Using Itô’s rule and straightforward cal-
culations we obtain

| Js,t(x)| = 1 −
∑
i

∫ t

s

∂X̃i
0

∂xi
(ξ−1

σ,t (x))|Jσ,t(x)| dσ −
∑
k,i

∫ t

s

∂Xi
k

∂xi
(ξ−1

σ,t (x))|Jσ,t(x)|←−
dW k

σ

+
1

2

∑
k,i,j

∫ t

s

[
∂Xi

k

∂xi
(ξ−1

σ,t (x))
∂Xj

k

∂xj
(ξ−1

σ,t (x)) − ∂Xi
k

∂xj
(ξ−1

σ,t (x))
∂Xj

k

∂xi
(ξ−1

σ,t (x))

]
|Jσ,t(x)| dσ.

Note that as ξ−1
s,t (·) is a diffeomorphism almost surely, its Jacobian Js,t(·) must almost

surely be an invertible matrix; but as |Js,t(x)| has almost surely continuous sample
paths and |Jt,t(x)| = 1, this implies that almost surely |Js,t(x)| > 0 for all s < t.
Using (4.4) with F = D� and Itô’s rule we obtain

0 ≤ D�(ξ
−1
s,t (x))|Js,t(x)| = D�(x) +

∫ t

s

(L ∗D�)(ξ
−1
σ,t (x))|Jσ,t(x)| dσ

−
m∑

k=1

n∑
i=1

∫ t

s

∂Xi
kD�

∂xi
(ξ−1

σ,t (x))|Jσ,t(x)|←−
dW k

σ .

Now note that as D� coincides with D on S�, we can identify (L ∗D�)(ξ
−1
s∨τ�,t

(x)) =

(L ∗D)(ξ−1
s∨τ�,t

(x)) for every �. Moreover, as the last term in the expression above is a
backward local martingale, there exists a sequence of stopping times τ ′p ↘ −∞ such
that the stochastic integral stopped at τ ′p is a martingale. Replacing s by s ∨ τ� ∨ τ ′p
in the expression above and taking the expectation gives

0 ≤ D(x) + E

∫ t

s∨τ�∨τ ′
p

(L ∗D)(ξ−1
σ,t (x))|Jσ,t(x)| dσ.

We can now let �, p → ∞ by monotone convergence. Integrating both sides gives

0 ≤
∫
Z

D(x) dx +

∫ t

s

E

∫
Z

(L ∗D)(ξ−1
σ,t (x))|Jσ,t(x)| dx dσ,
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where we have used Tonelli’s theorem to change the order of integration. The result
follows after a change of coordinates.

The proof of Theorem 5.1 is similar to the proof of Theorem 3.2. The stochastic
version of the argument following (3.2), however, is a little more subtle, as we do not
have a pathwise upper bound on the rate of growth of sample paths. On the other
hand, we can establish such a bound in probability which, together with the strong
Markov property, is sufficient for our purposes; a similar argument was used in [16]
to the same effect. For this purpose we give the following lemma, various versions of
which appear in the literature (the result below is adapted from [6]).

Lemma 5.3. Let Xk, k = 0, . . . ,m, be locally Lipschitz continuous and let λ > 0.
Then

P

[
sup

0≤δ≤Δ
|ξs,s+δ(x) − x| ≥ λ

]
≤ K1Δ + K2Δ

2,

where K1,K2 < ∞ are constants that depend only on λ and |x|.
Proof. Let Wt be the m-vector with elements W k

t and let X(·) be the n×m-matrix
with entries Xi

k(·), k = 1, . . . ,m. For r > 0, define Br(x
′) = {x ∈ R

n : |x− x′| < r},
Br = Br(0), and

ρ0(r) = sup
|y|<r

|X0(y)|, ρ1(r) = sup
|y|<r

‖X(y)‖ = sup
|y|<r

tr[X(y)TX(y)]1/2.

Let τr be the first exit time of ξs,t(x) from Br. In [6, p. 1240] it was established that

E

[
sup

0≤δ≤Δ
|ξs,(s+δ)∧τr (x) − x|2

]
≤ 2ρ0(r)

2Δ2 + 8ρ1(r)
2Δ.

Hence we have by Markov’s inequality

P

[
sup

0≤δ≤Δ
|ξs,(s+δ)∧τr (x) − x| ≥ λ

]
≤ λ−2(2ρ0(r)

2Δ2 + 8ρ1(r)
2Δ).

Now note that Bλ(x) is strictly included in B|x|+2λ, so that the first exit time from
Bλ(x) is no later than τ|x|+2λ. But then the events{

ω : sup
0≤δ≤Δ

|ξs,(s+δ)∧τ|x|+2λ
(x) − x| ≥ λ

}
,

{
ω : sup

0≤δ≤Δ
|ξs,s+δ(x) − x| ≥ λ

}

are equivalent; after all, the events are equivalent on τ|x|+2λ > s+Δ by construction,
whereas if τ|x|+2λ ≤ s+ Δ, both events must be true as |ξs,τ|x|+2λ

(x)− x| ≥ λ. Hence

P

[
sup

0≤δ≤Δ
|ξs,s+δ(x) − x| ≥ λ

]
≤ λ−2(2ρ0(|x| + 2λ)2Δ2 + 8ρ1(|x| + 2λ)2Δ),

where we have set r = |x| + 2λ. This completes the proof.
We now turn to the proof of the main theorem.
Proof of Theorem 5.1. Let ε > 0 and Z = {x ∈ R

n : |x| > ε}. We begin by
applying Lemma 5.2. To this end, define S� = {x ∈ R

n : |x| > �−1}, so S =
⋃

� S� =
R

n\{0}. Clearly D is integrable on Z and there exists a C2(Rn,R+)-approximation
D� of D for each �. It remains to check that τ� → −∞. Suppose that this is not the
case; then given x ∈ S there must be a positive probability that ξ−1

s,t (x) = 0 for some
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−∞ < s < t. But ξ−1
s,t (0) = 0 for all s and almost surely ξ−1

s,t (x) is one-to-one for all
s < t, so this cannot happen. Hence all the conditions of Lemma 5.2 are satisfied,
and we have

0 ≤
∫
Z

D(x) dx +

∫ t

s

E

∫
ξ−1
σ,t(Z)

L ∗D(x) dx dσ.(5.1)

Now note that (5.1) is nonincreasing with decreasing s due to L ∗D ≤ 0 and is finite
because D is integrable on Z. By monotone convergence the limit as s → −∞ exists
and is finite. Hence∫ t

−∞
D(ξ−1

σ,t (Z)) dσ < ∞, D(A) = −
∫
A

L ∗D(x) (P(dω) × μ(dx)),

where we have used Tonelli’s theorem to convert the iterated integral to a single
integral with respect to the product measure, and we slightly abuse our notation by
writing D(ξ−1

σ,t (Z)) = D({(ω, x) ∈ Ω×S : ξσ,t(x, ω) ∈ Z}). Note that L ∗D ≤ 0 implies

that D is a measure on Ω× S, and D is σ-finite as D(Ω×{x ∈ S : 1
k < |x| < k}) < ∞

for all k > 1 and
⋃∞

n=2(Ω × {x ∈ S : 1
k < |x| < k}) = Ω × S.

We now fix some m ∈ N and divide the halfline into bins Sm
k = [(k−1)2−m, k2−m],

k ∈ N. From each bin we choose a time tmk ∈ Sm
k such that

D(ξ−1
t−tm

k
,t(Z)) ≤ inf

s∈Sm
k

D(ξ−1
t−s,t(Z)) + 2−k.

For fixed m, we denote this discrete grid by Tm = {tmk : k ∈ N}. We now have

2−m
∞∑
k=1

D(ξ−1
t−tm

k
,t(Z)) ≤ 2−m +

∫ t

−∞
D(ξ−1

σ,t (Z)) dσ < ∞.

Using the fact that the transformation θt of Theorem 4.1 is P-preserving to shift the
times tmk to the forward variable, we obtain

∞∑
k=1

D(ξ−1
s,s+tm

k
(Z)) =

∞∑
k=1

D(ξ−1
t−tm

k
,t(Z)) < ∞.

As D is σ-finite we can now apply the Borel–Cantelli lemma, which gives

D

(
lim sup
k→∞

ξ−1
s,s+tm

k
(Z)

)
= (P × μ)

(
lim sup
k→∞

ξ−1
s,s+tm

k
(Z)

)
= 0,

where the first equality follows as L ∗D(x) < 0 μ-a.e. implies P×μ � D. Consequently

(P × μ)

( ∞⋃
m=1

lim sup
t∈Tm

ξ−1
s,s+t(Z)

)
≤

∞∑
m=1

(P × μ)

(
lim sup
t∈Tm

ξ−1
s,s+t(Z)

)
= 0.

We have thus shown that for all initial states x, except in a set N ⊂ R
n of Lebesgue

measure zero, there is P-a.s. for any m only a finite number of times t in the discrete
grid Tm such that ξs,s+t(x) ∈ Z.

Let us fix an x �∈ N . We now claim that the fact that P-a.s. for any m there
is only a finite number of times t ∈ Tm such that ξs,s+t(x) ∈ Z implies that P-a.s.
lim supt→∞ |ξs,t(x)| ≤ ε. To see this, suppose P[lim supt→∞ |ξs,t(x)| > ε] = δ > 0.
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By monotone convergence E[χlim sup |ξs,t(x)|>ε′ ] ↗ δ as ε′ ↘ ε; hence there exists an
ε′ > ε such that P[lim supt→∞ |ξs,t(x)| > ε′] > 0. We have already shown, however,
that almost surely |ξs,t(x)| ≤ ε for infinitely many times tn ↗ ∞. Hence

P

[
lim sup
t→∞

|ξs,t(x)| > ε′
]
> 0 =⇒ P[|ξs,t(x)| crosses ε and ε′ infinitely often] > 0.

Once we disprove the latter statement, the claim is proved by contradiction.
To this end, introduce the following sequence of predictable stopping times. Let

σ0 = inf{t > s : |ξs,t(x)| ≤ ε}, τ0 = inf{t > σ0 : |ξs,t(x)| ≥ ε′}, and for any n > 0 we
set σn = inf{t > τn−1 : |ξs,t(x)| ≤ ε}, τn = inf{t > σn : |ξs,t(x)| ≥ ε′}. Define

Ωn(Δ) = {ω ∈ Ω : τn < ∞, |ξs,τn+δ(x)| > ε ∀ 0 ≤ δ ≤ Δ}.

For any Δ > 0, the set of ω ∈ Ω such that ω ∈ Ωn(Δ) for infinitely many n must
be of P-measure zero; after all, we can choose m sufficiently large so that every time
interval of length Δ contains at least one point in Tm, and for points t ∈ Tm we have
|ξs,t(x)| > ε only finitely often P-a.s. Thus

∑
n χΩn(Δ) < ∞ P-a.s. To proceed, we

use the following argument (see [17, pp. 398–399]). Introduce the discrete filtration
Bk = Fτk+1

s and define Zk = Xk − Yk with

Xk =

k∑
n=1

χΩn(Δ), Yk =

k∑
n=1

E[χΩn(Δ)|Bn−1].

As Ωk(Δ) ∈ Bn for all k ≤ n, Zk is a Bk-martingale. Now define for a > 0 the
stopping time κ(a) = inf{n : Zn > a}. As |Zk − Zk−1| ≤ 1 almost surely, the
stopped process Z ′

k = Zk∧κ(a) is a martingale that is bounded from above, and by
the martingale convergence theorem Z ′

k converges almost surely as k → ∞ to a finite
random variable Z ′

∞. But as Z ′
k and Zk coincide on {ω : supn Zn < a} and a > 0 was

chosen arbitrarily, we conclude that Zk → Z∞ < ∞ on {ω : supn Zn < ∞} (modulo a
null set). Note, however, that Xn and Yn are both positive increasing processes and
we have already established that supn Xn < ∞ P-a.s., so supn Zn < ∞ P-a.s. But
this implies that Zk, and hence also Yk, converges to a finite value P-a.s. Thus we
have established

∞∑
n=1

E[χΩn(Δ)|Fτn
s ] < ∞ P-a.s. for any Δ > 0.

Note that by the continuity of the sample paths, |ξs,τn(x)| = ε′ on τn < ∞. By
Lemma 5.3, we can choose Δ > 0 sufficiently small such that

P (y) = P

[
sup

0≤δ≤Δ

|ξs,s+δ(y) − y| < ε′ − ε

2

]
≥ 1

2

for all |y| = ε′. Using the strong Markov property, we can write

∞ >

∞∑
n=1

E[χΩn(Δ)|F
τn
s ] ≥

∞∑
n=1

P (ξs,τn(x))χτn<∞ ≥ 1

2

∞∑
n=1

χτn<∞ P-a.s.

But this implies that τn < ∞ finitely often P-a.s., contradicting the assertion that
P[|ξs,t(x)| crosses ε and ε′ infinitely often] > 0. This is the desired result.



ALMOST GLOBAL STOCHASTIC STABILITY 1307

We have now shown that for μ-almost all x ∈ R
n, P-a.s. lim supt→∞ |ξs,t(x)| ≤ ε,

i.e., for μ-almost all x ∈ R
n

P-a.s., ∃te > s such that |ξs,t(x)| ≤ ε for t ≥ te. But as
this holds for any ε > 0 the flow must converge to the origin.

The proof of Theorem 5.1 is readily extended to prove other assertions, such as
the following instability theorem.

Theorem 5.4. Let Xk, k = 0, . . . ,m, be globally Lipschitz continuous and
C2,α functions for some α > 0. Suppose there exists a D ∈ C2(Rn,R+) such that
L ∗D(x) < 0 for μ-almost all x. Then for every initial time s and μ-a.e. initial state
x the flow escapes to infinity, i.e., |ξs,t(x)| → ∞ as t → ∞ P-a.s.

Proof. Let ε > 0 and Z ′ = {x ∈ R
n : |x| < ε}. Again we begin by applying

Lemma 5.2. We can simply choose S� = S = R
n for all �; by nonexplosion τ� = −∞

and the remaining conditions are evident. Hence

0 ≤
∫
Z′

D(x) dx +

∫ t

s

E

∫
ξ−1
σ,t(Z

′)

L ∗D(x) dx dσ.

Proceeding in exactly the same way as in the proof of Theorem 5.1 we can now show
that for μ-almost all x ∈ R

n, P-a.s. lim inft→∞ |ξs,t(x)| ≥ ε, i.e., for μ-almost all
x ∈ R

n
P-a.s., ∃te > s such that |ξs,t(x)| ≥ ε for t ≥ te. But as this holds for any

ε > 0 the flow must escape to infinity.
Remark. At first sight the statements of Theorems 5.1 and 5.4 may seem con-

tradictory, but this is not the case. The essential difference between the theorems is
the region in R

n on which D is integrable. Roughly speaking, the idea behind the
proofs of Theorems 5.1 and 5.4 is to show that if L ∗D < 0 μ-a.e., then the solution
of the Itô equation can spend only a finite amount of time in any region on which
D is integrable. Hence in Theorem 5.1 the solution will be attracted to the origin,
whereas in Theorem 5.4 the solution is attracted to infinity.

If we try to satisfy the conditions of Theorems 5.1 and 5.4 simultaneously, we will
run into problems. Suppose we have a nonnegative D ∈ C2(Rn), as in Theorem 5.4,
which is integrable as in Theorem 5.1. Then D is a normalizable density function,
i.e., we could normalize D and interpret it as the density of the Itô equation at some
point in time. But then L ∗D < 0 would imply that the associated Fokker–Planck
equation does not preserve normalization of the density. Evidently Theorem 5.4 can
only be satisfied if D is not integrable, whereas Theorem 5.1 requires D to have a
singularity at the origin. See section 7 for examples.

6. Further results. In this section we extend the main result to cases in which
the global Lipschitz condition is not necessarily satisfied. We first show that the result
of Theorem 5.1 still holds if we can convert the coefficients of (4.1) to be globally
Lipschitz continuous through a suitably chosen time transformation. In particular,
this allows us to treat the case that Xk, k = 0, . . . ,m, and their first derivatives are
polynomially bounded, provided that some additional integrability conditions on D
are satisfied. We also extend the main result to the case in which the flow is restricted
to an invariant subset of R

n with compact closure.
Theorem 6.1. Let Xk : R

n → R
n, k = 0, . . . ,m, be measurable and let

Xk(0) = 0. Suppose there is a strictly positive measurable map c : R
n → (0,∞) such

that c(x) and c(x)−1 are locally bounded, and such that c(x)X0(x) and
√

c(x)Xk(x),
k = 1, . . . ,m, are globally Lipschitz continuous and C2,α functions for some α > 0.
Suppose there exists D : R

n\{0} → R+ such that D(x)/c(x) is C2 and is integrable
on {x ∈ R

n : |x| > 1}, and L ∗D(x) < 0 for μ-almost all x. Then for every initial
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time s and μ-a.e. initial state x the solution xt of (4.1) tends to the origin as t → ∞
P-a.s.

Proof. Consider the Itô equation

yt = ys +

∫ t

s

c(yτ )X0(yτ ) dτ +

m∑
k=1

∫ t

s

√
c(yτ )Xk(yτ ) dW

k
τ .(6.1)

We will write Y0(y) = c(y)X0(y), Yk(y) =
√
c(y)Xk(y) (k = 1, . . . ,m), and D̃(y) =

D(y)/c(y). Note that by construction L̃ ∗D̃(y) = L ∗D(y), where L̃ ∗ is the adjoint
generator of (6.1). By our assumptions we can apply Theorem 5.1 to the Itô equation
(6.1). Thus for all ys ∈ R

n, except in a set N with μ(N) = 0, yt → 0 as t → ∞ P-a.s.
Now choose any ys �∈ N and define

βt =

∫ t

s

c(yτ ) dτ, αt = inf{s : βs > t}.

Note that ατ is an F t
s-stopping time for each τ . We claim that βt → ∞ as t →

∞ almost surely; indeed yt almost surely spends an infinite amount of time in an
arbitrarily small neighborhood of the origin, and as c(x)−1 is locally bounded c(x) ≥
δ > 0 in any such neighborhood. Moreover, βt < ∞ almost surely for any t as c(x)
is locally bounded, and hence αt → ∞ as t → ∞ almost surely. From [24, section
V.26, p. 175], it follows that the time rescaled solution yαt is equivalent in law to the
solution xt of (4.1). But as almost all paths of the process yt go to zero asymptotically
and as αt → ∞ almost surely, the result follows.

Corollary 6.2. Suppose that all the conditions of Theorem 5.1 are satisfied
except the global Lipschitz condition. Suppose that additionally Xk, k = 1, . . . ,m,
satisfy |Xk(x)| ≤ Ck(1 + |x|p+1), |∂Xk(x)/∂xi| ≤ C ′

k(1 + |x|p), and |X0(x)| ≤ C0(1 +
|x|2p+1), |∂X0(x)/∂xi| ≤ C ′

0(1+|x|2p) for some p ≥ 1 and positive constants Ck, C
′
k <

∞. If (1+|x|2p)D(x) is integrable on {x ∈ R
n : |x| > 1}, then Theorem 5.1 still holds.

Proof. Let c(x) = (1 + |x|2p)−1, and note that c(x) is smooth, strictly positive
and that c(x) and c(x)−1 are locally bounded. Let Y0(x) = c(x)X0(x) and Yk(x) =√
c(x)Xk(x), k = 1, . . . ,m; as

√
c(x) is smooth and Xk, k = 0, . . . ,m, are C2,α,

the coefficients Yk are also C2,α. To show that Yk are globally Lipschitz continuous
it suffices to show that their first derivatives are bounded. Let us write yk,i(x) =
|∂Yk/∂x

i|(x). First consider the case k = 0. Then

y0,i(x) ≤ |∂X0(x)/∂xi|
1 + |x|2p +

2p|x|2p−2|xi|
(1 + |x|2p)2 |X0(x)| ≤ C ′

0 + C0
2p|x|2p−2|xi|
(1 + |x|2p)2 (1 + |x|2p+1),

which is bounded. Similarly, for k ≥ 1

yk,i(x) ≤ C ′
k

1 + |x|p√
1 + |x|2p

+ Ck
p|x|2p−2|xi|

(1 + |x|2p)3/2 (1 + |x|p+1)

is bounded. Finally, D(x)/c(x) = (1 + |x|2p)D(x) is C2, as D(x) is C2 and c(x)−1 is
smooth on R

n\{0}. Hence, provided D(x)/c(x) is integrable on {x ∈ R
n : |x| > 1},

we can apply Theorem 6.1.
We now turn our attention to stochastic differential equations which evolve on an

invariant set. The following notion of invariance is sufficient for our purposes.
Definition 6.3. A set K is called backward invariant with respect to the flow

ξs,t if ξ−1
s,t (K) ⊂ K almost surely for all s < t.
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We can now formulate the following result.
Theorem 6.4. Suppose the Itô equation (4.1) evolves on a backward invariant

open set K with compact closure K. Let Xk, k = 0, . . . ,m, be C2,α for some α > 0 and
let Xk(0) = 0 ∈ K. Suppose there exists D ∈ C2(K\{0},R+) such that L ∗D(x) < 0
for μ-almost all x ∈ K. Then for every initial time s and μ-a.e. initial state x ∈ K
the flow ξs,t(x) tends to the origin as t → ∞ P-a.s.

Proof. We will assume without loss of generality that Xk, k = 0, . . . ,m, are
globally Lipschitz continuous. Indeed, we can smoothly modify Xk outside K to
have compact support without changing the properties of the flow in K, and as Xk

are already locally Lipschitz continuous their modifications will be globally Lipschitz
continuous.

Let ε > 0 and Z = {x ∈ K : |x| > ε}. D is integrable on Z, as D is bounded on
Z and Z has compact closure. Let S� be an increasing sequence of open sets whose
closure is strictly contained in S = K\{0}, such that

⋃
� S� = S. Then there exists

a C2(Rn,R+)-approximation D� of D for each �, obtained by smoothly modifying
D outside S� so that its support is contained in K. That τ� → −∞ follows from
backward invariance and from the one-to-one property of the flow. Hence all the
conditions of Lemma 5.2 are satisfied, and we have

0 ≤
∫
Z

D(x) dx +

∫ t

s

E

∫
ξ−1
σ,t(Z)

L ∗D(x) dx dσ.

The remainder of the proof proceeds along the same lines as Theorem 5.1.

7. Examples.
Example 1. Consider the Itô equation

dxt = (x2
t − 2xt − z2

t ) dt + xt dWt,

dzt = 2zt(xt − 1) dt + zt dWt.
(7.1)

Note that the line z = 0 is invariant under the flow of (7.1), where the solution (xt, 0)
for an initial state (x0, 0) is given by

dxt = (x2
t − 2xt) dt + xt dWt.

This equation has an explicit solution (see also [2] for a detailed analysis of the dy-
namical behavior of this system):

xt =
x0e

−2teWt− 1
2 t

1 − x0

∫ t

0
e−2seWs− 1

2 sds
.

Clearly xt(ω), ω ∈ Ω, explodes in finite time if

x0 >

(∫ ∞

0

e−2seWs− 1
2 sds

)−1

< ∞.

Hence the system (7.1) is certainly not globally stable.
Nonetheless, almost all points (x0, z0) ∈ R

2 are attracted to the origin. To show
this, apply Corollary 6.2 with

D(x, z) =
1

(x2 + z2)2
, L ∗D(x, z) = − 3

(x2 + z2)2
< 0.
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Hence for almost every (x0, z0) ∈ R
2, almost surely (xt, zt) → (0, 0) as t → ∞.

Example 2. Consider the Itô equation

dxt = 12 (2zt − 1)xtzt dt− 1
2xt dt + (1 − 2zt)xt dWt,

dyt = − 1
2yt dt + (1 − 2zt)yt dWt,

dzt = −12ztx
2
t dt + 2(1 − zt)zt dWt.

(7.2)

Let Rt = 2zt − 2z2
t − x2

t − y2
t . By Itô’s rule we have

dRt = −4 (1 − zt)ztRt dt + 2 (1 − 2zt)Rt dWt.

Evidently the ellipse {(x, y, z) ∈ R
3 : 2z− 2z2 − x2 − y2 = 0} is invariant under (7.2).

Local uniqueness of the solution implies that the interior of the ellipse is also invariant.
Hence K = {(x, y, z) ∈ R

3 : 2z − 2z2 − x2 − y2 > 0} is a (backward) invariant set for
the system (7.2). Consider

D(x, y, z) =
1

z2
, L ∗D(x, y, z) = −12x2

z2
< 0 μ-a.e.

Hence by Theorem 6.4 for almost every (x0, y0, z0) ∈ K, almost surely (xt, yt, zt) →
(0, 0, 0) as t → ∞. Note that (0, 0, 0) is certainly not globally stable: it is easily
verified that any point with x0 = 0 and z0 �= 0 is not attracted to (0, 0, 0) almost
surely, as in this case zt has a constant nonzero mean.

Example 3. We consider again the system (7.2), but now we are interested in the
behavior of points in the invariant set K ′ = {(x, y, z) ∈ R

3 : 2z−2z2−x2 = 0, y = 0}.
As K ′ is not an open set, we cannot apply Theorem 6.4 to study this case.

Define the transformation (x, z) �→ p = x/z. Note that p is the stereographic
projection of (x, y, z) ∈ K ′ which maps (0, 0, 0) �→ ∞. As the fixed point (0, 0, 0)
cannot be reached in finite time, we expect that the stereographic projection gives a
well-defined dynamical system on R. Using Itô’s rule and 2z−2z2−x2 = 0 we obtain
the Itô equation

dpt =

(
3

2
+

20

2 + p2

)
pt dt− pt dWt.

Note that this expression satisfies a global Lipschitz condition. Now consider

D(p) =
√

2 + p2, L ∗D(p) = − 42

(2 + p2)3/2
< 0.

Hence by Theorem 5.4 for almost every p0 ∈ R, almost surely pt → ∞ as t → ∞.
This implies that the point (x, y, z) = (0, 0, 0) is almost globally stable in K ′.

8. Application to control synthesis. Consider an Itô equation of the form

xt = x +

∫ t

s

(X0(xτ ) + uτ X̃0(xτ )) dτ +

m∑
k=1

∫ t

s

Xk(xτ ) dW
k
τ ,(8.1)

where X̃0 and Xk, k = 0, . . . ,m, are C2,α for some α > 0, Xk(0) = 0 and ut is a
scalar control input. We consider instantaneous state feedback of the form ut = u(xt)
where u(x) is C2,β for some β > 0 and u(0) = 0. Then by Theorem 5.1 or 6.4 or by
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Corollary 6.2, xt → 0 as t → ∞ almost surely for almost every x0 if there exists a
D(x), with additional properties required by the appropriate theorem, such that

L ∗D(x) =
1

2

m∑
k=1

n∑
i,j=1

∂2

∂xi∂xj
(Xi

k(x)Xj
k(x)D(x))

−
n∑

i=1

∂

∂xi
(Xi

0(x)D(x) + X̃i
0(x)u(x)D(x)) < 0 μ-a.e.

(8.2)

Note that this expression is affine in D(x) and u(x)D(x) and that the set of functions
(D(x), u(x)D(x)) which satisfy (8.2) is convex. This fact has been used in the deter-
ministic case by Prajna, Parrilo, and Rantzer [22] to search for “almost stabilizing”
controllers for systems with polynomial vector fields using convex optimization. As
the stochastic case enjoys the same convexity properties as the deterministic Theo-
rem 3.2, this approach can also be applied to find stabilizing controllers for stochastic
nonlinear systems. Note that that convex optimization cannot be used to search for
globally stabilizing controllers using LaSalle’s theorem [22] as LaSalle’s convergence
criterion [16, 6] is not convex.

The purpose of this section is to briefly outline the method of [22] for the synthesis
of stabilizing controllers using convex optimization. We will also discuss a simple
example.

Suppose that X̃0 and Xk, k = 0, . . . ,m, are polynomial functions (the case
of rational functions can be treated in a similar way). Consider D(x) and u(x)
parametrized in the following way:

D(x) =
a(x)

b(x)γ
, u(x) =

c(x)

a(x)
.(8.3)

Here b(x) is a nonnegative polynomial which vanishes only at the origin, a(x) is a
polynomial that is nonnegative in a neighborhood of the origin and is such that u(x)
is C2,β , c(x) is a polynomial that vanishes at the origin, and γ > 0 is a constant. The
orders of the polynomials and γ can be chosen in such a way that D(x) satisfies the
integrability and growth requirements of Corollary 6.2. For fixed b(x) and γ consider
the expression

−b(x)γ+2L ∗D(x) > 0 μ-a.e.(8.4)

with D(x) and u(x) given by (8.3) and L ∗ given by (8.2). Then (8.4) is a polynomial
inequality that is linear in the polynomial coefficients of a(x) and c(x). Our goal is
to formulate the search for these coefficients as a convex optimization problem.

Verifying whether (8.4) is satisfied comes down to testing nonnegativity of a
polynomial (a nonnegative polynomial can only vanish on a finite set of points, and
hence is positive μ-a.e.). This problem is known to be NP-hard in general; however,
a powerful convex relaxation was suggested by Parrilo [20]. Instead of testing (8.4)
directly we may ask whether the polynomial can be written as a sum of squares, i.e.,
whether −b(x)γ+2L ∗D(x) =

∑
i pi(x)2 for a set of polynomials pi(x). The power

of this relaxation comes from the fact that every sum of squares polynomial up to a
specified order can be represented by a positive semidefinite matrix; hence the search
for a sum of squares representation can be performed using semidefinite programming.
As (8.4) is convex in a(x) and c(x) the following is a convex optimization problem:

Find polynomials a(x), c(x) such that − b(x)γ+2L ∗D(x) is a sum of squares.
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This type of problem, known as a sum of squares program, can be solved in a highly
efficient manner using the software SOSTOOLS [21]. We refer to [20, 21, 22] for
further details on the computational technique.

Remark. Note that a(0) and c(0) depend only on the value of the constant
coefficient of the polynomials a(x) and c(x). Thus c(0) = 0 can easily be enforced
by fixing the constant coefficient of c(x). To make sure a(x) is nonnegative near the
origin and u(x) does not blow up, we can, for example, require a(x) to be of the form
λ + p(x) with λ > 0 and p(x) to be a sum of squares that vanishes at the origin.

Note that if the Itô equation (8.1) evolves on an invariant open set K with com-
pact closure, then the sum of squares relaxation is overly restrictive. A related relax-
ation that guarantees only polynomial nonnegativity on K for the case that K is a
semialgebraic set is considered in, e.g., [19].

Example. The following example is similar to an example in [22]. Consider the
Itô equation

dxt = (2x3
t + x2

tyt − 6xty
2
t + 5y3

t ) dt + (x2
t + y2

t ) dWt,

dyt = ut dt− (x2
t + y2

t ) dWt.

We choose b(x, y) = x2 + y2 and γ = 2.5. Using SOSTOOLS we find a solution
with controller of order 3 and a constant a(x). Note that these choices satisfy the
integrability requirements of Corollary 6.2. We obtain a stabilizing controller

u(x) = −2.7x3 + 4.6x2y − 6.7xy2 − 3.4 y3,

where

−(x2 + y2)4.5L ∗(x2 + y2)−2.5 = 0.35 y6 − 0.0015xy5

+ 0.6x2y4 + 0.0026x3y3 + 0.33x4y2 + 0.004x5y + 0.13x6

is a sum of squares polynomial.
Remark. A drawback of this method is that b(x) and γ must be fixed at the

outset. We have found that the method is very sensitive to the choice of b(x) and γ
even in the deterministic case; often an unfortunate choice will cause the search to
be infeasible. Moreover it is not clear, even if there exists for polynomial X̃0, Xk a
rational u which almost globally stabilizes the system, that a rational D can always
be found that satisfies L ∗D < 0. Nonetheless the method can be successful in cases
where other methods fail, and as such could be a useful addition to the stochastic
nonlinear control engineer’s toolbox.
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[17] M. Loève, Probability Theory, 3rd ed., Van Nostrand, Princeton, NJ, 1963.
[18] P. Monzón, On necessary conditions for almost global stability, IEEE Trans. Automat. Control,

48 (2003), pp. 631–634.
[19] A. Papachristodoulou and S. Prajna, On the construction of Lyapunov functions using the

sum of squares decomposition, in Proceedings of the 41st IEEE Conference on Decision
and Control, 2002, pp. 3482–3487.

[20] P. A. Parrilo, Semidefinite programming relaxations for semialgebraic problems, Math. Pro-
gram., 96 (2003), pp. 293–320.

[21] S. Prajna, A. Papachristodoulou, P. Seiler, and P. A. Parrilo, SOSTOOLS: Sum of
Squares Optimization Toolbox for MATLAB. User’s Guide, Version 2.00. Available from
http://www.cds.caltech.edu/sostools, 2004.

[22] S. Prajna, P. A. Parrilo, and A. Rantzer, Nonlinear control synthesis by convex optimiza-
tion, IEEE Trans. Automat. Control, 49 (2004), pp. 310–314.

[23] A. Rantzer, A dual to Lyapunov’s stability theorem, Syst. Control Lett., 42 (2001), pp. 161–
168.

[24] L. C. G. Rogers and D. Williams, Diffusions, Markov Processes and Martingales, Volume
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FORWARD STABILIZED SPLINE INTERPOLATION∗

DAVID L. RUSSELL†

Abstract. Forward interpolation, as discussed here, refers to the problem of interpolating data
points revealed, one at a time, in a sequential manner. As such, forward spline interpolation is an
inherently unstable process. In this paper we study forward interpolation using a class of “generalized
splines”: piecewise polynomials of odd degree 2m− 1, continuous to order m− 1, where m ≥ 2 is an
integer. We show that the problem can be interpreted as a state estimation problem for a discrete
linear system and show how successful, stable procedures can be obtained by applying optimal state
estimation techniques of “LQG” type long familiar in the theory of such systems. A number of
examples are presented.
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1. Forward splines in a systems context. A standard spline function of
degree n is a piecewise nth degree polynomial w(t) satisfying the differential equation

dnw

dtn
= f(t),

with f(t) piecewise constant. The discontinuities of f(t) occur at an increasing se-
quence of “knots” {tk | k = 0, 1, 2, 3, . . .}, with f(t) ≡ fk−1, t ∈ [tk−1, tk). Setting
hk = tk− tk−1 and defining Wk to be the n-dimensional vector whose jth component
is w(j)(tk), j = 0, 1, 2, . . . , n− 1, integration shows that Wk satisfies

Wk = E(hk)Wk−1 + B(hk) fk−1, k = 1, 2, 3, . . . ,(1.1)

where, for any real h,

E(h) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1 h h2

2 · · · hn−2

(n−2)!
hn−1

(n−1)!

0 1 h · · · hn−3

(n−3)!
hn−2

(n−2)!

0 0 1 · · · hn−4

(n−4)!
hn−3

(n−3)!

...
...

...
...

...
0 0 0 · · · 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

, B(h) =

⎛
⎜⎜⎜⎜⎜⎜⎝

hn

n!
hn−1

(n−1)!

hn−2

(n−2)!

...
h

⎞
⎟⎟⎟⎟⎟⎟⎠

.(1.2)

In the standard spline interpolation problem, data values zk, k = 0, 1, 2, . . . ,K,
are given in advance, and one wishes to find a spline function w(t) of specified degree,
such that w(tk) = zk for these values of k. The subject possesses a vast and familiar
literature; cf. [3], [11], [6], which we do not add to here. Rather, we are concerned
with what we will call forward spline interpolation, the name being suggested by
comparison with Newton’s forward interpolation formula. The data point z0 is given
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initially, and thereafter the zk, k = 1, 2, 3, . . . , are supplied one at a time in the
obvious order. The values z�, � > k, are unknown, except possibly for some statistical
information, at time tk−1. At that point we assume a spline function w(t) has been
constructed on [t0, tk−1) interpolating z0, z1, . . . , zk−1; zk then being revealed, it is
desired to extend w(t) to the larger interval [t0, tk), not changing its definition on
[t0, tk−1), with w(tk) = zk, the overall, repeated process being stable. It turns out
this stability does not obtain automatically; it needs to be designed into the process
using system theoretic tools.

Splines were studied as discrete linear systems by deBoor and Schoenberg [4] early
in the history of the subject but in a “two point boundary value” setting not applicable
to the forward interpolation problem. More recently some connections between linear
control theory and spline approximation/interpolation have been made in papers by
Agwu and Martin [1], Zhang, Tomlinson, and Martin [12], Jackson and Crouch [5], and
by Renardy and the present author in [10]. These all deal with spline interpolation in
its standard setting and, except for the last cited, in the ordinary differential equation
context. The present article studies the forward interpolation problem in the context
of discrete linear control systems and is developed in terms of system stabilization and
state estimation for such systems.

A picturesque illustration can be given in terms of a ship following a series of
lighted buoys through a foggy channel. Visibility is such that, just as each buoy
is reached, the next becomes visible. As each buoy is reached a course is plotted
out for the next buoy, using a spline function w(t), which can be followed with ap-
propriate motion of the rudder over the time interval [tk−1, tk). At t = tk−1 the
position and heading of the ship, assumed to vary continuously with t, correspond to
wk−1,0 ≡ w(tk−1) and wk−1,1 ≡ w

′
(tk−1). If w(t) is a piecewise quadratic polyno-

mial, the second derivative w
′′
(t) ≡ fk−1 is constant over [tk−1, tk), corresponding to

a constant rudder setting. Assuming we already have w(tk−1) = zk−1 and the value
w

′
(tk−1), these together with the new requirement w(tk) = zk determine a quadratic

on [tk−1, tk). Assuming the intervals [tk−1, tk) to have constant length h we have

wk,0 = zk−1 + wk−1,1 h + fk−1
h2

2
, wk,1 = wk−1,1 + fk−1 h.

Taking wk,0 = zk, solving for fk−1 in the first equation, and substituting the result
into the second equation we have

wk,1 = wk−1,1 +
2

h
(zk − zk−1 − wk−1,1h) = −wk−1,1 + 2

zk − zk−1

h
.(1.3)

The scalar linear recursion system (1.3) is not asymptotically stable; its single
eigenvalue is λ = −1, and it is not difficult to see that this approach does not yield
very satisfactory results. In Figure 1, corresponding to

h = 1/3, t0 = 0, zk =

⎧⎨
⎩

0, k = 0,
tk−1, k = 1, 2, 3,

1, k ≥ 4,
(1.4)

the interpolation data zk are indicated by small circles and the spline interpolant w(t)
by a solid curve.

The extension of this “naive” forward spline interpolation process to higher degree
standard splines can be described as follows. Taking the first equation of (1.1) for
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Fig. 1. Forward interpolation with quadratic splines.

general n ≥ 2 we have

wk,0 = wk−1,0 +

n−1∑
j=1

wk−1,j
hj

j!
+ fk−1

hn

n!
.

Setting wk,0 = zk, wk−1,0 = zk−1 and solving for fk−1 we have

fk−1 =
n!

hn

[
(zk − zk−1) − H(h) Ŵk−1

]
,(1.5)

where H(h) =
(
h h2

2 · · · hn−1

(n−1)!

)
and Ŵ is a vector of dimension n−1 consisting

of the n− 1 highest indexed components of W in (1.1).
Theorem 1.1. The naive forward spline procedure just described fails to be

asymptotically stable for every n ≥ 2 and is strongly unstable for n ≥ 3.
Proof. Let Ê denote the (n− 1)× (n− 1) matrix obtained by deleting the first

column and first row of E(h) in (1.2), and let B̂(h) be the (n−1)×1 matrix
(
(n−1)-

dimensional column vector
)

consisting of the n − 1 highest indexed components of
B(h) there. Substituting (1.5) into the last n − 1 equations of (1.1) we obtain the
(n− 1)-dimensional system

Ŵk =

(
Ê(h) − n!

hn
B̂(h)H(h)

)
Ŵk−1 − n!

hn
B̂(h) (zk − zk−1) , k = 1, 2, 3, . . . .(1.6)

The matrix Â(h) =
(
Ê(h) − n!

hn B̂(h)H(h)
)

has been studied in the literature; the
reader is referred to [4] for the earlier background and to the more recent [10] for a

direct, self-contained treatment. From these sources it is known that Â(h) has distinct
negative (real) eigenvalues occurring in pairs λ, λ−1, except for the single eigenvalue

− 1 when n is even. (For example, when n = 3 the 2×2 matrix Â(h) has eigenvalues
− 2 ±

√
3.) Clearly we do not have asymptotic stability in these cases. For n ≥ 3

there must be a real eigenvalue λ < −1, and we have instability in the strong sense.
The proof is complete.
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Thus, if we are to pursue our objective further, we must identify a forward spline
process which is either inherently stable or which can be stabilized by some means. We
will see that stabilization can be accomplished with the use of a class of generalized
splines (see, e.g., [11, sect. 8.3]); specifically we use piecewise polynomials of odd
degree n = 2m− 1, m ≥ 2, with w(j)(t), j = 0, 1, 2, . . . ,m− 1, continuous across
the knots. The problem is interpreted in the context of a discrete linear control system
similar to (1.1) to which we apply “LQG” stabilization techniques standard for such
systems.

We conclude our introductory section with a discussion of the most elementary
version of stabilized forward spline interpolation for the case m = 2, n = 2m−1 = 3.
The generalized splines used here are piecewise polynomials w(t) of degree 3, with
w(t) and w

′
(t) continuous across the equally spaced (hk ≡ h > 0) knots tk, where

they have respective values wk,0, wk,1. The second and third derivatives have, in
general, discontinuities at the tk; the limits from the right there are denoted by fk, gk,
respectively. The equations replacing (1.1) then take the form(

wk,0

wk,1

)
=

(
1 h
0 1

)(
wk−1,0

wk−1,1

)
+

(
h2/2 h3/6
h h2/2

)(
fk−1

gk−1

)
, k = 1, 2, 3, . . . .(1.7)

We suppose that a data sequence zj , j = 0, 1, 2, . . . , is made available one term at a
time. At time tk−1 a generalized spline w(t), piecewise a polynomial of degree 3 with
w(t) and w

′
(t) continuous, has been constructed on [t0, tk−1), interpolating the data

zj , j = 0, 1, 2, . . . , k − 1. We wish to develop a stable process whereby w(t) may be
extended to [tk−1, tk), interpolating the new value zk and maintaining continuity of
w(t) and w

′
(t) at t = tk−1.

For real α to be determined, we set

gk =
α fk
h

, k = 0, 1, 2, . . . .(1.8)

The first equation of (1.7) then becomes

wk,0 = wk−1,0 + hwk−1,1 + h2

(
1

2
+

α

6

)
fk−1, k = 1, 2, 3, . . . .(1.9)

It should be noted that (1.8) relates w
′′
(tk−1) and w

′′′
(tk−1) but does not imply

a fixed ratio between w
′′
(t) and w

′′′
(t) over the interval [tk−1, tk); indeed, we have

w
′′
(t) = fk + α fk

h (t − tk−1) = fk + w
′′′

(tk−1)(t − tk−1) on that interval. Since
wk−1,0 = zk−1 and we are to have wk,0 = zk, solving (1.9) for fk−1 yields

fk−1 =
1

h2 (1/2 + α/6)
(zk − zk−1 − hwk−1,1) .(1.10)

The second equation of (1.7) then takes the “closed loop” form

wk,1 = κwk−1,1 + c

(
zk − zk−1

h

)
(1.11)

with

c =
1 + α/2

1/2 + α/6
=

6 + 3α

3 + α
, κ = 1 − c ; reciprocally, α = − 3κ + 3

κ + 2
.
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Fig. 2. Forward stabilized cubic spline interpolation.

The quadratic spline case corresponds to α = 0, κ = −1, for which the system (1.11)
fails to be asymptotically stable. We exclude the case α = −3, for which (1.10) is
invalid; we cannot achieve κ = −2; it does not correspond to any valid choice of α.

In discrete linear systems theory a closed loop system wherein all eigenvalues
are reduced to zero is called a “deadbeat” system. For most applications deadbeat
systems are avoided, but we will see that they play a central role for stabilized forward
splines. Here the deadbeat case is κ = 0, corresponding to α = −3/2, c = 1, giving
wk,1 = zk − zk−1

h ; w
′
(tk) is set equal to the difference quotient zk − zk−1

h . Other cases of
interest are κ = 1/2 and κ = −1/2, for which (1.11) is exponentially asymptotically
stable, corresponding to α = −9/5 and α = −1, respectively. In all of these cases
w(t) is given on [tk−1, tk), “synthesizing” fk−1 via (1.10), by

w(t) = wk−1,0 + wk−1,1(t− tk−1) + fk−1

(
(t− tk−1)

2

2
+ α

(t− tk−1)
3

6h

)
.

We take the case κ = − 1/2, α = −1 and apply the method to the data (1.4).
The result is shown in the upper part of Figure 2. We display in the lower part of the
figure results for the deadbeat case κ = 0, using the negatives of the zk in (1.4).

2. Stabilized forward splines of odd degree; error analysis. Let m ≥ 2
be an integer, let hk ≡ h > 0 constant, and let the “knots” tk and data zk be defined
as in the preceding sections. Our purpose is to construct a generalized spline function
w(t), piecewise of degree 2m−1 with w(j)(t), j = 0, 1, 2, . . . ,m−1, continuous across
the knots, sequentially interpolating the data as described earlier. We again define
wk,j = w(j)(tk), j = 0, 1, 2, . . . ,m− 1. For j = 0 we have

wk,0 = wk−1,0 +

m−1∑
j=1

wk−1,j
hk

k!
+ fk−1

hm

m!
+

m−1∑
j=1

gk−1,j
hj+m

(j + m)!
,(2.1)

with the “controls” fk−1 and gk−1,j , j = 1, 2, . . . ,m− 1, representing the values of
w(m)(tk−1+), w(j+m)(tk+), j = 1, 2, . . . ,m− 1, respectively. Assuming w(t) already
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interpolates the data z0, z1, . . . , zk−1 at the knots t0, t1, . . . , tk−1, we set

gk−1,j =
aj fk−1

hj
, j = 1, 2, . . . ,m− 1,(2.2)

for coefficients aj independent of k but yet to be determined. We substitute (2.2) into
(2.1), reminding ourselves that wk−1,0 = zk−1 and that we are to have wk,0 = zk.
Solving for fk−1, with a0 = 1,

fk−1 =
zk − zk−1 −

∑m−1
�=1 wk−1,� h

�/�!

hm
(∑m−1

�=0 a�/(� + m)!
) .(2.3)

The equations for the derivatives w(j)(t�) = w�,j , j = 1, 2, . . . ,m− 1, are

wk,j = wk−1,j +

m−1∑
�=j+1

wk−1,�
h�−j

(�− j)!
+fk−1

hm−j

(m− j)!
+

m−1∑
�=1

gk−1,�
h�+m−j

(� + m− j)!
.(2.4)

Substituting (2.3) into (2.4) we obtain the closed loop equations, for j = 1, 2, . . . ,m−
1,

wk,j = wk−1,j +

m−1∑
�=j+1

wk−1,�
h�−j

(�− j)!
+

cj
hj

(
zk − zk−1 −

m−1∑
�=1

wk−1,�
h�

�!

)
,(2.5)

where

cj =

∑m−1
�=0 a�/(� + m− j)!∑m−1

�=0 a�/(� + m)!
, j = 1, 2, . . . ,m− 1.(2.6)

The equations (2.5) combine to form the closed loop system

W̃k =
(
Ẽ(h) − C(h)H(h)

)
W̃k−1 + C(h) (zk − zk−1) ,(2.7)

where Ẽ(h) is the (m − 1)-dimensional counterpart of E(h) shown in (1.2), W̃ is
the (m − 1)-dimensional vector consisting of components 1 through m − 1 of the
vector W there, C(h) is the (m− 1)-dimensional vector with components cj/h

j , j =
1, 2, . . . ,m− 1, appearing in (2.5), and

H(h) =
(
h h2

2 · · · hm−1

(m−1)!

)
.(2.8)

From this point on, for notational convenience, we will revert to the use of E(h) and
W , abandoning the ˜ modifier. Writing ζk−1 = zk − zk−1 we have

Wk = A(h)Wk−1 + C(h)ζk−1, k = 1, 2, 3, . . . ; A(h) = E(h) − C(h)H(h).(2.9)

The row vector H(h) is fixed as soon as the step length h is chosen. The “feedforward”
matrix C(h) with components cj/h

j , as shown in (2.5), depends on the choice of the
aj in (2.2), as made clear by (2.6). The aj , and hence C(h), are to be chosen so that
the system (2.9) is stable and exhibits “desirable” performance characteristics. The
stability requirement corresponds to our being able to choose C(h) so that A(h) is a
discrete stability matrix; i.e., all of its eigenvalues have modulus less than 1. To be
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sure we can do this we need to know that the pair
(
H(h), E(h)

)
is observable ([2],

p. 222).
Theorem 2.1. The pair

(
H(h), E(h)

)
is observable.

Proof. Let Pk, k = 0, 1, 2, . . . , be a vector solution of the homogeneous system
Pk = E(h)Pk−1. Then there is a polynomial p(t) of degree ≤ m − 2 such that
p(j)(tk) = Pk,j+1, j = 1, 2, . . . ,m − 2, k = 0, 1, 2, . . . . Let p(−1)(t) be the an-
tiderivative of p(t) such that p(t0) = 0. For k = 1, 2, 3, . . . we have p(−1)(tk) =
p(−1)(tk−1) + H(h)Pk−1 = H(h)E(h)k−1 P0. If the theorem were false, there would
be a nonzero vector P0 such that H(h)E(h)k−1 P0 = 0 for all k ≥ 1. But then
p(−1)(tk) = p(−1)(t0) = 0, k = 1, 2, 3, . . . , which implies p(−1)(t) ≡ 0, and then
Pk ≡ 0, k = 0, 1, 2, . . . , which is a contradiction. The theorem follows.

With Theorem 2.1 in hand we can conclude, from standard theorems in the control
and estimation theory of discrete linear systems (cf. [2], [8], [9]) that C(h), and hence
the cj appearing in (2.5) can be chosen so that A(h) = E(h) − C(h)H(h) is a
discrete stability matrix; in fact the coefficients cj can be chosen to achieve any desired
eigenvalues for that matrix, including the “deadbeat observer” choice for which all of
the eigenvalues of that matrix are zero, and thus A(h) is nilpotent.

To begin the error analysis we suppose the data values zk, k = 0, 1, 2, . . ., are
obtained by a sampling process zk = z(tk) from an (m−1) times continuously differ-
entiable function z(t). In the context of this paper we would not know a formula for
z(t), but we might assume some information about its properties would be available.
The accuracy of the generated spline w(t) as an approximation to z(t) for t between
the knots tk depends on how accurately the derivatives of z(t) are matched at the
knots by the derivatives of w(t) and on the remainder term r(t, tk−1) in the Newton
formula

z(t) = z(tk−1) +

m−1∑
�=1

z(�)(tk−1)

�!
(t− tk−1)

� + r(t, tk−1).(2.10)

Repeated differentiation of (2.10) yields, for j = 1, 2, . . . ,m− 1, the formulae

z(j)(t) = z(j)(tk−1) +

m−1−�∑
�=1

z(j+�)(tk−1)

�!
(t− tk−1)

� + rj(t, tk−1),(2.11)

where rj(t, tk−1) = ∂jr
∂tj (t, tk−1). Taking Zk, Rk(h) to be the vectors in Em−1 with

components Zk,j = z(j)(tk), Rk,j(h) = rj(h, tk), we obtain the discrete observed
linear system consisting of the vector counterpart of (2.11),

Zk = E(h)Zk−1 + Rk−1(h), k = 1, 2, 3, . . . ,(2.12)

and the linear observation relationship, or “output,”

ζk−1 = zk − zk−1 = H(h)Zk−1 + rk−1(h)(2.13)

which generates the data differences ζk−1 = zk−zk−1. In (2.12) and (2.13), E(h) and
H(h) are the (m−1)×(m−1) matrices discussed following (2.8) and rk(h) = r(h, tk).
In this context (2.9) can be viewed in a new light; it is a state estimator system for
the “plant” (2.12) via the output (2.13).

To make use of this insight we introduce the error vectors

Xk = Wk − Zk, k = 0, 1, 2, . . . ,(2.14)
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and see immediately, substracting (2.12) from (2.9), that

Xk =
(
E(h) − C(h)H(h)

)
Xk−1 + C(h)rk−1(h) − Rk−1(h)

≡ A(h)Xk−1 + Qk−1(h), k = 1, 2, 3, . . . ,(2.15)

with A(h) as in (2.9). This error system allows us to assess the asymptotic relationship
between the spline approximation w(t) and the data source function z(t).

The eigenvalues, but not the eigenvectors, of A(h) are independent of h �= 0. This
follows immediately from

J(h)A(h)J(h)−1 = A(1) ≡ A, J(h) = diag ( 1 h · · · hm−2 ) .

If we further suppose z(t) to be m times continuously differentiable, we can write

rk(h) = r̃k(h)hm, Rk, j(h) = R̃k, j(h)hm−j , j = 1, 2, . . . ,m− 1,

where r̃k(h), R̃k, j(h) are uniformly bounded for tk in a fixed, compact interval. Then
(2.15) transforms into

X̃k = AX̃k−1 + Q̃k−1(h)hm−1, X̃k = J(h)Xk,(2.16)

where the Q̃k(h) are similarly uniformly bounded. Then we have the following theo-
rem.

Theorem 2.2. Let z(t) be m times continuously differentiable for t in a compact
interval I, and let all knots tk under consideration lie in I. Let C(1) be chosen so
that all eigenvalues λ of A = E(1)−C(1)H(1) satisfy |λ| < 1. Let zk = z(tk), k =
0, 1, 2, . . . , and let W0 = 0. Then there exist constants γ0, γ1, μ, 0 ≤ γ0 < 1, γ1 ≥
0, μ ≥ 0, independent of k and h �= 0, such that∥∥∥X̃k

∥∥∥ ≤ μγk
0

∥∥∥X̃0

∥∥∥ + γ1 h
m−1, k = 1, 2, 3, . . . .(2.17)

Proof. From (2.16) we have, for k = 1, 2, 3, . . . ,

X̃k = AkX̃0 + hm−1
k−1∑
�=0

Ak−1−�Q̃k−1(h) ≡ X̃0,k + X̃1,k.(2.18)

Assuming C(1) is chosen as indicated, we take γ0 to be the largest modulus of any
eigenvalue of A. Then there is a positive number μ such that

∥∥A�
∥∥ ≤ μγ�

0 for all
nonnegative integers �. Thus

∥∥∥X̃k

∥∥∥ ≤ μγk
0

∥∥∥X̃0

∥∥∥ + μhm−1
k−1∑
�=0

γk−1−�
0

∥∥∥Q̃k−1(h)
∥∥∥ .

Under our assumptions there is an upper bound Q̃ for the norms ||Q̃k−1(h)||, inde-
pendent of k and h. Then

∥∥∥X̃k

∥∥∥ ≤ μγk
0

∥∥∥X̃0

∥∥∥ +
μhm−1Q̃

1 − γ0
= μγk

0

∥∥∥X̃0

∥∥∥ + γ1h
m−1,(2.19)
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and the proof is complete.
From (2.16) and (2.18) we have

Xk = J(h)−1X̃0,k + J(h)−1X̃1,k ≡ X0,k + X1,k.

These are the transient and steady state components of the error vector Xk. For the
components X1,k,j of the steady state error we clearly have

|X1,k,j | ≤ γ1 h
m−1h1−j = γ1 h

m−j , j = 1, 2, . . . ,m− 1.

For the components X0,k,j of the transient error X0,k, on the other hand, we have

|X0,k,j | ≤ h1−jμγk
0 ‖J(h)X0‖ .

To pursue a different matter, let us suppose C(1) is chosen so that A has only zero
eigenvalues and hence is nilpotent. Then (2.9) serves as a deadbeat state estimator
for (2.12). If the data zk correspond to values z(tk), with z(t) an arbitrary polynomial
of degree ≤ m − 1, then the terms Rk−1, rk−1 in (2.12) and (2.15) are all zero and
the latter becomes

Xk = A(h)Xk−1, k = 1, 2, 3, . . . ,

implying that Xk = 0, k ≥ m − 1. Then using A(h)m−1 = O together with (2.9)
we have

Zm−1 = Wm−1 =

m−1∑
k=1

A(h)m−1−kC(h) (zk − zk−1) ,(2.20)

showing the components of Wm−1, i.e., the derivatives w(j)(tm−1), j = 1, 2, . . . ,m−1,
of w(t) at t = tm−1, to be linear combinations of zk, k = 0, 1, 2, . . . ,m−1. Since that
is true for all polynomials z(t) of degree ≤ m− 1, and since Wm−1 = Zm−1, we con-
clude that the component equations of (2.20) must agree with the backward finite dif-
ference expressions for the derivatives z(j)(tm−1) in terms of zk, k = 0, 1, 2, . . . ,m−1
(see, e.g., [6]). The simplest case, for stabilized forward cubic spline interpolation, has
already been studied in section 1, where we saw that the deadbeat case corresponds
to setting w

′
(tk) = zk−zk−1

h , k ≥ 1. Significantly, in his text [3] de Boor suggests the
possible use of such expressions as alternate boundary conditions for spline interpo-
lation (as compared, for example, with the “natural” boundary conditions described
there).

3. Stochastic optimality. In the previous sections we have established sta-
bilizability of the forward interpolation system via choice of the feedforward vector
C(h), equivalently C(1), and we have obtained some general error bounds. The next
question naturally arising concerns which choice of C(h) is “best.” This clearly de-
pends on the criteria used and on our notion of how the data values zk are generated,
in other words on the formulation of a model process upon whose operation the zk
are assumed to constitute an observation. We have started on this in the preceding
section, interpreting our process as a plant/state estimator system. Now we need to
go further and introduce some statistical concepts into that system. The following
development is based on several sources, including [2], [8], and [9].

The first step is to replace (2.12) by

Zk = E(h)Zk−1 + Nk−1,(3.1)
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wherein the vectors Nk are now assumed to constitute discrete white noise; i.e., Nk

and Nj are uncorrelated for k �= j, with zero mean and constant covariance matrix
N ≡ E (Nk N

∗
k ) , E denoting the expected value. These noise terms will be referred

to as the process noise. Then we replace (2.13) by

ζk−1 = z(tk) − z(tk−1) = H(h)Zk−1 + nk−1,(3.2)

where H(h) is given in (2.8) and the sequence {nk−1} is assumed to be scalar white
noise with zero mean and covariance n; this is the observation noise.

In most applications the remainders Rk, rk of the preceding section are not white
noise, but it will often be advantageous to treat them as if they were. This parallels
situations in systems theory wherein unmodelled states, nonlinearities, disturbances,
etc., are often lumped together and treated as white noise in design procedures. Our
model process might be described as a stochastically interrupted polynomial of degree
m − 1. On each interval [tk−1, tk), qk(t) ≡ z(tk−1) + H(t − tk−1)Z(tk−1) is a
polynomial of degree ≤ m−1. If the Nk and nk were identically zero, we would have
qk(t) ≡ q(t), where q(t) is a fixed polynomial of degree ≤ m− 1 for all t. If there is
an integer μ, 1 ≤ μ ≤ m− 1, such that Nk,j ≡ 0 when j ≤ μ, we say that q(t) has
smoothness level μ, since derivatives of order ≤ μ are continuous across the knots.

From (2.9), (3.1), and (3.2) we have the combined plant/state estimator system

Wk = E(h)Wk−1 + C(h)
(
ζk − H(h)Wk−1

)
,

ζk = H(h)Zk−1 + nk−1, Zk = E(h)Zk−1 + Nk−1,(3.3)

in which the model system (3.1) plays the role of the plant and the spline generator
system (2.9) plays the role of state estimator. Defining the state estimation error Xk

as in (2.14) and subtracting the last equation of (3.3) from the first we have

Xk =
(
E(h) − C(h)H(h)

)
Xk−1 + C(h)nk−1 −Nk−1.(3.4)

Normally W0 = 0 because we have no information on derivatives at t = t0. This
gives X0 = −Z0. Let Xk be the covariance matrix of Xk. Then (see, e.g., [2])

Xk = A(h)Xk−1A(h)∗ + N + nC(h)C(h)∗, k = 1, 2, . . . , X0 = Z0,(3.5)

wherein A(h) is the “closed loop matrix,” A(h) = E(h) − C(h)H(h), and Z0 is
the covariance matrix for the (generally unknown) initial “plant state” Z0. If the
feedforward vector C(h) is chosen so that A(h) is a discrete stability matrix, then

lim
k→∞

Xk ≡ X(3.6)

exists and represents the ultimate, “steady state” covariance of the error vectors Xk.
The goal of optimal state estimation in this context is to find Ĉ(h) such that

A(h) is a discrete stability matrix and the corresponding limiting error covariance

X̂ is minimal; i.e., X̂ ≤ X for X associated with any other stabilizing feedforward
matrix C(h). This problem has a long history, and the solution is well known; cf.,

e.g., [2], [7]. The optimal Ĉ(h) is given by

Ĉ(h) = −E(h)X̂H(h)∗
(
H(h)X̂H(h)∗ + n

)−1

.
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The matrix X̂ is given by (3.6) with X̂k replacing Xk and Ĉ(h) replacing C(h) in
(3.5). The circularity of this description is escaped by algebraic manipulations which

eliminate Ĉ(h) from the corresponding version of (3.5); the X̂k satisfy the quadratic
matrix recursion equation

X̂k = E(h)X̂k−1E(h)∗ + N

−E(h)X̂k−1H(h)∗
(
H(h)X̂k−1H(h)∗ + n

)−1

H(h)X̂k−1E(h)∗.(3.7)

As is well known and documented in the indicated references,

lim
k→∞

X̂k ≡ X̂,(3.8)

which, in turn, satisfies the steady state quadratic matrix equation

X̂ − E(h)X̂E(h)∗ − N

+E(h)X̂H(h)∗
(
H(h)X̂H(h)∗ + n

)−1

H(h)X̂E(h)∗ = 0.(3.9)

The recursion formula (3.7) can be used with X̂0 = N to produce a sequence X̂k

which converges quadratically as k → ∞ to the unique positive symmetric solution
X̂ of (3.9). This is frequently used as a numerical procedure to compute the latter

matrix; care has to be taken to keep the computed X̂k symmetric at each step.

4. An example: m = 3, n = 5. After the case n = 3 discussed in section 1
the next relevant case is n = 5, m = 3. For k = 1, 2, 3, . . . we have

⎛
⎝wk,0

wk,1

wk,2

⎞
⎠ =

⎛
⎝ 1 h h2

2
0 1 h
0 0 1

⎞
⎠

⎛
⎝wk−1,0

wk−1,1

wk−1,2

⎞
⎠ +

⎛
⎜⎝

h3

6
h4

24
h5

120
h2

2
h3

6
h4

24

h h2

2
h3

6

⎞
⎟⎠

⎛
⎝ fk−1

gk−1,1

gk−1,2

⎞
⎠ .(4.1)

The specialization of (2.2) here is

gk−1,1 =
a1fk−1

h
, gk−1,2 =

a2fk−1

h2
, k = 1, 2, 3, . . . .(4.2)

We substitute (4.2) into (4.1), recall that wk,0 = zk, the given data, and use the
resulting first equation to obtain the feedback relation

fk =
zk − zk−1 − wk−1,1h− wk−1,2h

2/2

h3 (1/6 + a1/24 + a2/120)
.(4.3)

Then we substitute (4.3) into the second and third equations of (4.1) to obtain(
wk,1

wk,2

)
=

(
1 − c1 (1 − c1/2)h
−c2/h 1 − c2/2

)(
wk−1,1

wk−1,2

)
+

(
c1/h
c2/h

2

)
(zk − zk−1) ,(4.4)

where

c1 =
1/2 + a1/6 + a2/24

1/6 + a1/24 + a2/120
, c2 =

1 + a1/2 + a2/6

1/6 + a1/24 + a2/120
.(4.5)
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The equations (4.5) can be solved for a1 and a2 to give

a1 = −8

(
7 c1 − c2 − 15

8 c1 − c2 − 20

)
, a2 = 20

(
6 c1 − c2 − 12

8 c1 − c2 − 20

)
,(4.6)

provided c1 and c2 are such that 8 c1 − c2 − 20 �= 0.
Proposition 4.1. The restriction 8 c1 − c2 − 20 �= 0 excludes no pairs c1, c2 for

which the matrix

Ã(h) =

(
1 − c1 (1 − c1/2)h
−c2/h 1 − c2/2

)
(4.7)

in (4.4) is a discrete stability matrix.
Remark. We saw in section 1 that a similar result applies for the cubic case

m = 2, n = 3. Whether this remains valid for general m, n = 2m − 1, remains
open.

Proof. The matrix (4.7) has characteristic polynomial with roots

λ =
1

2

(
2 −

(
c1 +

c2
2

)
±

√(
c1 +

c2
2

)2

− 4c2

)
.(4.8)

Solving 8c1 − c2 − 20 = 0 for c2 and substituting into (4.8) we obtain

λ =
1

2

(
12 − 5c1 ±

√
25 c21 − 132 c1 + 180

)
.

The discriminant of the quadratic under the square root sign is (132)2−18000 = −576
so that quadratic is positive for every choice of c1. For any choice of c1 the absolute
value of the difference between the two roots is

√
25 c21 − 132 c1 + 180, which has a

minimum value 12/5 = 2.4. Since this minimum exceeds 2, no choice of c1, hence no
choice of c1, c2, satisfying 8c1 − c2 − 20 = 0 yields both roots with modulus less
than 1. We conclude that the exceptional cases described by 8c1 − c2 − 20 = 0 do
not limit the choice of stabilizing pairs c1, c2; the proof is complete.

Once the closed loop system (4.4) has been obtained the next step is to obtain
c1, c2 stabilizing the corresponding homogeneous system. Confirming Theorem 2.1,
the pair consisting of H = ( 1 1/2 ) and E = ( 1 1

0 1 ) is readily seen to be observable,
i.e., rank( H

HE ) = 2, so the system is stabilizable [2]; by proper choice of c1 and c2 the

eigenvalues of Ã can be placed at will. From the form (4.8) of the roots, deadbeat
stabilization is achieved with c1 = 3/2, c2 = 1, which in turn, from (4.6), corresponds
to a1 = −44/9 = −4.8889, a2 = 80/9 = 8.8889. Here system (4.4) becomes(

wk,1

wk,2

)
=

(
−1/2 h/4
−1/h 1/2

)(
wk−1,1

wk−1,2

)
+

(
3/2h
1/h2

)
(zk − zk−1) .(4.9)

Substituting (4.9), with k replaced by k − 1, back into (4.9) one obtains(
wk,1

wk,2

)
=

(
3
2h (zk − zk−1) − 1

2h (zk−1 − zk−2)
1
h2 (zk − 2 zk−1 + zk−2)

)
.

Thus, with the indicated values of c1 and c2, after two steps the procedure sets the
derivative, wk,1, and the second derivative, wk,2, equal to backward divided differences

known [6] to be exact expressions for w
′
(tk) and w

′′
(tk) when w(t) is of degree 2.
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Fig. 3. Performance of forward stabilized quintic spline.
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Fig. 4. Performance of forward stabilized quintic spline; detail.

Figures 3 and 4 show results when the deadbeat forward quintic spline procedure
is carried out with data taken from a function z(t) which combines two different
trigonometric functions. The overall interval has length 10 and h = .2. Initially
z0 = z(0) = 0; thereafter, while t < 5, we have z(t) = cos(2πt); a discontinuity
occurs at t = 5; we have z(t) = sin(π(t − 5.1)) for t ≥ 5. Figure 4 shows the
situation near t = 5 in greater detail. The discontinuity is treated by the procedure
in a controlled manner over the interval [t24, t27] = [4.8, 5.2], and convergence to
splines closely approximating sin(π(t− 5.1)) occurs rapidly (in two steps, essentially)
thereafter.

In the present quintic case a straightforward computation with (3.9) shows that
the deadbeat case, wherein the eigenvalues of the closed loop matrix Ã are both
equal to zero, corresponds to N = diag ( 1 4 ) , n = 0; i.e., zero observation noise is
assumed. This result was obtained by a trial and error process after initially guessing
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Fig. 5. Forward stabilized quintic spline; noise with R=0.
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Fig. 6. Forward quintic spline; performance comparison with noise.

that the deadbeat estimator would correspond to the zero observation noise situation.
A similarly unsystematic treatment of the seventh degree case m = 4 (not detailed
here) shows the deadbeat state estimator to be achieved in that case with n = 0 with
process noise covariance matrix N = diag ( 1 6 18 ). Whether for general m the
deadbeat estimator always corresponds to diagonal N with integer diagonal weights
combined with n = 0, and what the general form of those diagonal weights might be,
are questions for which we have no answer at the present time.

In Figure 5 we show results for this case with data obtained from a sinusoidal
function with knot values perturbed by random noise in the range [−.25, .25] supplied
by MATLAB. In Figure 6 we look more closely at the central “peak” of Figure 5. The
solid curve corresponds to the deadbeat case n = 0 of Figure 6, while the dashed
curve corresponds to the same N but with n = 2, which amounts to assuming
observation noise present with that covariance. We observe that the assumption that
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noise is present in the observation appears to lead to interpolation with less overshoot
between the knots.
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OPTIMAL DISTURBANCE ATTENUATION FOR DISCRETE-TIME
SWITCHED AND MARKOVIAN JUMP LINEAR SYSTEMS∗
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Abstract. An exact condition for uniform stabilization and disturbance attenuation for switched
linear systems is given in the discrete-time domain via the union of an increasing family of linear
matrix inequality conditions. Associated with each Markovian jump linear system is a switched linear
system, so we obtain a necessary and sufficient condition for almost sure uniform stabilization and
disturbance attenuation for Markovian jump linear systems as well. The results lead to semidefinite
programming–based controller synthesis techniques, from which optimal finite-path-dependent linear
dynamic output feedback controllers arise naturally. In particular, under the notion of path-by-path
optimal disturbance attenuation, finite-path-dependent controllers can outperform the usual mode-
dependent ones.

Key words. discrete linear inclusions, dynamic output feedback, H∞ control, linear matrix
inequalities, linear time-varying systems, semidefinite programming

AMS subject classifications. 93B36, 93B12, 90C22, 93C55

DOI. 10.1137/050627538

1. Introduction. The switched linear system is defined as a family of linear
time-varying systems whose parameters vary within a single finite set, and it serves
as an abstraction of hybrid systems, where continuous system dynamics and discrete
events coexist and depend on each other in complex ways [31]. On the other hand, the
Markovian jump linear system is a linear system whose parameters jump according
to the state transitions of a finite-state Markov chain, and it typically arises in the
context of networked control systems, where the feedback loop is subject to random
delays [32]. The parameters of these systems are indexed, where the indices are called
the modes of the systems. This paper focuses on the discrete-time domain and con-
siders the problems of uniform disturbance attenuation for switched linear systems
and almost sure uniform disturbance attenuation for Markovian jump linear systems,
where the uniformity refers to the stability and �2-gain of the sequences of modes,
called switching sequences, that are admissible. We develop semidefinite program-
ming formulations [41] for the solutions to these problems, and their generalizations,
without any assumption on the parameters or admissible switching sequences.

The most fundamental problem of discrete-time switched linear systems is de-
termining the asymptotic stability of the discrete linear inclusion (i.e., the family of
linear time-varying systems over all infinite sequences of parameters in a given finite
set) [12, 21]. This problem basically involves checking the stability of all possible
(uncountably many) infinite matrix products due to the fact that the finiteness con-
jecture (i.e., the conjecture that it suffices to check the stability of periodic products)
is generally false [8]. The problem is hence considered undecidable [7]; more precisely,
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it is considered semidecidable (i.e., there exists an algorithm that is guaranteed to cor-
rectly determine, after a finite amount of computation, the stability of switched linear
systems that are indeed stable) [6]. Recently, the authors gave a restatement of the
result of [6] and introduced an increasing family of linear matrix inequality conditions
whose union characterizes the uniform stability and stabilizability of discrete-time
switched linear systems [30]. This result generalizes the multiple Lyapunov function
approaches that have provided the most useful tools for stability analysis [9].

This paper complements the previous work on uniform stabilization described
above and extends it to disturbance attenuation. The problem of disturbance at-
tenuation reduces to that of H∞ control of linear time-invariant systems [16, 26] if
the given set of system parameters is a singleton. On the other hand, if the family
of admissible switching sequences is a singleton, the problem reduces to that of �2-
induced norm minimization for linear time-varying systems [36, 4], where the set of
possible parameter values is finite. Therefore, our work draws on the results in the
H∞ control and �2-gain minimization literature. In particular, from the linear op-
erator inequality approach for analyzing linear time-varying systems [17], we deduce
that the Riccati difference inequality associated with any stable and contractive linear
time-varying system admits a uniformly stabilizing solution that has a finite memory
of past parameters. This finite-memory property leads to our analysis results. On the
other hand, our controller synthesis results are based on a straightforward extension
of the linear matrix inequality approach originally developed for linear time-invariant
systems [33, 20].

We relax the standard restriction to mode-dependent controllers (i.e., controllers
that perfectly observe the present mode of the system but do not recall past modes)
and consider finite-path-dependent controllers (i.e., controllers that not only perfectly
observe the present mode but also have a finite memory of past modes). This relax-
ation, along with the aforementioned finite-memory property, enables us to derive
a complete characterization of the existence of finite-path-dependent linear dynamic
output feedback controllers that stabilize the switched linear system and achieve a
uniform disturbance attenuation level. This characterization is given in terms of the
“union” of an increasing family of systems of linear matrix inequality conditions. Al-
though our result inherits the semidecidable nature of the underlying problem, this
limitation is not likely to pose difficulties in practice, as examples show that it usually
suffices to check the feasibility of the first few systems of linear matrix inequalities
from an increasing family. Moreover, the result is amenable to the standard linear
matrix inequality–based controller synthesis technique, from which admissible finite-
path-dependent controller syntheses arise naturally.

The notion of finite-path-dependent controllers not only serves as a relaxation to
achieve an exact condition for disturbance attenuation but also is required for opti-
mality under the notion of path-by-path disturbance attenuation. Roughly speaking,
the path-by-path performance is defined as a finite family of disturbance attenuation
levels over all admissible switching paths of a given length. This notion of perfor-
mance is a natural extension of that of uniform disturbance attenuation and can
be used to improve upon the performance of a controller synthesis that achieves a
given uniform disturbance attenuation level. As long as the path-by-path optimality
is concerned, examples show that finite-path-dependent controllers can outperform
mode-dependent controllers.

The result described above carries over to the almost sure uniform disturbance
attenuation for Markovian jump linear systems because the uniformity requirement
for stability and performance enables one to consider each Markovian jump linear
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system as a switched linear system, where the underlying Markov chain of the for-
mer defines the switching path constraint of the latter. An immediate consequence is
that, as long as almost sure uniform disturbance attenuation is concerned, the per-
formance of Markovian jump linear systems is intrinsically robust against variations
that preserve the directed graph of the underlying Markov chain (i.e., against sparsity
pattern–preserving variations from the given transition probability matrix and initial
distribution). On the other hand, under the notion of path-by-path disturbance at-
tenuation, one can reduce the conservatism associated with this robustness property
while still maintaining almost sure uniform stability; two Markov chains with the same
directed graph can result in widely different path-by-path performances, depending
on the actual values of initial and transition probabilities.

A key contribution of this paper to the control of switched linear systems and
Markovian jump linear systems is that exact “control-oriented” conditions for (al-
most sure) stabilization and disturbance attenuation are provided. These conditions
are control oriented in the sense that they lead to semidefinite programming–based
techniques, which render optimal controllers very efficiently. There has been little
work done on the control of disturbance attenuation performances of switched lin-
ear systems, other than that some partial analysis results in the continuous-time
domain exist [44, 23]. On the other hand, the usual approach in the literature to
disturbance attenuation for Markovian jump linear systems has been based on the
notion of stochastic stability in both continuous time [28, 34, 13] and discrete time
[11, 19, 10, 37]. These results, however, though either partly satisfactory or exact, are
not well-suited for efficient optimal controller synthesis. For instance, in the case of
independent and identically distributed switching, an exact linear matrix inequality–
based synthesis condition for discrete-time jump systems has been obtained in [38];
for general Markov switching, this condition is only sufficient. Moreover, even though
stochastically stable Markovian jump linear systems are almost surely stable [29], the
usual approach does not guarantee almost sure disturbance attenuation.

The paper is organized as follows. Section 2 analyzes the performance of general
linear time-varying systems. Then, based on this analysis, main results on uniform
disturbance attenuation for switched linear systems and Markovian jump linear sys-
tems are derived in sections 3 and 4, respectively. Section 5 introduces the notion of
path-by-path disturbance attenuation and provides some examples including optimal
disturbance attenuation for a planar robot, called the Pendubot, subject to random
delays in the feedback loop. Finally, concluding remarks are given in section 6.

Notation. If X ∈ R
m×n, the range (or image) of X is denoted by ImX, the null

space (or kernel) of X by KerX, and the rank of X by rankX; denoted by N(X) is
any particular full-rank matrix such that ImN(X) = KerX. The indicator matrix
1(X) = (μij) ∈ {0, 1}m×n of an X = (xij) ∈ R

m×n is such that μij = 1 if xij �= 0
and μij = 0 if xij = 0. The matrices whose entries are all 0 (resp., all 1) are denoted
by 0 (resp., 1) whenever m and n are understood. If X, Y ∈ R

n×n are symmetric
and X − Y is positive definite (resp., nonnegative definite), we write X > Y (resp.,
X ≥ Y). The identity matrix is denoted by I with n understood.

For x ∈ R
n, denoted by ‖x‖ is the Euclidean vector norm ‖x‖ =

√
xTx of x. If

X ∈ R
m×n, the Euclidean vector norm induces the spectral norm ‖X‖ of X given

by ‖X‖ = sup{
√
λ : λ is an eigenvalue of XTX}. Given a symmetric positive definite

matrix X ∈ R
n×n, ‖ · ‖X is the Hilbert norm of x ∈ R

n defined by ‖x‖X =
√
xT Xx.

If x = (x(0), x(1), . . . ) is a sequence in R
n, then we write x ∈ �2(Rn) whenever the

�2 norm of x, defined by ‖x‖ =
√∑∞

s=0 ‖x(s)‖2, is finite.
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2. Analysis of linear time-varying systems. In this section, we analyze the
disturbance attenuation performance of the discrete-time linear time-varying system
and the asymptotic property of the associated Riccati difference equation. We choose
a notation that is compatible with the latter sections of this paper. Let a subset G of
R

n×n × R
n×m × R

l×n × R
l×m and a sequence θ = (θ(0), θ(1), . . . ) in {0, 1, . . . } be as

follows:

G = {(A0,B0,C0,D0), (A1,B1,C1,D1), . . . }, θ = (0, 1, . . . ).(2.1)

With (2.1), we have (Aθ(t),Bθ(t),Cθ(t),Dθ(t)) = (At,Bt,Ct,Dt), and the pair (G,θ)
is identified with the discrete-time linear time-varying system

x(t + 1) = Atx(t) + Btw(t),

z(t) = Ctx(t) + Dtw(t),
(2.2)

where G defines an indexed family of parameter quadruples, and the sequence θ
chooses one quadruple among G for each t ≥ 0. Given the initial state x(0) and
disturbance sequence w = (w(0), w(1), . . . ), (2.2) determines the state sequence x =
(x(0), x(1), . . . ) and output sequence z = (z(0), z(1), . . . ). If Bi, Ci, Di are all zero
matrices, we write (A,θ) for (G,θ), where

A = {A0,A1, . . . }.(2.3)

Definition 2.1. The system (G,θ), and hence (A,θ), is said to be uniformly
(exponentially) stable if there exist c ≥ 1 and λ ∈ (0, 1) such that, whenever w = 0,

‖x(t)‖ ≤ c λt−t0 ‖x(t0)‖(2.4)

for t ≥ t0 ≥ 0 and for x(t0) ∈ R
n.

Definition 2.2. The system (G,θ) is said to be uniformly (strictly) contractive
if there exists a γ ∈ (0, 1) such that, whenever x(t0) = 0,∑t

s=t0
‖z(s)‖2 ≤ γ2

∑t

s=t0
‖w(s)‖2(2.5)

for t ≥ t0 ≥ 0 and for w ∈ �2(Rm).
Remark 1. It is clear that the uniform contractiveness is equivalent to the condi-

tion that the �2-induced gain from w to z be less than one; that is, for some γ ∈ (0, 1),
‖z‖ ≤ γ‖w‖ whenever x(0) = 0 and w ∈ �2(Rm). The infimum of all γ > 0 that
satisfy (2.5) is called the �2-induced norm of the system (G,θ).

Lemma 2.3. Let G and θ be as in (2.1); let G be bounded. The following are
equivalent:

(a) The system (G,θ) is uniformly exponentially stable and uniformly strictly
contractive.

(b) There exist α1, β1 > 0, and Xt ∈ R
n×n, t = 0, 1, . . . , such that, for all t,

α1I ≤ Xt ≤ β1I;(2.6a) [
At Bt

Ct Dt

]T [
Xt+1 0

0 I

] [
At Bt

Ct Dt

]
−
[
Xt 0
0 I

]
≤ −α1I.(2.6b)

(c) There exist α2, β2 > 0, and Yt ∈ R
n×n, t = 0, 1, . . . , such that, for all t,

α2I ≤ Yt ≤ β2I;(2.7a) [
At Bt

Ct Dt

] [
Yt 0
0 I

] [
At Bt

Ct Dt

]T

−
[
Yt+1 0

0 I

]
≤ −α2I.(2.7b)
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Moreover, if either (b) or (c) holds, one may take

Xt = Y−1
t(2.8)

for all t.
Proof. The equivalence of (a) and (b) is shown in [17, Thm. 11] via an operator

theoretic approach. A simple Schur complement argument, together with the matrix
inversion formula, shows that (b) and (c) are equivalent via relation (2.8).

Proposition 2.4. Let A be as in (2.3) and bounded; let θ be as in (2.1). Then
the system (A,θ) is uniformly exponentially stable if and only if there exist α1, β1 > 0
and Xt ∈ R

n×n (resp., α2, β2 > 0 and Yt ∈ R
n×n), t = 0, 1, . . . , such that

α1I ≤ Xt ≤ β1I; AT
t Xt+1At − Xt ≤ −α1I

(resp., α2I ≤ Yt ≤ β2I; AtYtA
T
t − Yt+1 ≤ −α2I )

for all t ≥ 0.
Proof. Set the matrices Bt, Ct, Dt, t ≥ 0, to zero in Lemma 2.3.
Lemma 2.3 is a time-varying version of the classical Kalman–Yacubovitch–Popov

(KYP) lemma (see, e.g., [35, 18]). Inequality (2.6b) is called the (extended) KYP
inequality, and (2.7b) is its dual form. The solutions of these inequalities are obtained
by solving the associated Riccati difference equations. Let S be the set of all symmetric
matrices in R

n×n. For i = 0, 1, . . . , let Xi be the set of symmetric matrices X ∈ R
n×n

such that

Wi(X) = I − DT
i Di − BT

i XBi

is invertible. Define Si : Xi → S, i = 0, 1, . . . , by

Si(X) = AT
i XAi + CT

i Ci + (AT
i XBi + CT

i Di)Wi(X)−1(BT
i XAi + DT

i Ci)

for X ∈ Xi. Similarly, for i = 0, 1, . . . , let Yi be the set of symmetric matrices
Y ∈ R

n×n such that

Vi(Y) = I − DiD
T
i − CiYCT

i

is invertible, and define Ri : Yi → S, i = 0, 1, . . . , by

Ri(Y) = AiYAT
i + BiB

T
i + (AiYCT

i + BiD
T
i )Vi(Y)−1(CiYAT

i + DiB
T
i )

for Y ∈ Yi.
Lemma 2.5. Let G and θ be as in (2.1); let G be bounded. The following are

equivalent:
(a) The system (G,θ) is uniformly exponentially stable and uniformly strictly

contractive.
(b) There exist ε1, δ1, η1 > 0 such that for all T = 0, 1, . . . , and ε ∈ [0, ε1], the

equation

X
(ε,T )
t = St

(
X

(ε,T )
t+1

)
+ εI,(2.9a)

with the terminal condition X
(ε,T )
T+1 = εI, satisfies for t = 0, . . . , T that

Wt

(
X

(ε,T )
t+1

)
≥ η1I; εI ≤ X

(ε,T )
t ≤ X

(ε,T+1)
t ≤ δ1I.(2.9b)
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(c) There exist ε2, δ2, η2 > 0 such that for all t0 = 0, 1, . . . , and ε ∈ [0, ε2], the
equation

Y
(ε,t0)
t+1 = Rt

(
Y

(ε,t0)
t

)
+ εI,(2.10a)

with the initial condition Y
(ε,t0)
t0 = εI, satisfies for t = t0, t0 + 1, . . . that

Vt

(
Y

(ε,t0)
t

)
≥ η2I; εI ≤ Y

(ε,t0+1)
t+1 ≤ Y

(ε,t0)
t+1 ≤ δ2I.(2.10b)

Moreover, if (b) holds, then one may take Xt = limT→∞ X
(ε,T )
t in (2.6); if (c) holds,

then one may take Yt = Y
(ε,0)
t in (2.7).

Equation (2.9a) is the (generalized) Riccati difference equation associated with
the KYP inequality, and (2.10a) is its dual form. The latter evolves forward in time
and so provides an explicit recursive expression for computing the solution to the
KYP inequalities (2.6)–(2.7). Similar, but less explicit, results from operator theoretic
points of view exist [22, 27]. The proof of Lemma 2.5 is based on the following standard
lemma. For Y ∈ Yi, let

Ai(Y) = Ai + (AiYCT
i + BiD

T
i )Vi(Y)−1Ci.(2.11)

Lemma 2.6. Let Y(1), Y(2) ∈ Yi; let Δ(12) = Y(1) − Y(2). Then

Ri

(
Y(1)

)
−Ri

(
Y(2)

)
= Ai

(
Y(2)

)
Δ(12)Ai

(
Y(2)

)T
+ Ai

(
Y(2)

)
Δ(12)CT

i Vi

(
Y(1)

)−1
CiΔ

(12)Ai

(
Y(2)

)T
(2.12a)

= Ai

(
Y(1)

)
Δ(12)Ai

(
Y(2)

)T
.(2.12b)

Proof. It follows from [22, Lem. 11, p. 77] that, for Y ∈ Yi, we may write

Ri(Y) = AiYA
T

i + Qi + AiYCT
i Vi(Y)−1CiYA

T

i(2.13)

with

Ai = Ai + BiD
T
i (I − DiD

T
i )−1Ci,

Qi = BiB
T
i + BiD

T
i (I − DiD

T
i )−1DiB

T
i .

Then [15, Lem. 3.1] leads to (2.12a). Since

Vi

(
Y(1)

)−1 − Vi

(
Y(2)

)−1 − Vi

(
Y(2)

)−1
CiΔ

(12)CT
i Vi

(
Y(1)

)−1
= 0,

it is easily seen that

Ai

(
Y(2)

)
= Ai

(
Y(1)

)(
I − Δ(12)CT

i Vi

(
Y(2)

)−1
Ci

)
,(

I − Δ(12)CT
i Vi

(
Y(2)

)−1
Ci

)(
I + Δ(12)CT

i Vi

(
Y(1)

)−1
Ci

)
= I.

These equalities and (2.12a) yield (2.12b).
Lemma 2.6 is useful in proving asymptotic properties of the Riccati difference

equation. In particular, an immediate consequence of (2.12a) is that Ri

(
Y(1)

)
≥

Ri

(
Y(2)

)
whenever Y(1), Y(2) ∈ Yi, and Y(1) ≥ Y(2).
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Proof of Lemma 2.5. To first show that (c) is equivalent to (a), suppose that (c)
holds. Let ε = ε2. Since G is bounded, (2.10) implies that

AtY
(ε,t0)
t AT

t + BtB
T
t − Y

(ε,t0)
t+1 + αI

+
(
AtY

(ε,t0)
t CT

t + BtD
T
t

)
Vt

(
Y

(ε,t0)
t − αI

)−1(
CtY

(ε,t0)
t AT

t + DtB
T
t

)
≤ 0

for some small α > 0. Then the Schur complement formula yields

[
At Bt

Ct Dt

] [
Y

(ε,t0)
t 0
0 I

] [
At Bt

Ct Dt

]T

−
[
Y

(ε,t0)
t+1 0
0 I

]
≤ −αI.

Putting α2 = min{α, ε}, β2 = δ2, and Yt = Y
(ε,0)
t , we obtain condition (c) of

Lemma 2.3, which in turn leads to the uniform stability and contractiveness of (G,θ).
Conversely, suppose that (G,θ) is uniformly stable and contractive so that condi-

tion (c) of Lemma 2.3 holds. Taking the Schur complement of CtYtC
T
t + DtD

T
t − I

from (2.7b), we obtain

Vt(Yt) ≥ α2I; Rt(Yt) + α2I ≤ Yt+1

for all t. Choose an arbitrary ε ∈ [0, α2]. For all t0 ≥ 0 and all t ≥ t0, define

Y
(ε,t0)
t0 = εI and Y

(ε,t0)
t+1 = Rt

(
Y

(ε,t0)
t

)
+ εI. Since Yt ≥ α2I for all t, we have

Yt0 ≥ Y
(ε,t0)
t0 ; by induction, together with (2.12a), we obtain

Vt

(
Y

(ε,t0)
t

)
≥ α2I; εI ≤ Y

(ε,t0)
t ≤ Yt ≤ β2I

for t ≥ t0 ≥ 0. Moreover, Y
(ε,t0)
t ≥ εI for all t, and so we have Y

(ε,t0+1)
t0+1 ≤ Y

(ε,t0)
t0+1

from (2.12a); by induction, we obtain that

Y
(ε,t0+1)
t+1 ≤ Rt

(
Y

(ε,t0)
t

)
+ εI = Y

(ε,t0)
t+1

for t ≥ t0 ≥ 0. Putting ε2 = α2, δ2 = β2, and η2 = α2, we obtain condition (c). This
concludes the proof of the equivalence of (a) and (c). The proof that (a) and (b) are
equivalent is analogous, and so is omitted.

Theorem 2.7. Let G and θ be as in (2.1); let G be bounded. Suppose that the
system (G,θ) is uniformly exponentially stable and uniformly strictly contractive so

that condition (c) of Lemma 2.5 holds. For ε ∈ (0, ε2) and t0 ≥ 0, let Y
(ε,t0)
i and

Ai(·), i = t0, t0 +1, . . . , be as in (2.10a) and (2.11), respectively, where Y
(ε,t0)
t0 = εI.

Then the following hold:
(a) For each ε ∈ (0, ε2) and t0 ≥ 0, define

A(ε,t0) =
{
Ai

(
Y

(ε,t0)
i

)
: i = t0, t0 + 1, . . .

}
, θ(t0) = (t0, t0 + 1, . . . ).

Then each system
(
A(ε,t0),θ(t0)

)
is uniformly exponentially stable. Moreover,

for each ε ∈ (0, ε2), there exist cε ≥ 1 and λε ∈ (0, 1) such that

∥∥At−1

(
Y

(ε,t0)
t−1

)
· · · At0

(
Y

(ε,t0)
t0

)∥∥ ≤ cε λ
t−t0
ε(2.14)

for t > t0 ≥ 0.
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(b) For each ε ∈ (0, ε2), there exist a nonnegative integer M and α2, β2 > 0 such
that (2.7) is satisfied with

Yt =

{
Y

(ε,0)
t for t < M ;

Y
(ε,t−M)
t for t ≥ M

(2.15)

for t ≥ 0.

Proof. Fix ε, ε′ ∈ (0, ε2) such that ε < ε′. For t ≥ t0 ≥ 0, let Y
(t0)
t = Y

(ε′,t0)
t −

Y
(ε,t0)
t . Then (2.12a) yields that

Y
(t0)
t+1 ≥ At

(
Y

(ε,t0)
t

)
Y

(t0)
t At

(
Y

(ε,t0)
t

)T
+ (ε′ − ε)I

for all t ≥ t0. Since ε′ − ε > 0 and (ε′ − ε)I ≤ Y
(t0)
t ≤ (δ2 − ε)I for t ≥ t0 ≥ 0, we

have that, with X
(t0)
t =

(
Y

(t0)
t

)−1
, there exist α1, β1 > 0 such that

α1I ≤ X
(t0)
t ≤ β1I; At

(
Y

(ε,t0)
t

)T
X

(t0)
t+1At

(
Y

(ε,t0)
t

)
− X

(t0)
t ≤ −α1I

for all t. The uniform stability of the systems
(
A(ε,t0),θ(t0)

)
follows from Proposi-

tion 2.4. Due to [30, Lem. 4], inequality (2.14) holds for t > t0 ≥ 0 with cε =
√
β1/α1

and λε =
√

1 − α1/β1. Thus assertion (a) holds true.
To prove (b), pick a nonnegative integer M such that c2ελ

2M
ε < ε/(δ2 − ε). Then,

using (2.12b), we deduce that there exists an ε′′ ∈ (0, ε) such that

Rt

(
Y

(ε,t−M)
t

)
−Rt

(
Y

(ε,t−M+1)
t

)
= At

(
Y

(ε,t−M)
t

)
· · · At−M+1

(
Y

(ε,t−M)
t−M+1

)(
Rt−M+1(εI) − εI

)
×At−M+1

(
Y

(ε,t−M+1)
t−M+1

)T · · · At

(
Y

(ε,t−M+1)
t

)T
≤ (δ2 − ε)c2ελ

2M
ε I

≤ ε′′I

for t ≥ M ; or equivalently,

Rt

(
Y

(ε,t−M)
t

)
− Y

(ε,t−M+1)
t+1 ≤ −(ε− ε′′)I

for t ≥ M . On the other hand,

Rt

(
Y

(ε,0)
t

)
− Y

(ε,0)
t+1 = −εI ≤ −(ε− ε′′)I.

Therefore, Yt defined by (2.15) satisfies

Rt(Yt) − Yt+1 ≤ −(ε− ε′′)I

for all t ≥ 0. Using the Schur complement formula, we have that there exists an α > 0
such that [

At Bt

Ct Dt

] [
Yt 0
0 I

] [
At Bt

Ct Dt

]T

−
[
Yt+1 0

0 I

]
≤ −αI

holds for t ≥ 0. Putting α2 = min{α, ε} and β2 = δ2, we see that Yt satisfies (2.7)
for all t ≥ 0, and hence assertion (b) holds.
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Remark 2. Using (2.13), we may write

Y
(ε,t0)
t+1 = AtY

(ε,t0)
t A

T

t + (Qt + εI) + AtY
(ε,t0)
t CT

t Vt

(
Y

(ε,t0)
t

)−1
CtY

(ε,t0)
t A

T

t

for ε ∈ (0, ε2) and t ≥ t0 ≥ 0. Let

G′ = {(A0,Q0 + εI,C0,0), (A1,Q1 + εI,C1,0), . . . }.

If (G,θ) is uniformly stable, it is easy to verify that (G′,θ) is uniformly detectable and

uniformly stabilizable. Then, by [1, 14], the system
(
A(ε,t0),θ(t0)

)
is uniformly stable

for each t0 ≥ 0; it follows from (2.12b) that, for each t0 ≥ 0, Y
(ε,t0)
t converges to

the unique “moving equilibrium” (i.e., the maximal solution) of the Riccati difference
equation (2.10a) as t− t0 → ∞ [14]. However, part (a) of Theorem 2.7 says that this

convergence is uniform in (t, t0), as the uniform stability of
(
A(ε,t0),θ(t0)

)
is again

uniform in t0.
It is known that, if a given linear time-varying system is uniformly stable, the

corresponding Lyapunov inequality admits a solution that has a finite memory of past
parameters (see, e.g., [30]). Part (b) of Theorem 2.7 is an extension of this and says
that the KYP inequality (or equivalently, the Riccati inequality) associated with a
uniformly stable and contractive linear time-varying system has a solution that has a
finite memory of past parameters.

3. Control of switched linear systems. The switched linear system is a fam-
ily of linear time-varying systems whose parameters vary within a single finite set.
Fix a positive integer N and define

G = {(A1,B1,C1,D1), . . . , (AN ,BN ,CN ,DN )},(3.1)

where Ai ∈ R
n×n, Bi ∈ R

n×m, Ci ∈ R
l×n, Di ∈ R

l×m for i = 1, . . . , N . Let Ω be
the set of all infinite sequences in {1, . . . , N}; each member of Ω is called a switching
sequence. If Θ is a nonempty subset of Ω, then the pair (G,Θ) defines the switched
linear system, where Θ is the set of admissible switching sequences: for initial states
x(0), disturbance sequences w, switching sequences θ ∈ Θ, and t ≥ 0, the system
(G,Θ) has the state-space representation

x(t + 1) = Aθ(t)x(t) + Bθ(t)w(t),

z(t) = Cθ(t)x(t) + Dθ(t)w(t).
(3.2)

If θ(t) = i, then the system is said to be in mode i at time t, and its parameters at
time t are given by the quadruple (Ai,Bi,Ci,Di). When the set Θ is equal to the
entire set Ω, the pair (G,Ω) defines the discrete linear inclusion, which is the switched
linear system without a switching path constraint; on the other hand, if Θ = {θ} is a
singleton, then the pair (G,Θ) is nothing but the linear time-varying system (G,θ).
We require that the stability and contractiveness of the system (G,Θ) be uniform
over all switching sequences in Θ.

Definition 3.1. The system (G,Θ) is said to be uniformly (exponentially) stable
if there exist c ≥ 1 and λ ∈ (0, 1) such that, whenever w = 0, inequality (2.4) holds
for t ≥ t0 ≥ 0, for x(t0) ∈ R

n, and for θ ∈ Θ.
Definition 3.2. The system (G,Θ) is said to be uniformly (strictly) contractive

if there exists a γ ∈ (0, 1) such that, whenever x(t0) = 0, inequality (2.5) holds for
t ≥ t0 ≥ 0, for w ∈ �2(Rm), and for θ ∈ Θ.
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For the sake of convenience, we introduce a dummy mode 0 and think of each
θ ∈ Θ as a two-sided sequence (. . . , θ(−1), θ(0), θ(1), . . . ) by putting θ(t) = 0 for
t < 0. Fix a nonnegative integer L. Any finite sequence in {0, . . . , N} will be called a
(finite) switching path; in particular, elements of the set {0, . . . , N}L+1 are switching
paths of length L and are called L-paths. For θ ∈ Θ and t ≥ 0, let

θL(t) = (θ(t− L), . . . , θ(t)).

An L-path (i0, . . . , iL) is said to occur in Θ if θL(t) = (i0, . . . , iL) for some θ ∈ Θ and
some t ≥ 0. Each θ ∈ Θ generates an L-path switching sequence θL defined by

θL = (θL(0), θL(1), . . . ).

Denote the set of L-paths occurring in Θ by LL(Θ) so that

LL(Θ) = {θL(t) : θ ∈ Θ, t ≥ 0}.

If (i0, . . . , iL) ∈ LL(Θ), then write

(i0, . . . , iL)− = (i0, . . . , iL−1), (i0, . . . , iL)+ = (i1, . . . , iL)

for L > 0, and write (i0, . . . , iL)− = (i0, . . . , iL)+ = 0 for L = 0. If L > 0, define
ML(Θ) to be the smallest subset of LL(Θ) such that the following hold: θL(t) ∈
ML(Θ) for all t ≥ L and for all θ ∈ Θ, and, for each j ∈ L0(Θ), there exists a
switching path

(
ij0, . . . , i

j
L−1

)
∈ {0, . . . , N}L such that

(3.3)
(
i
θ(0)
0 , . . . , i

θ(0)
L−1, θ(0)

)
,
(
i
θ(0)
1 , . . . , i

θ(0)
L−1, θ(0), θ(1)

)
,

. . . ,
(
i
θ(0)
L−1, θ(0), . . . , θ(L− 1)

)
∈ ML(Θ)

for all θ ∈ Θ. If L = 0, then let M0(Θ) = L0(Θ). The sets ML(Θ), L = 0, 1, . . . ,
are unique and so are well defined. Let

M−
L (Θ) = {i− : i ∈ ML(Θ)}, L−

L (Θ) = {i− : i ∈ LL(Θ)}.

In general, we have

LL(Θ) ∩ {1, . . . , N}L+1 ⊂ ML(Θ) ⊂ LL(Θ) � {0, . . . , N}L+1,

ML(Θ) ⊂ M−
L+1(Θ) ⊂ L−

L+1(Θ).

Example 1. Let Θ consist of three periodic sequences (1, 1, . . . ), (1, 2, 1, 2, . . . ),
and (2, 2, . . . ). To simplify notation, write i0 · · · iL for (i0, . . . , iL). Then we have

L0(Θ) = M0(Θ) = {1, 2}, L1(Θ) = {01, 02, 11, 12, 21, 22},
L2(Θ) = {001, 002, 011, 012, 022, 111, 121, 212, 222},

and so on. For L = 1, we can replace the one-path (0, 1) in L1(Θ) with (1, 1) or
(2, 1); similarly, the one-path (0, 2) can be replaced with either (1, 2) or (2, 2). Hence,
we have

M1(Θ) = {11, 12, 21, 22}.

However, for L = 2, if we choose any (i0, i1) �= (0, 0), then we have that at least one of
the two-paths (i0, i1, 1), (i1, 1, 1), (i1, 1, 2) does not belong to L2(Θ) and so (0, 0, 1)
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cannot be replaced with any of (0, 1, 1), (1, 1, 1), (1, 2, 1) ∈ L2(Θ); on the other hand,
both the two-paths (0, 0, 2) and (0, 2, 2) can be replaced with (2, 2, 2) ∈ L2(Θ). Hence,

M2(Θ) = {001, 011, 012, 111, 121, 212, 222}.

This Θ will be used later in Examples 4 and 7.
Example 2. For each positive integer k, let Θ(k) consist of a single sequence

θ(k) = (1, . . . , 1︸ ︷︷ ︸
k

, 2, . . . , 2︸ ︷︷ ︸
k

, 1, . . . , 1︸ ︷︷ ︸
k

, 2, . . . , 2︸ ︷︷ ︸
k

, . . . ),

where k 1’s and k 2’s alternate in θ(k). Then

L0

(
Θ(k)

)
= M0

(
Θ(k)

)
= {1, 2} for all k;

L1

(
Θ(k)

)
=

{
{01, 12, 21}, k = 1;

{01, 11, 12, 21, 22}, k ≥ 2;
M1

(
Θ(k)

)
=

{
{12, 21}, k = 1;

{11, 12, 21, 22}, k ≥ 2;

L2

(
Θ(k)

)
=

⎧⎪⎨
⎪⎩
{001, 012, 121, 212}, k = 1;

{001, 011, 112, 122, 211, 221}, k = 2;

{001, 011, 111, 112, 122, 211, 221, 222}, k ≥ 3;

M2

(
Θ(k)

)
=

⎧⎪⎨
⎪⎩
{121, 212}, k = 1;

{112, 122, 211, 221}, k = 2;

{111, 112, 122, 211, 221, 222} k ≥ 3,

and so on. These sets will be used in Example 3. The two-path switching sequence
generated by θ(2), for instance, is

θ
(2)
2 = (001, 011, 112, 122, 221, 211, 112, 122, 221, 211, . . . ).

Theorem 3.3. Let G be as in (3.1); let Θ ⊂ Ω be nonempty. The system
(G,Θ) is uniformly exponentially stable and uniformly strictly contractive if and only
if there exist a nonnegative integer M and an indexed family {Xj : j ∈ M−

M (Θ)} of
symmetric positive definite matrices Xj ∈ R

n×n such that[
AiM BiM

CiM DiM

]T [
Xi+ 0
0 I

] [
AiM BiM

CiM DiM

]
−
[
Xi− 0
0 I

]
< 0(3.4)

for all M -paths i = (i0, . . . , iM ) ∈ MM (Θ).
Proof. To show sufficiency, fix an M and suppose (3.4) holds for i = (i0, . . . , iM ) ∈

MM (Θ). Assume M > 0 without loss of generality. By the definition of MM (Θ),
one can choose

(
ij0, . . . , i

j
M−1

)
∈ {0, . . . , N}M , j ∈ {θ(0) : θ ∈ Θ}, such that (3.3),

with L replaced by M , holds for all θ ∈ Θ. Put

Xt =

⎧⎪⎪⎨
⎪⎪⎩

X(
i
θ(0)
0 ,...,i

θ(0)
M−1

) for t = 0;

X(
i
θ(0)
t ,...,i

θ(0)
M−1,θ(0),...,θ(t−1)

) for 0 < t < M ;

X(θ(t−M),...,θ(t−1)) for t ≥ M.

Then, since MM (Θ) is finite, one can choose α, β > 0 independently of θ ∈ Θ such
that, in particular,

αI ≤ Xt ≤ βI; AT
θ(t)Xt+1Aθ(t) − Xt < −αI
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for t ≥ 0; hence it follows from Proposition 2.4 and the first half of the proof of
Theorem 2.7 that the system (G,Θ) is uniformly stable. On the other hand, the
finiteness of MM (Θ) implies that there exists an η ∈ (0, 1), which is independent of
θ, such that

[
x(t)
w(t)

]T
([

Aθ(t) Bθ(t)

Cθ(t) Dθ(t)

]T [
Xt+1 0

0 I

] [
Aθ(t) Bθ(t)

Cθ(t) Dθ(t)

]

−
[
Xt 0
0 I

]
+ η

[
0 0
0 I

])[
x(t)
w(t)

]
≤ 0

for all x(t) ∈ R
n and w(t) ∈ R

m so that

‖z(t)‖2 + ‖x(t + 1)‖2
Xt+1

− ‖x(t)‖2
Xt

≤ (1 − η)‖w(t)‖2

for t ≥ 0. If t ≥ t0 ≥ 0 and x(t0) = 0, then this inequality, as well as the fact that
Xi > 0 for all i ∈ M−

M (Θ), leads to

∑t

s=t0
‖z(s)‖2 ≤ (1 − η)

∑t

s=t0
‖w(s)‖2.

Putting γ =
√

1 − η yields (2.5) for t ≥ t0 ≥ 0. Since γ is independent of θ, this
inequality holds for all θ ∈ Θ, too. Hence the system (G,Θ) is uniformly contractive
as well as uniformly stable. This proves sufficiency.

To show necessity, suppose that (G,Θ) is uniformly stable and contractive. Con-
sider the augmented disturbance signal w̃(t) = [w(t)T v(t)T]T with v(t) ∈ R

n, t ≥ 0,

and the perturbed system
(
G(ε),Θ

)
, where

G(ε) =
{(

A1,B
(ε)
1 ,C1,D

(ε)
1

)
, . . . ,

(
AN ,B

(ε)
N ,CN ,D

(ε)
N

)}
,

B
(ε)
i = [Bi

√
εI] ∈ R

n×(m+n), D
(ε)
i = [Di 0] ∈ R

l×(m+n).

Then there exists a sufficiently small ε2 > 0, dependent on γ in (2.5) but independent

of Θ, such that (G(ε),Θ) is uniformly stable and contractive for all ε ∈ (0, ε2). If
we fix an ε ∈ (0, ε2), then by Lemma 2.5, there exist δ2, η2 > 0 such that the (dual)

Riccati equation Y
(ε,t0)
t+1 = Rθ(t)

(
Y

(ε,t0)
t

)
+ εI, with the initial condition Y

(ε,t0)
t0 = εI,

satisfies

Vθ(t)

(
Y

(ε,t0)
t

)
≥ η2I; εI ≤ Y

(ε,t0)
t+1 ≤ δ2I

for t ≥ t0 ≥ 0 and for θ ∈ Θ. Part (b) of Theorem 2.7 and its proof then imply
that there exists a nonnegative integer M , which depends only on ε, δ2, η2, and G,
such that for some α2, β2 > 0, Yt given by (2.15), with At = Aθ(t), Bt = Bθ(t),
Ct = Cθ(t), and Dt = Dθ(t), satisfies (2.7) for θ ∈ Θ and t ≥ 0. Then Lemmas 2.3
and 2.5 imply that the symmetric positive definite matrices Xt, t ≥ 0, satisfying (2.6)
can be taken to be of the form

Xt = f(θ(t−M), . . . , θ(t− 1))

for some function f : {0, . . . , N}M → S, where θ(s) = 0 for s < 0. Putting

X(θ(t−M),...,θ(t−1)) = f(θ(t−M), . . . , θ(t− 1))
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leads to (3.4) for i = (i0, . . . , iM ) ∈ LM (Θ). Since MM (Θ) ⊂ LM (Θ), and since the
path length M is independent of θ, we obtain the desired result.

Remark 3. In Theorem 3.3 the number of linear matrix inequalities (3.4) to solve
simultaneously, given M , is equal to the cardinality of MM (Θ) and bounded above

by
∑M+1

k=1 Nk; the number of matrix variables to solve for is equal to the cardinality
of M−

M (Θ). In particular, if either Θ = Ω or θ ∈ Θ for some θ which is recurrent
with respect to {1, . . . , N}, so that every finite switching path in {1, . . . , N} occurs
infinitely many times in θ, then the cardinality of MM (Θ) is precisely NM+1.

Remark 4. If N = 1, then we have Θ = {(1, 1, . . . )}, and the set MM (Θ) is a
singleton for each M , and so Theorem 3.3 reduces to the classical KYP lemma.

If inequalities (3.4), with Xj > 0 for j ∈ M−
M (θ), are feasible for some M , then

it is also feasible when M is replaced with any integer greater than M . Hence The-
orem 3.3 characterizes the performance of switched linear systems via the countably
infinite union of an increasing family of systems of linear matrix inequalities. For uni-
form stability and contractiveness, not only is each member of this family sufficient,
but also the union of the family is necessary.

The condition in Theorem 3.3 simplifies if we focus on the uniform stability only.
For nonnegative integers L and Θ ⊂ Ω, let NL(Θ) be the largest subset of ML(Θ)
satisfying the following: For each (i0, . . . , iL) ∈ NL(Θ), there exist an integer M >
L and a switching path (i0, . . . , iM ) such that (iM−L, . . . , iM ) = (i0, . . . , iL) and
(it, . . . , it+L) ∈ NL(Θ) for 0 ≤ t ≤ M − L. Then we have

NL(Θ) ⊂ ML(Θ) ∩ {1, . . . , N}M+1.

For example, if

Θ = {(1, 2, 2, 2, 2, . . . ), (1, 1, 2, 2, 2, . . . ), (1, 1, 1, 2, 2, . . . ), . . . },

then N 0(Θ) = {1, 2}, N 1(Θ) = {11, 22}, N 2(Θ) = {111, 222}, and so on.
Corollary 3.4. Let G be as in (3.1); let Θ ⊂ Ω be nonempty. The system

(G,Θ) is uniformly exponentially stable if and only if there exist a nonnegative integer
M and matrices Xj > 0 such that

AT
iMXi+AiM − Xi− < 0(3.5)

for all i = (i0, . . . , iM ) ∈ NM (Θ).
Proof. Set the matrices Bi, Ci, Di, i = 1, . . . , N , to zero in (3.4) to obtain

(3.5). Since NM (Θ) ⊂ MM (Θ), it suffices to show sufficiency. If (3.5) holds for all
i = (i0, . . . , iM ) ∈ NM (Θ), perform the following algorithm:

0. Set M̃M (Θ) = NM (Θ).

1. If M̃M (Θ) = MM (Θ), then stop; otherwise, choose an i = (i0, . . . , iM ) ∈
MM (Θ)\M̃M (Θ) such that (i1, . . . , iM , iM+1) ∈ M̃M (Θ) for some iM+1 ∈
{1, . . . , N}. (By definition of MM (Θ), such an M -path i exists.)

2. If i− /∈ {ı̂− : ı̂ ∈ M̃M (Θ)}, then choose an α > 0 such that AT
iM

Xi+AiM −
αI < 0, put Xi− = αI, and go to step 4.

3. Choose an α > 0 such that AT
iM

Xi+AiM − αXi− < 0, and substitute Xi−

with αXi− . (By definition of NM (Θ), i− is not equal to i+.) Whenever
there exists an integer L > 0 and a switching path (i−L, . . . , i−1) such that

(it−L, . . . , it+M−L)− ∈ {ı̂− : ı̂ ∈ M̃M (Θ)} for all 0 ≤ t ≤ L, then substitute
X(i−L,...,iM−L)− with αX(i−L,...,iM−L)− , too. (Again, by definition of NM (Θ),
such a path (i−L, . . . , iM−L)− cannot be equal to i+.)
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4. Substitute M̃M (Θ) with M̃M (Θ) ∪ {i} and go to step 1.
Since the cardinality of MM (Θ) is finite, we will have reconstructed an entire family
{Xj : j ∈ M−

M (Θ)} of matrices Xj > 0 at the termination of this algorithm so that
(3.5) holds for all i = (i0, . . . , iM ) ∈ MM (Θ).

Remark 5. If Θ is defined via a strongly connected directed graph, then Corol-
lary 3.4 reverts to the stability analysis result in [30].

Now, consider the set

T = {(Ai,B1,i,B2,i,C1,i,C2,i,D11,i,D12,i,D21,i) : i = 1, . . . , N}(3.6)

with Ai ∈ R
n×n, B1,i ∈ R

n×m1 , B2,i ∈ R
n×m2 , C1,i ∈ R

l1×n, C2,i ∈ R
l2×n, D11,i ∈

R
l1×m1 , D12,i ∈ R

l1×m2 , D21,i ∈ R
l2×m1 for i = 1, . . . , N . If Θ ⊂ Ω and is nonempty,

then the pair (T ,Θ) defines the controlled switched linear system represented by

x(t + 1) = Aθ(t)x(t) + B1,θ(t)w(t) + B2,θ(t)u(t),

z(t) = C1,θ(t)x(t) + D11,θ(t)w(t) + D12,θ(t)u(t),

y(t) = C2,θ(t)x(t) + D21,θ(t)w(t).

(3.7)

Given the initial state x(0), disturbance sequence w = (w(t)), control sequence u =
(u(t)), and switching sequence θ ∈ Θ, this system of equations defines the evolution
of the state x(t), controlled output z(t), and measured output y(t) for t ≥ 0. Based on
the analysis result given by Theorem 3.3, we will be deriving a necessary and sufficient
condition for controller synthesis.

We make the standard assumption that the mode θ(t) is perfectly observed at
each time instant t; however, relaxing the standard restriction to mode-dependent
controllers (i.e., controllers that do not recall past modes), we consider all controllers
that have a finite memory of past modes as well as a perfect observation of the current
mode. Fix a nonnegative integer L. Let

ΘL = {θL : θ ∈ Θ}

be the set of L-path switching sequences generated by Θ; let

K = {(AK,i,BK,i,CK,i,DK,i) : i ∈ LL(Θ)}(3.8)

with AK,i ∈ R
nK×nK , BK,i ∈ R

nK×l2 , CK,i ∈ R
m2×nK , DK,i ∈ R

m2×l2 for i ∈
LL(Θ). Then the pair (K,ΘL) defines the L-path-dependent (linear output feedback)
controller (of order nK), which determines the control sequence u according to

xK(t + 1) = AK,θL(t)xK(t) + BK,θL(t)y(t),

u(t) = CK,θL(t)xK(t) + DK,θL(t)y(t)
(3.9)

given the initial controller state xK(0) and L-path switching sequence θL ∈ ΘL.
Controllers that are L-path-dependent for some nonnegative integer L shall be said to
be finite-path-dependent ; zero-path-dependent controllers are called mode-dependent.
The dependence of these controllers on the past measurements y(0), . . . , y(t) at each
time instant t is encoded in the partition

Ki =

[
AK,i BK,i

CK,i DK,i

]
∈ R

(nK+m2)×(nK+l2), i ∈ LL(Θ).
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Given a finite-path-dependent controller (K,ΘL), where L is the path length, let

Ãi = ÂiL + B̂2,iLKiĈ2,iL , B̃i = B̂1,iL + B̂2,iLKiD̂21,iL ,

C̃i = Ĉ1,iL + D̂12,iLKiĈ2,iL ,D̃i = D11,iL + D̂12,iLKiD̂21,iL

(3.10)

for i = (i0, . . . , iL) ∈ LL(Θ), with

Âi =

[
Ai 0
0 0

]
∈ R

(n+nK)×(n+nK),

B̂1,i =

[
B1,i

0

]
∈ R

(n+nK)×m1 , B̂2,i =

[
0 B2,i

I 0

]
∈ R

(n+nK)×(nK+m2),

Ĉ1,i =
[
C1,i 0

]
∈ R

l1×(n+nK), Ĉ2,i =

[
0 I

C2,i 0

]
∈ R

(nK+l2)×(n+nK),

D̂12,i =
[
0 D12,i

]
∈ R

l1×(nK+m2), D̂21,i =

[
0

D21,i

]
∈ R

(nK+l2)×m1

for i ∈ {1, . . . , N}. Let

T K =
{(

Ãi, B̃i, C̃i, D̃i

)
: i ∈ LL(Θ)

}
.

If we define the closed-loop state by

x̃(t) =
[
x(t)T xK(t)T

]T ∈ R
n+nK ,

then the closed-loop system (T K,ΘL) has the representation

x̃(t + 1) = ÃθL(t)x̃(t) + B̃θL(t)w(t),

z(t) = C̃θL(t)x̃(t) + D̃θL(t)w(t)
(3.11)

for each L-path switching sequence θL ∈ ΘL.
Let NL be the cardinality of LL(Θ). If we label the elements of LL(Θ) from

1 to NL, then each L-path switching sequence θL = (θL(0), θL(1), . . . ) ∈ ΘL can
be considered a closed-loop switching sequence in {1, . . . , NL}; letting θL(t) = 0 for
t < 0, the closed-loop switching path (θL(t − M), . . . , θL(t)) can be identified with
the switching path (θ(t − L − M), . . . , θ(t)) for each triple (t, L,M) of nonnegative
integers. This leads to the following identities for all integers L > 0 and M ≥ 0:

MM (ΘL) = LM (ΘL) = LM+L(Θ).(3.12)

Hence, even if L > 0, the closed-loop system (T K,ΘL) is a switched linear system,
where the closed-loop modes are the L-paths in LL(Θ), and the closed-loop M -paths
are the (M + L)-paths in LM+L(Θ) for each nonnegative integer M .

Lemma 3.5. Let T be as in (3.6); let Θ ⊂ Ω be nonempty. Suppose that
K is finite-path-dependent as in (3.8) with some nonnegative integer L. Then the
closed-loop system (T K,ΘL) is uniformly exponentially stable and uniformly strictly
contractive if and only if there exist an integer M ≥ L and an indexed family {Xj : j ∈
L−

M (Θ)} of symmetric positive definite matrices Xj ∈ R
(n+nK)×(n+nK) such that

H(i0,...,iM ) + GT
iMKT

(iM−L,...,iM )FiM + FT
iMK(iM−L,...,iM )GiM < 0(3.13)
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for all M -paths (i0, . . . , iM ) ∈ LM (Θ), where

Hi =

⎡
⎢⎢⎢⎣
−X−1

i+
ÂiM B̂1,iM 0

ÂT
iM

−Xi− 0 ĈT
1,iM

B̂T
1,iM

0 −I DT
11,iM

0 Ĉ1,iM D11,iM −I

⎤
⎥⎥⎥⎦ ∈ R

(2n+2nK+m1+l1)×(2n+2nK+m1+l1)

for i = (i0, . . . , iM ) ∈ LM (Θ) and where[
Fi

Gi

]
=

[
B̂T

2,i 0 0 D̂T
12,i

0 Ĉ2,i D̂21,i 0

]
∈ R

(2nK+m2+l2)×(2n+2nK+m1+l1)

for i ∈ {1, . . . , N}.
Proof. Let us first assume that L > 0. It follows from Theorem 3.3 and (3.12) that

(T K,ΘL) is uniformly stable and contractive if and only if there exists a nonnegative
integer M satisfying the following: either M = 0 and there is a single X0 > 0 such
that [

Ãi B̃i

C̃i D̃i

]T [
X0 0
0 I

][
Ãi B̃i

C̃i D̃i

]
−
[
X0 0
0 I

]
< 0(3.14a)

for i = (i0, . . . , iL) ∈ LL(Θ), or M > 0 and there are X(j1,...,jM+L) > 0 such that

(3.14b)

[
Ã(iM ,...,iM+L) B̃(iM ,...,iM+L)

C̃(iM ,...,iM+L) D̃(iM ,...,iM+L)

]T [
Xi+ 0
0 I

]

×
[
Ã(iM ,...,iM+L) B̃(iM ,...,iM+L)

C̃(iM ,...,iM+L) D̃(iM ,...,iM+L)

]
−
[
Xi− 0
0 I

]
< 0

for i = (i0, . . . , iM+L) ∈ LM+L(Θ). If M = 0, then we may put X(j1,...,jL) = X0 for
all L-paths (j1, . . . , jL) and write (3.14a) as[

Ãi B̃i

C̃i D̃i

]T [
Xi+ 0
0 I

][
Ãi B̃i

C̃i D̃i

]
−
[
Xi− 0
0 I

]
< 0;(3.14c)

if (3.14c) holds for i ∈ LL(Θ), with some X(j1,...,jL) > 0, then Lemma 2.3 and the
finiteness of LL(Θ) imply that (T K,ΘL) is uniformly stable and contractive. Now,
as in [20, p. 431], rewrite (3.14b) and (3.14c) (the former for M > 0 and the latter
for M = 0) as inequalities of the form (3.13) using the decompositions (3.10) along
with the Schur complement formula and an appropriate congruence transformation.
Replacing M with M − L then yields the desired result.

If L = 0, then MM (ΘL) = MM (Θ), which is not equal to LM+L(Θ) = LM (Θ)
in general. However, the proof of Theorem 3.3 shows that the existence of Xj > 0,
j ∈ M−

M (Θ), such that (3.4) holds for all i = (i0, . . . , iM ) ∈ MM (Θ), suffices for
the existence of Xj > 0, j ∈ L−

M (Θ), such that (3.4) holds for all i = (i0, . . . , iM ) ∈
LM (Θ). Therefore, the proof of the result for L = 0 is identical to the case of
L > 0.

Note that Lemma 3.5 is stated in terms of the closed-loop (M − L)-paths in
LM (Θ), M ≥ L, rather than the closed-loop M -paths in MM (ΘL), because the for-
mer are easier to deal with. Inequality (3.13) is amenable to the standard linear matrix
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inequality embedding technique, originally developed for linear time-invariant systems
[33, 20]. Finite-path-dependent controllers arise naturally from this technique.

Definition 3.6. The controller (K,ΘL) is said to be an admissible (L-path-
dependent) synthesis (of order nK) for the system (T ,Θ) if the closed-loop system
(T K,ΘL) is uniformly exponentially stable and uniformly strictly contractive.

Theorem 3.7. Let T be as in (3.6); let Θ ⊂ Ω be nonempty. Suppose that
nK ≥ n. There exists an admissible finite-path-dependent synthesis of order nK for
the system (T ,Θ) if and only if there exist a nonnegative integer M and an indexed
family {(Rj ,Sj) : j ∈ M−

M (Θ)} of pairs of symmetric positive definite matrices Rj ,
Sj ∈ R

n×n such that

NT
F,iM

([
AiM B1,iM

C1,iM D11,iM

] [
Ri− 0
0 I

] [
AiM B1,iM

C1,iM D11,iM

]T

−
[
Ri+ 0
0 I

])
NF,iM < 0,

(3.15a)

NT
G,iM

([
AiM B1,iM

C1,iM D11,iM

]T [
Si+ 0
0 I

] [
AiM B1,iM

C1,iM D11,iM

]
−
[
Si− 0
0 I

])
NG,iM < 0,

(3.15b)

[
Ri− I
I Si−

]
≥ 0(3.15c)

for all M -paths i = (i0, . . . , iM ) ∈ MM (Θ), where

NF,i = N
([

BT
2,i DT

12,i

])
, NG,i = N

([
C2,i D21,i

])
for i ∈ {1, . . . , N}. Moreover, if (3.15) holds for all i = (i0, . . . , iM ) ∈ MM (Θ), then
there exist a nonnegative integer L ≤ M and matrices K(j0,...,jL) ∈ R

(nK+m2)×(nK+l2)

such that (3.13) holds for all (i0, . . . , iM ) ∈ MM (Θ) with

Xj =

[
Sj UjV

1
2

j

V
1
2

j UT
j Vj

]
=

[
Rj −RjUjV

− 1
2

j

−V
− 1

2

j UT
j Rj V

− 1
2

j (I + UT
j RjUj)V

− 1
2

j

]−1

> 0

(3.16)

for j ∈ M−
M (Θ), where Uj ∈ R

n×nK , Vj ∈ R
nK×nK are any matrices such that

UjU
T
j = Sj − R−1

j and Vj > 0; in particular, one may take L = M .
Proof. It follows from [20, Lem. 3.1] that, with L = M , inequality (3.13) in

K(iM−L,...,iM ) = K(i0,...,iM ) is feasible if and only if

N(FiM )TH(i0,...,iM )N(FiM ) < 0; N(GiM )TH(i0,...,iM )N(GiM ) < 0.

These inequalities are equivalent to (3.15) due to the Schur complement arguments
in [20, sect. 5] together with the matrix inverse completion result in [33, Lem. 6.2].
The proof of the latter shows that Xj , j ∈ M−

M (Θ), can be reconstructed from Rj

and Sj through (3.16). Now, since MM (Θ) ⊂ LM (Θ), the existence of matrices
K(i0,...,iM ), such that (3.13) holds for (i0, . . . , iM ) ∈ LM (Θ), implies the feasibility of
(3.15) for (i0, . . . , iM ) ∈ MM (Θ).

To show the converse, suppose that there are a nonnegative integer M and matri-
ces Rj , Sj > 0, j ∈ M−

M (Θ), such that (3.15) holds for i = (i0, . . . , iM ) ∈ MM (Θ).
Assume M > 0 without loss of generality. Reconstruct Xj > 0, j ∈ M−

M (Θ), through
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(3.16). Then there exist matrices K(i0,...,iM ), (i0, . . . , iM ) ∈ MM (Θ), such that
(3.13), with L = M , holds for (i0, . . . , iM ) ∈ MM (Θ). By the definition of MM (Θ),
for each j ∈ L0(Θ), one can choose a switching path

(
ij0, . . . , i

j
M−1

)
∈ {0, . . . , N}M

such that (3.3), with L = M , holds for all θ ∈ Θ. If we put

XθM (t) =

⎧⎨
⎩

X(
i
θ(0)
0 ,...,i

θ(0)
M−1

), t = 0;

X(
i
θ(0)
t ,...,i

θ(0)
M−1,θ(0),...,θ(t)

), 0 < t < M ;

KθM (t) =

⎧⎨
⎩

K(
i
θ(0)
0 ,...,i

θ(0)
M−1

), t = 0;

K(
i
θ(0)
t ,...,i

θ(0)
M−1,θ(0),...,θ(t)

), 0 < t < M,

for all θM ∈ ΘM and t ≥ 0 such that θM (t) /∈ MM (Θ), then we recover (3.13) for
all (i0, . . . , iM ) ∈ LM (Θ). The result then follows from Lemma 3.5.

Remark 6. Given a nonnegative integer M , the number of systems of linear matrix
inequalities (3.15) to solve simultaneously is equal to the cardinality of MM (Θ), and
the feasibility of inequalities (3.15) is sufficient for the existence of an admissible L-
path-dependent synthesis for some L ≤ M . However, given a nonnegative integer
L, the feasibility of (3.15) for some M ≤ L is sufficient but not necessary for the
existence of an admissible L-path-dependent synthesis. In fact, even if the existence
of an admissible L-path-dependent controller guarantees that inequalities (3.15) are
feasible for some finite M , there is no upper bound on such an M . See Example 3.

Remark 7. In the case of reduced order controllers with nK < n, the matrices
Rj , Sj , j ∈ M−

M (Θ), must satisfy

rank

[
Ri− I
I Si−

]
≤ n + nK ,

in addition to (3.15), for all i = (i0, . . . , iM ) ∈ MM (Θ).
Corollary 3.8. Let T be as in (3.6); let Θ ⊂ Ω be nonempty. Suppose that

nK ≥ n. There exists a finite-path-dependent linear output feedback controller of order
nK that uniformly stabilizes the system (T ,Θ) if and only if there exist a nonnegative
integer M and matrices Rj , Sj > 0 such that

N(BT
iM )T(AiMRi−AT

iM − Ri+)N(BT
iM ) < 0,(3.17a)

N(CiM )T(AT
iMSi+AiM − Si−)N(CiM ) < 0,(3.17b) [

Ri− I
I Si−

]
≥ 0(3.17c)

for all i = (i0, . . . , iM ) ∈ NM (Θ).
Proof. In (3.15), set the matrices B1,i, C1,i, D11,i, D12,i, and D21,i to zero for

all i = 1, . . . , N , and obtain (3.17). The rest of the proof proceeds similarly to that
of Corollary 3.4.

Remark 8. Corollary 3.8 reverts to the stabilization result in [30] if a strongly
connected directed graph defines Θ.

Suppose that a set of matrices Ki, i ∈ ML(Θ), is obtained by solving (3.13)
via Theorem 3.7 for some nonnegative integer L ≤ M . If L = 0, then it follows
from M0(Θ) = L0(Θ) that we have all the matrices Ki, i ∈ L0(Θ), that define
an admissible zero-path-dependent controller synthesis. If L > 0, on the other hand,
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then choose switching paths
(
ij0, . . . , i

j
L−1

)
∈ {0, . . . , N}L, j ∈ L0(Θ), such that (3.3)

holds for all θ ∈ Θ, and put

KθL(t) = K(
i
θ(0)
t ,...,i

θ(0)
L−1,θ(0),...,θ(t)

)
whenever θL ∈ ΘL, t < L, and θL(t) /∈ ML(Θ); then we recover all matrices Ki,
i ∈ LL(Θ), that define an admissible L-path-dependent controller synthesis.

Example 3. Let θ(k) be as in Example 2 for positive integers k. Let

T = {(1,−1, 1,−1, 1, 1,−1,−1), (1, 0, 0, 0, 0, 0, 0, 0)}

and Θ(k) =
{
θ(k)

}
so that the controlled system

(
T ,Θ(k)

)
has the representation

x(t + 1) = x(t) − w(t) + u(t),

z(t) = −x(t) + w(t) − u(t),

y(t) = x(t) − w(t)

in mode 1 (i.e., when θ(k)(t) = 1), and

x(t + 1) = x(t), z(t) = 0, y(t) = 0

in mode 2 (i.e., when θ(k)(t) = 2). Let M be a nonnegative integer. If M < k, then,

because mode 2 is not stabilizable and because MM

(
Θ(k)

)
contains the switching

path (2, . . . , 2) that consists of mode 2 only, inequality (3.15) cannot be satisfied for

all i = (i0, . . . , iM ) ∈ MM

(
Θ(k)

)
. On the other hand, the cardinality of MM

(
Θ(k)

)
is equal to that of Mk

(
Θ(k)

)
for all M > k. Hence, to design an admissible synthesis

for
(
T ,Θ(k)

)
, it suffices to consider the single path length M = k in (3.15). It is

readily verified that there indeed is an admissible finite-path-dependent controller for(
T ,Θ(k)

)
for each k. This shows that there does not exist a general upper bound on

the path length M in Theorem 3.7.
In this particular example, it is easy to find solutions Rj , Sj > 0, j ∈ M−

M

(
Θ(k)

)
,

to (3.15) with M = k, such that L = 0 (which leads to mode-dependent controllers)
suffices for (3.13) to be feasible. This indicates that the existence of an admissible
L-path controller synthesis does not necessarily lead to the feasibility of (3.15) with
M = L.

Definition 3.9. Let γ > 0. The system (G,Θ) is said to satisfy uniform distur-
bance attenuation level γ if there exists a γ̃ ∈ (0, γ) such that, whenever x(t0) = 0,∑t

s=t0
‖z(s)‖2 ≤ γ̃2

∑t

s=t0
‖w(s)‖2

for t ≥ t0 ≥ 0, for w ∈ �2(Rm), and for θ ∈ Θ.
Definition 3.10. Let γ > 0. The controller (K,ΘL) is said to be a γ-admissible

(L-path-dependent) synthesis (of order nK), or to achieve uniform disturbance atten-
uation level γ, for the system (T ,Θ) if the closed-loop system (T K,ΘL) is uniformly
exponentially stable and satisfies uniform disturbance attenuation level γ.

Given a γ > 0, let

G(γ) =
{
(Ai, γ

−1/2Bi, γ
−1/2Ci, γ

−1Di) : i = 1, . . . , N
}
.

Then (G,Θ) satisfies uniform disturbance attenuation level γ if and only if
(
G(γ),Θ

)
is uniformly strictly contractive. Using this fact and Theorem 3.7, and applying the
Schur complement formula to (3.15a) and (3.15b), we obtain the following.
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Corollary 3.11. Let T be as in (3.6), and let Θ ⊂ Ω be nonempty. Let γ > 0.
Suppose that nK ≥ n. There exists a γ-admissible finite-path-dependent synthesis of
order nK for the system (T ,Θ) if and only if there exist a nonnegative integer M and
an indexed family {(Rj ,Sj) : j ∈ M−

M (Θ)} of pairs of symmetric positive definite
matrices Rj , Sj ∈ R

n×n such that

(3.18a)

[
NF,iM 0

0 I

]T
⎡
⎣AiMRi−AT

iM
− Ri+ AiMRi−CT

1,iM
B1,iM

C1,iMRi−AT
iM

C1,iMRi−CT
1,iM

− γI D11,iM

BT
1,iM

DT
11,iM

−γI

⎤
⎦

×
[
NF,iM 0

0 I

]
< 0,

(3.18b)

[
NG,iM 0

0 I

]T

⎡
⎢⎣
AT

iM
Si+AiM − Si− AT

iM
Si+B1,iM CT

1,iM

BT
1,iM

Si+AiM BT
1,iM

Si+B1,iM − γI DT
11,iM

C1,iM D11,iM −γI

⎤
⎥⎦

×
[
NG,iM 0

0 I

]
< 0,[

Ri− I
I Si−

]
≥ 0(3.18c)

for all i = (i0, . . . , iM ) ∈ MM (Θ). Moreover, if (3.18) holds for all i = (i0, . . . , iM ) ∈
MM (Θ), then there exist a nonnegative integer L ≤ M and matrices K(iM−L,...,iM ) ∈
R

(nK+m2)×(nK+l2) such that (3.13) holds for (i0, . . . , iM ) ∈ MM (Θ) with

H(i0,...,iM ) =

⎡
⎢⎢⎢⎣
−X−1

(i0,...,iM )+
ÂiM B̂1,iM 0

ÂT
iM

−X(i0,...,iM )− 0 ĈT
1,iM

B̂T
1,iM

0 −γI DT
11,iM

0 Ĉ1,iM D11,iM −γI

⎤
⎥⎥⎥⎦ ,(3.19)

where the matrices Xj are reconstructed via (3.16) for j ∈ M−
M (Θ); in particular,

one may take L = M .
Example 4. Let

T = {(0.3, 0, 0, 1, 1, 0, 1, 0), (3, 0.5, 1, 1, 1, 0, 1, 0)};

let Θ be as in Example 1. Then the controlled system (T ,Θ) has the representation

x(t + 1) = 0.3x(t), z(t) = x(t) + u(t), y(t) = x(t)

in mode 1, and

x(t + 1) = 3x(t) + 0.5w(t) + u(t), z(t) = x(t) + u(t), y(t) = x(t)

in mode 2. With M = 0, the system of linear matrix inequalities (3.18) is feasible for
any γ > 1; it is easy to see that, if γ = 1, then inequalities (3.18) are not feasible for
any M ≥ 0. Solving the semidefinite program of minimizing γ subject to (3.18), and
applying Corollary 3.11, we obtain a mode-dependent controller (K,Θ0) with

K1 =

[
0 0
0 −1

]
, K2 =

[
0 0
0 −3

]
.
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The resulting controller (K,Θ0) has the representation

u(t) =

{
−y(t) if θ(t) = 1,

−3y(t) if θ(t) = 2.

This controller is optimal in the sense that it achieves any uniform disturbance at-
tenuation level greater than one, and that no finite-path-dependent linear dynamic
output feedback controller achieves the uniform disturbance attenuation level equal
to one. (The optimal controller is static in this case because C2,1 = C2,2 = 1 and
D21,1 = D21,2 = 0 lead to perfect observation of the state.) The controller, how-
ever, is not optimal under the notion of path-by-path disturbance attenuation—see
Example 7.

4. Control of Markovian jump linear systems. In Markovian jump linear
systems, the switching sequence is modeled as a finite-state homogeneous Markov
chain. Let G be as in (3.1). Let p = (pi) ∈ R

1×N be a row vector whose entries are
nonnegative and sum to one; let P = (pij) ∈ R

N×N be a (row) stochastic matrix so
that each row of P has nonnegative entries that sum to one. Then the discrete-time
Markovian jump linear system, defined by the triple (G,P, p), has the representation
(3.2). Here, the switching sequence θ is a realization of the Markov chain defined
by the pair (P, p), where P is the transition probability matrix and p the initial
distribution. The state θ(t) of the chain (P, p) at time t defines the mode of (G,P, p)
at time t; the distribution of the mode at time t is given by pPt. As in the previous
section, let Ω be the space of all infinite sequences in {1, . . . , N}. Let P be the unique
consistent probability measure [39] on Ω such that

P{ θ(t + 1) = j | θ(t) = i } = pij , P{ θ(0) = i } = pi

for all i, j, and t.
Definition 4.1. The system (G,P, p) is said to be almost surely uniformly

(exponentially) stable if there exists a set Θ ⊂ Ω with P (Θ) = 1 such that the system
(G,Θ) is uniformly exponentially stable.

Definition 4.2. The system (G,P, p) is said to be almost surely uniformly
(strictly) contractive if there exists a set Θ ⊂ Ω with P (Θ) = 1 such that the system
(G,Θ) is uniformly strictly contractive.

A switching sequence θ in {1, . . . , N} is said to be admissible with respect to
(P, p) if pθ(0) > 0 and pθ(t)θ(t+1) > 0 for t ≥ 0. If we define

Θ(P, p) = {θ ∈ Ω : θ is admissible with respect to (P, p)}

and let

ML(P, p) = ML(Θ(P, p)), M−
L (P, p) = M−

L (Θ(P, p))

for nonnegative integers L, then we have P (Θ(P, p)) = 1; on the other hand, whenever
(i0, . . . , iL) ∈ ML(P, p), we have that P{θ ∈ Ω : (i0, . . . , iL) ∈ LL({θ})} > 0 so that
ML(P, p) ⊂ ML(Θ) whenever Θ ⊂ Ω and P (Θ) = 1.

Example 5. Let N = 3, and let (P, p) be a Markov chain with

1(P) =

⎡
⎣1 1 1

0 0 1
0 0 1

⎤
⎦ .
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If 1(p) = [1 0 0], then

L0(P, p) = M0(P, p) = {1, 2, 3};
L1(P, p) = {01, 11, 12, 13, 23, 33}, M1(P, p) = {11, 12, 13, 23, 33},

and so on. However, if 1(p) = [0 1 1], then

L0(P, p) = M0(P, p) = {2, 3};
L1(P, p) = {02, 03, 23, 33}, M1(P, p) = {02, 23, 33},

and so on.
Theorem 4.3. Let G be as in (3.1); let (P, p) be a Markov chain. The system

(G,P, p) is almost surely uniformly exponentially stable and almost surely uniformly
strictly contractive if and only if there exist a nonnegative integer M and an indexed
family {Xj : j ∈ M−

M (P, p)} of symmetric positive definite matrices Xj ∈ R
n×n such

that (3.4) holds for all M -paths i = (i0, . . . , iM ) ∈ MM (P, p).
Proof. The result is immediate from Theorem 3.3: sufficiency follows from

P (Θ(P, p)) = 1, and necessity from the fact that Θ ⊂ Ω and P (Θ) = 1 implies
ML(P, p) ⊂ ML(Θ).

Remark 9. Define

ni(0) = 1, ni(L + 1) =
∑

{j : pij>0}
nj(L)

for i ∈ {1, . . . , N} and for L = 0, 1, . . . . Given a Markov chain (P, p), let

S(p) = {j : pj > 0}, T (P, p) =
{
j : pip

(k)
ij > 0 for some (i, k)

}
,

where Pk =
(
p
(k)
ij

)
is the k-step transition probability matrix [24]. Then, in Theo-

rem 4.3, the number of linear matrix inequalities (3.4) to solve simultaneously, with
a fixed M , is equal to the cardinality of MM (P, p), which is precisely given by

∑
j∈S(p)\T (P,p)

∑M−1

k=0
nj(k) +

∑
j∈S(p)∪T (P,p)

nj(M).

In particular, if P is irreducible (i.e., if the directed graph of P is strongly connected—

see, e.g., [25]), then the cardinality of MM (P, p) is equal to
∑N

j=1 nj(M).
Remark 10. Theorem 4.3 implies that the Markovian jump linear system (G,P, p)

is almost surely uniformly stable and contractive if and only if the switched linear
system (G,Θ(P, p)) is uniformly stable and contractive. Therefore, Markovian jump
linear systems can be treated as if they are switched linear systems. Moreover, since
the set Θ(P, p) depends only on the sparsity patterns of P and p, the almost sure
uniform stability and contractiveness of (G,P, p) is robust against sparsity pattern–
preserving deviations from P and p.

Remark 11. When only the almost sure uniform stability is considered, it is
immediate from Corollary 3.4 that it suffices to consider the “irreducible parts” of the
Markov chain (P, p); see [30].

Let T be as in (3.6), and let (P, p) be a Markov chain. Then the triple (T ,P, p)
defines the controlled Markovian jump linear system described by (3.7), where θ is a
realization of (P, p). As in the previous section, we make the standard assumption
that the state θ(t) of the chain (P, p) is perfectly observed at each time instant t; we
consider all finite-path-dependent controllers.
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Fix a nonnegative integer L. Let

K = {(AK,i,BK,i,CK,i,DK,i) : i ∈ LL(Θ(P, p))}.

Then the pair (K,Θ(P, p)L) defines an L-path-dependent controller, whose represen-
tation is given by (3.9). Label the L-paths in LL(Θ(P, p)) in dictionary order from
1 to NL, where NL is the cardinality of LL(Θ(P, p)). Define P(L) = (qij) ∈ R

NL×NL

as follows: Whenever (i0, . . . , iL) and (j0, . . . , jL) are L-paths labeled i and j, respec-
tively, set qij = piLjL if (i0, . . . , iL)+ = (j0, . . . , jL)−; otherwise, set qij = 0. Also,
define a row vector p(L) = (qi) ∈ R

NL as follows: Whenever (i0, . . . , iL) is an L-path
labeled i, set qi = piL if (i0, . . . , iL)− = (0, . . . , 0); otherwise, set qi = 0. Then the
pair (P(L), p(L)) defines the L-path Markov chain generated by (P, p). Consequently,
the closed-loop system, given by the triple (T K,P(L), p(L)) with

T K =
{(

Ãi, B̃i, C̃i, D̃i

)
: i ∈ LL(Θ(P, p))

}
,

is a Markovian jump linear system whose representation is of the form (3.11) for each
realization θL of (P(L), p(L)).

Definition 4.4. Let γ > 0. The system (G,P, p) is said to satisfy almost sure
uniform disturbance attenuation level γ if there exists a set Θ ⊂ Ω with P (Θ) = 1
such that the system (G,Θ) satisfies uniform disturbance attenuation level γ.

Definition 4.5. Let γ > 0. The controller (K,Θ(P, p)L) is said to be a γ-
admissible (L-path-dependent) synthesis (of order nK), or to achieve almost sure
uniform disturbance attenuation level γ, for the system (T ,P, p) if the closed-loop
system (T K,P(L), p(L)) satisfies almost sure uniform disturbance attenuation level γ.

Theorem 4.6. Let T be as in (3.6); let (P, p) be a Markov chain. Let γ > 0.
Suppose that nK ≥ n. There exists a γ-admissible finite-path-dependent synthesis of
order nK for the system (T ,P, p) if and only if there exist a nonnegative integer M
and an indexed family {(Rj ,Sj) : j ∈ M−

M (P, p)} of pairs of symmetric positive defi-
nite matrices Rj , Sj ∈ R

n×n such that (3.18) holds for all M -paths i = (i0, . . . , iM ) ∈
MM (P, p). Moreover, if (3.18) holds for all i = (i0, . . . , iM ) ∈ MM (P, p), then there
exist a nonnegative integer L ≤ M and matrices K(iM−L,...,iM ) ∈ R

(nK+m2)×(nK+l2)

such that (3.13), with (3.19), holds for (i0, . . . , iM ) ∈ MM (P, p), where the matrices
Xj are given by (3.16) for j ∈ M−

M (P, p); in particular, one may take L = M .
Proof. The result immediately follows from Corollary 3.11.
Remark 12. The existence of finite-path-dependent controller syntheses achieving

an almost sure uniform disturbance attenuation level for the Markovian jump linear
system (T ,P, p) is robust against sparsity pattern–preserving deviations from P and
p. The conservatism associated with this robustness property can be reduced via
path-by-path disturbance attenuation—see the examples in the next section.

Example 6. Let the Markov chain (P, p) have

1(P) =

⎡
⎣0 1 1

0 0 1
1 0 0

⎤
⎦ , 1(p) =

[
1 1 1

]
.(4.1)

Then we have

M0(P, p) = {1, 2, 3}, M1(P, p) = {12, 13, 23, 31},
M2(P, p) = {123, 131, 231, 312, 313},
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and so on. Let

T = {(0.5, 0, 0, 0, 0, 0, 0, 0), (3, 0, 0, 0, 0, 0, 0, 0), (2, 1, 1, 1, 1, 1, 1, 1)}

so that the controlled Markovian jump linear system (T ,P, p) has the representation

x(t + 1) = 0.5x(t), z(t) = 0, y(t) = 0;

x(t + 1) = 3x(t), z(t) = 0, y(t) = 0;

or

x(t + 1) = 2x(t) + w(t) + u(t),

z(t) = x(t) + w(t) + u(t),

y(t) = x(t) + w(t),

depending on whether the mode at time t is 1, 2, or 3, respectively. With M = 0,
the system of linear matrix inequalities (3.18), over i0 ∈ M0(P, p), is not feasible for
any γ > 0. However, with M = 1, the semidefinite program of minimizing γ subject
to (3.18) over (i0, i1) ∈ M1(P, p) leads to γ = 0.834; the same is true for all M > 1.
Setting L = M = 1 in (3.13) with (3.19), we obtain

K(1,2) = K(3,1) =

[
0 0
0 0

]
, K(1,3) =

[
0 0
0 −1

]
, K(2,3) =

[
0 0.0000
0 −1.5555

]
.(4.2)

The resulting one-path-dependent controller is optimal (up to the third digit below
the decimal point) in the sense that no finite-path-dependent linear dynamic output
feedback controller achieves the disturbance attenuation level 0.833. This controller
is applied as follows: For t = 0, use K(3,1) if θ(0) = 1, use K(1,2) if θ(0) = 2, and use
either K(1,3) or K(2,3) if θ(0) = 3; for t > 0, use K(θ(t−1),θ(t)).

It turns out that setting L = 0 and M = 1 in (3.13) with (3.19) also works and
results in a mode-dependent optimal controller with

K1 = K2 =

[
0 0
0 0

]
, K3 =

[
0 0.0000
0 −1.5555

]
.(4.3)

This mode-dependent controller, however, is not optimal under a path-by-path dis-
turbance attenuation criterion—see Example 8.

5. Path-by-path disturbance attenuation. In this section, we formulate a
refined disturbance attenuation problem for switched linear systems. The result holds
for Markovian jump linear systems as well. We introduce the notion of path-by-path
disturbance attenuation that improves upon the uniform disturbance attenuation per-
formance presented in previous sections. It turns out that, under the notion of path-
by-path disturbance attenuation, finite-path-dependent controllers can outperform
mode-dependent ones—see Examples 7 and 8. We shall use the same notation as in
section 3.

Definition 5.1. If there exist a nonnegative integer M , a positive integer nK ,
an indexed family Γ = {γi : i ∈ MM (Θ)} of positive numbers γi, and an indexed
family {(Rj ,Sj) : j ∈ M−

M (Θ)} of pairs of symmetric positive definite matrices Rj ,
Sj ∈ R

n×n such that
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(5.1a)

[
NF,iM 0

0 I

]T

⎡
⎢⎣
AiMRi−AT

iM
− Ri+ AiMRi−CT

1,iM
B1,iM

C1,iMRi−AT
iM

C1,iMRi−CT
1,iM

− γiI D11,iM

BT
1,iM

DT
11,iM

−γiI

⎤
⎥⎦

×
[
NF,iM 0

0 I

]
< 0,

(5.1b)

[
NG,iM 0

0 I

]T

⎡
⎢⎣
AT

iM
Si+AiM − Si− AT

iM
Si+B1,iM CT

1,iM

BT
1,iM

Si+AiM BT
1,iM

Si+B1,iM − γiI DT
11,iM

C1,iM D11,iM −γiI

⎤
⎥⎦

×
[
NG,iM 0

0 I

]
< 0,

[
Ri− I

I Si−

]
≥ 0

(
and, if nK < n, rank

[
Ri− I
I Si−

]
≤ n + nK

)
(5.1c)

for all M -paths i = (i0, . . . , iM ) ∈ MM (Θ), then an L-path-dependent controller
(K,ΘL) (of order nK) is said to achieve path-by-path disturbance attenuation level
Γ for the system (T ,Θ) whenever it is constructed in the following manner: Choose
a nonnegative integer L ≤ M , symmetric positive definite matrices X(i0,...,iM )− ∈
R

(n+nK)×(n+nK), and matrices K(iM−L,...,iM ) ∈ R
(nK+m2)×(nK+l2) such that (3.13)

holds for all M -paths (i0, . . . , iM ) ∈ MM (Θ) with

H(i0,...,iM ) =

⎡
⎢⎢⎢⎣
−X−1

(i0,...,iM )+
ÂiM B̂1,iM 0

ÂT
iM

−X(i0,...,iM )− 0 ĈT
1,iM

B̂T
1,iM

0 −γ(i0,...,iM )I DT
11,iM

0 Ĉ1,iM D11,iM −γ(i0,...,iM )I

⎤
⎥⎥⎥⎦ .(5.2)

The only difference between the synthesis conditions for the uniform disturbance
attenuation and path-by-path disturbance attenuation is that, while a single variable γ
is used in (3.18) and (3.19) for the former, multiple variables γ(i0,...,iM ) are used in (5.1)
and (5.2) for the latter. Suppose that there exists a finite-path-dependent controller
synthesis of order nK = n for (T ,Θ) that achieves a uniform disturbance attenuation
level γ0 > 0, and that the system of inequalities (3.18) is feasible with M = M0.
Then one can improve the closed-loop performance further by obtaining a path-by-
path optimal controller synthesis through semidefinite programming as follows.

Algorithm 5.2.

Step 0. Set nK = n. Choose γ ≥ γ0, M ≥ M0, and λi > 0, i ∈ MM (Θ).
Step 1. Minimize

∑
i∈MM (Θ) λiγi subject to (5.1), with the additional constraint

γi ≤ γ, for i = (i0, . . . , iM ) ∈ MM (Θ).
Step 2. Reconstruct Xj from (Rj ,Sj) via (3.16) for all j ∈ M−

M (Θ).
Step 3. Solve (3.13) with (5.2) for all (i0, . . . , iM ) ∈ MM (Θ), and obtain a

nonnegative integer L ≤ M and matrices K(iM−L,...,iM ).
The path-by-path optimal controller (K,ΘL) resulting from Algorithm 5.2 shall

be said to be M -path Pareto optimal because of the following property: If (K,ΘL)
achieves path-by-path disturbance attenuation level {γi : i ∈ MM (Θ)}, then no
M -path-dependent controller can achieve a disturbance attenuation level {γ̃i : i ∈
MM (Θ)} such that γ̃i ≤ γi for all i ∈ MM (Θ) and such that γ̃i < γi for some
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i ∈ MM (Θ). In general, different sets of weights λi, i ∈ MM (Θ), result in differ-
ent interpretations of optimality—see Examples 7 and 8—and hence different Pareto
optimal path-by-path disturbance attenuation levels—see Example 9.

Example 7. Let us revisit the controlled switched linear system (T ,Θ) consid-
ered in Example 4. In this example, we set γ = 103 and λi = 1, i ∈ MM (Θ),
for Algorithm 5.2. Running Algorithm 5.2 with M = 0, it turns out that the
mode-dependent controller obtained in Example 4 achieves any path-by-path dis-
turbance attenuation level {γi} satisfying γ1 > 0 and γ2 > 1. In particular, this
mode-dependent controller is γ1-admissible for (T , (1, 1, . . . )) and γ2-admissible for
(T , {(1, 2, 1, 2, . . . ), (2, 2, . . . )}) whenever γ1 > 0 and γ2 > 1. Running Algorithm 5.2
with M = 1 leads to γ(1,1) = γ(2,1) = 0 and γ(1,2) = 0.795, but γ(2,2) = 1.16, which is
greater than one.

However, running Algorithm 5.2 with M = 2 leads to a one-path-dependent
controller (L = 1) with

K(0,1) = K(1,1) = K(2,1) =

[
0 0
0 −1

]
, K(1,2) =

[
0 0
0 −1

]
, K(2,2) =

[
0 0
0 −3

]
.

This controller is two-path Pareto optimal and achieves any path-by-path disturbance
attenuation level {γi : i ∈ M2(Θ)} such that γi > 1 for i = (2, 2, 2), and γi >
0 otherwise. In particular, this one-path-dependent controller is γ1-admissible for
(T , {(1, 1, . . . ), (1, 2, 1, 2, . . . )}) and γ2-admissible for (T , (2, 2, . . . )) whenever γ1 > 0
and γ2 > 1. Clearly, this is an improvement over the path-by-path performance of
the mode-dependent controller obtained in Example 4 with M = 0. In fact, it is not
difficult to see that, in this example, no mode-dependent controller can achieve a path-
by-path disturbance attenuation level {γi : i ∈ M2(Θ)} such that, say, γi = 0.01 for
i �= (2, 2, 2).

Example 8. This example revisits the controlled Markovian jump linear system
(T ,P, p) considered in Example 6. Since 1(P5) = 1, the Markov chain (P, p) is irre-
ducible and aperiodic [25]. Let π = [π1 π2 π3] be the unique steady-state distribution
of the chain. For each nonnegative integer M , let

λ(i0,...,iM ) = πi0pi0i1 · · · piM−1iM , (i0, . . . , iM ) ∈ MM (P, p).(5.3)

Then Algorithm 5.2 minimizes the “average steady-state disturbance attenuation level
over M -paths,” where each M -path (i0, . . . , iM ) is interpreted as the mode iM pre-
ceded by the path (i0, . . . , iM−1). With γ = ∞ and M = 1, we obtain the one-path-
dependent controller (L = 1) given by (4.2). This controller achieves the path-by-
path disturbance attenuation level {γi : i ∈ M1(P, p)} where, e.g., γ(1,2) = γ(1,3) =
γ(3,1) = 0.001 and γ(2,3) = 0.834; the weighted sum of these disturbance attenuation
levels γi is 0.001 + 0.833π2. On the other hand, the mode-dependent controller given
by (4.3) achieves the path-by-path disturbance attenuation level {γ̃i : i ∈ M1(P, p)}
where, e.g., γ̃(1,2) = γ̃(3,1) = 0.001 and γ̃(1,3) = γ̃(2,3) = 0.834. Clearly, the one-path-
dependent controller performs better than the mode-dependent controller in terms of
average steady-state performance. In fact, it is not difficult to see that, for some chain
(P, p) with (4.1), there does not exist a mode-dependent controller that achieves the
average steady-state performance level 0.001 + 0.833π2.

Example 9. We are to balance the Pendubot [40], a two-link planar robot with
revolute joints and actuation at the shoulder, subject to random but bounded delays
in the feedback loop from the relative angular position sensor to the actuator. We
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use the following linearized model (of order 4) borrowed from [43]:

x(t + 1) = Ax(t) + B1w(t) + B2u(t),

z(t) = C1x(t) + D11w(t) + D12u(t),

y(t) = C2x(t) + D21w(t);

A =

⎡
⎢⎢⎣

0.9992 0.0050 0.0003 0.0000
−0.3369 0.9992 0.1242 0.0003

0.0008 0.0000 1.0007 0.0050
0.3263 0.0008 0.2786 1.0007

⎤
⎥⎥⎦ , B1 =

⎡
⎢⎢⎣
−0.0001
−0.0232

0.0012
0.4742

⎤
⎥⎥⎦ , B2 =

⎡
⎢⎢⎣

0.0006
0.2243

−0.0001
−0.0232

⎤
⎥⎥⎦ ,

C1 =

⎡
⎣1 0 0 0

0 0 1 0
0 0 0 0

⎤
⎦ , D11 =

⎡
⎣0

0
0

⎤
⎦ , D12 =

⎡
⎣0

0
1

⎤
⎦ , C2 =

[
1 0 0 0
0 0 1 0

]
, D21 =

[
0
0

]
.

The random delays in the feedback loop are modeled as a Markov chain such that
the amount of delay at time t is given by θ(t) − 1 if θ(t) is the state of the chain at
time t. If the maximum possible amount of delay is N − 1, then the augmented state

x̂(t) =
[
x(t)T y(t− 1)T · · · y(t−N + 1)T

]T
and delayed measurement ŷ(t) yield the Markovian jump linear system (of order 14)

x̂(t + 1) = Aθ(t)x̂(t) + B1,θ(t)w(t) + B2,θ(t)u(t),

z(t) = C1,θ(t)x̂(t) + D11,θ(t)w(t) + D12,θ(t)u(t),

ŷ(t) = C2,θ(t)x̂(t) + D21,θ(t)w(t),

where

Ai =

⎡
⎢⎢⎢⎢⎢⎣

A 0 · · · 0 0
C2 0 · · · 0 0
0 I · · · 0 0
...

...
. . .

...
...

0 0 · · · I 0

⎤
⎥⎥⎥⎥⎥⎦ , B1,i =

⎡
⎢⎢⎢⎢⎢⎣

B1

D21

0
...
0

⎤
⎥⎥⎥⎥⎥⎦ , B2,i =

⎡
⎢⎢⎢⎢⎢⎣

B2

0
0
...
0

⎤
⎥⎥⎥⎥⎥⎦ ,

C1,i =
[
C1 0 0 · · · 0

]
, D11,i = D11, D12,i = D12

for i = 1, . . . , N , and⎡
⎢⎢⎢⎣

C2,1

C2,2

...
C2,N

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
C2 0 · · · 0
0 I · · · 0
...

...
. . .

...
0 0 · · · I

⎤
⎥⎥⎥⎦ ,

⎡
⎢⎢⎢⎣

D21,1

D21,2

...
D21,N

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
D21

0
...
0

⎤
⎥⎥⎥⎦ .

The measurements are time-stamped, so the controller perfectly observes θ(t) at each
time t. Let N = 6. Let the transition probability matrix P of the Markov chain be

P =

⎡
⎢⎢⎢⎢⎢⎢⎣

0.3 0.7 0 0 0 0
0.2 0.2 0.6 0 0 0
0.2 0.2 0.2 0.4 0 0
0.2 0.2 0.2 0.2 0.2 0
0.1 0.1 0.1 0.1 0.3 0.3
0.1 0.1 0.1 0.1 0.3 0.3

⎤
⎥⎥⎥⎥⎥⎥⎦
,
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where the fact that the controller can always use the most recent measurement is
accounted for [42]; the initial distribution p is assumed to be equal to the unique
steady-state distribution

π =
[
0.2142 0.2999 0.2699 0.1440 0.0504 0.0216

]
.

The semidefinite program minimizing the uniform disturbance attenuation level γ
subject to (3.18) over i = (i0, . . . , iM ) ∈ MM (P, p) yields approximately γ = 11.1 for
M = 0 and γ = 10.6 for M ≥ 1. Now running Algorithm 5.2 with γ = 100, M = 1,
and λi as in (5.3) yields γi, i ∈ M1(P, p), such that

∑
i∈M1(P,p) λiγi = 9.96, where,

if Λ = (λ(i,j)) and Γ = (γ(i,j)), then

Λ =

⎡
⎢⎢⎢⎢⎢⎢⎣

0.0643 0.1499 0 0 0 0
0.0600 0.0600 0.1799 0 0 0
0.0540 0.0540 0.0540 0.1080 0 0
0.0228 0.0228 0.0228 0.0228 0.0228 0
0.0050 0.0050 0.0050 0.0050 0.0151 0.0151
0.0022 0.0022 0.0022 0.0022 0.0065 0.0065

⎤
⎥⎥⎥⎥⎥⎥⎦
,

Γ =

⎡
⎢⎢⎢⎢⎢⎢⎣

9.52 9.56 0 0 0 0
9.48 9.52 9.39 0 0 0
9.61 9.65 9.53 9.24 0 0
10.1 9.99 9.87 9.57 10.1 0
17.7 17.7 17.6 17.1 10.4 10.9
27.9 28.0 27.7 27.2 18.9 11.5

⎤
⎥⎥⎥⎥⎥⎥⎦
.

On the other hand, running Algorithm 5.2 with γ = 100, M = 1, and λi = 1,
i ∈ M1(P, p), yields the disturbance attenuation levels γ̃i, i ∈ M1(P, p), such that
1
N1

∑
i∈M1(P,p) γ̃i = 10.3, where N1 is the cardinality of M1(P, p) and equals 26. If

Γ̃ = (γ̃(i,j)), then

Γ̃ =

⎡
⎢⎢⎢⎢⎢⎢⎣

13.3 16.9 0 0 0 0
9.90 12.9 17.7 0 0 0
7.05 8.86 12.4 16.9 0 0
5.74 6.75 8.84 12.0 16.0 0
5.11 5.80 7.05 9.09 11.9 13.5
5.32 5.68 6.75 8.61 11.2 12.1

⎤
⎥⎥⎥⎥⎥⎥⎦
.

The two sets of disturbance attenuation levels given by Γ and Γ̃ are very different
from each other, yet they are both one-path Pareto optimal.

6. Conclusion. This paper dealt with switched linear systems and Markovian
jump linear systems in the discrete-time domain and developed complete conditions
for (almost sure) uniform disturbance attenuation and (almost sure) path-by-path dis-
turbance attenuation. These conditions naturally give rise to finite-path-dependent
controllers and admit semidefinite programming algorithms for optimal dynamic out-
put feedback controller synthesis. Limitations of these algorithms include that, in the
worst case, the computational complexity grows exponentially in the number M of
past modes that the optimal controller recalls, and that nonexistence of an admissible
controller synthesis is not guaranteed to be correctly determined after a finite amount
of computation. These limitations are due to the problem’s nature and considered
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unavoidable; nevertheless, they will not pose difficulties in most cases because M is
usually very small.

There is at least one conceptually important question unanswered in this pa-
per. This question is whether mode-dependent controllers perform as well as finite-
path-dependent controllers as long as uniform disturbance attenuation is concerned;
a more specific question is whether, given a Markovian jump linear system, there
exists a stabilizing mode-dependent controller whenever a finite-path-dependent con-
troller can stabilize the system. Under the notion of path-by-path disturbance at-
tenuation, however, we showed that finite-path-dependent controllers can outperform
mode-dependent ones.

The optimal disturbance attenuation example in Example 9 showed that our
results provide a new contribution to the study of networked control systems. The
proposed controller synthesis techniques are expected to be applicable to other time-
delay systems. Related to switched and Markovian jump linear systems are linear
parameter-varying systems, where the common design approaches for gain scheduling
[5, 2, 3] are similar to those for mode-dependent controllers. A possible future research
direction is to investigate if the approach of finite-path-dependent controller synthesis
applies to the control of linear parameter-varying systems.
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[34] Z. Pan and T. Başar, H∞-control of Markovian jump systems and solutions to associated

piecewise-deterministic differential games, in New Trends in Dynamic Games and Appli-
cations, G. J. Olsder, ed., Birkhäuser Boston, Boston, MA, 1995, pp. 61–94.

[35] A. Rantzer, On the Kalman–Yakubovich–Popov lemma, Systems Control Lett., 28 (1996),
pp. 7–10.

[36] R. Ravi, K. M. Nagpal, and P. P. Khargonekar, H∞ control of linear time-varying systems:
A state-space approach, SIAM J. Control Optim., 29 (1991), pp. 1394–1413.

[37] P. Seiler and R. Sengupta, A bounded real lemma for jump systems, IEEE Trans. Automat.
Control, 48 (2003), pp. 1651–1654.

[38] P. Seiler and R. Sengupta, An H∞ approach to networked control, IEEE Trans. Automat.
Control, 50 (2005), pp. 356–364.

[39] A. N. Shiryayev, Probability, Springer-Verlag, New York, 1996.
[40] M. W. Spong and D. J. Block, The Pendubot: A mechatronic system for control research and

education, in Proceedings of the 34th IEEE Conference on Decision and Control, Vol. 1,
IEEE, Piscataway, NJ, 1995, pp. 555–556.

[41] L. Vandenberghe and S. Boyd, Semidefinite programming, SIAM Rev., 38 (1996), pp. 49–95.
[42] L. Xiao, A. Hassibi, and J. P. How, Control with random communication delays via a

discrete-time jump system approach, in Proceedings of the American Control Conference,
Vol. 3, IEEE, Los Alamitos, CA, 2000, pp. 2199–2204.

[43] B. Yoo, Real-Time Control of Dynamic Systems Over Communication Networks, Master’s
thesis, University of Illinois at Urbana-Champaign, Urbana, IL, 2003.

[44] G. Zhai, B. Hu, K. Yasuda, and A. N. Michel, Disturbance attenuation properties of time-
controlled switched systems, J. Franklin Inst., 338 (2001), pp. 765–779.



SIAM J. CONTROL OPTIM. c© 2006 Society for Industrial and Applied Mathematics
Vol. 45, No. 4, pp. 1359–1368

AN APPROXIMATION ALGORITHM FOR THE DISCRETE TEAM
DECISION PROBLEM∗

RANDY COGILL† AND SANJAY LALL‡

Abstract. In this paper we study a discrete version of the classical team decision problem. It
has been shown previously that the general discrete team decision problem is NP-hard. Here we
present an efficient approximation algorithm for this problem. For the maximization version of this
problem with nonnegative rewards, this algorithm computes decision rules which are guaranteed to
be within a fixed bound of optimal.
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1. Introduction. The problem of decentralized control arises when several de-
cision makers, each with limited information, must make simultaneous cooperative
decisions. The fact that multiple decisions are made on the basis of incomplete and
differing observations of the overall system state is what sets decentralized control
problems apart from conventional control problems. Such problems arise naturally in
applications involving sensing and communication networks. An example is detection
by multiple sensors in a sensor network [7]. The job of the sensors is to take mea-
surements of the environment and transmit a minimal amount of information to a
fusion center which estimates the state of the environment based on the information
received from the sensors. Each sensor is faced with a decentralized decision making
problem: based on its limited measurement of the environment, it must decide what
information it should send to maximize the probability that the fusion center makes
a correct estimate.

Marschak was probably the first to study the problem of decentralized decision
making. In his work [5], he introduced team theory as a framework for studying
decision making problems in organizations. The class of problems considered by team
theory, called team decision problems, are analogous in some ways to static games. In
these problems, the state of the system is chosen randomly according to some specified
probability, and each decision maker partially observes the state. Based on their
observations, each decision maker chooses an action. The goal is to choose decision
rules which maximize the expected value of a reward which is jointly a function of the
system state and all actions.

The later work of Radner [6] presented optimality conditions for a class of team
decision problems with reward functions which are concave and differentiable in the
decision variables. The main result of that work is that, subject to some technical
conditions, person-by-person optimal policies are globally optimal for such problems.
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A set of decision rules is person-by-person optimal if no improvement can be obtained
by changing the decision rule for one decision maker while leaving the decision rules
for others fixed. A person-by-person optimal policy can be computed by sequen-
tially optimizing the decision rule for each decision maker while leaving the remaining
decision rules fixed.

The problems we are interested in have state and action sets which are finite,
so the results regarding global optimality of person-by-person optimal policies do
not apply. In fact, the problems that we consider may have many person-by-person
optimal policies, and there may exist a person-by-person optimal policy which is
quite poor compared to the globally optimal policy. Although problems with finite
state and action spaces were presented in the original work by Marschak [5], no
positive results regarding computation of optimal policies for these problems followed.
Tsitsiklis showed in [8] that the general team decision problem with finite state and
action spaces is NP-hard, explaining the lack of positive results for this problem.
Another recent paper which considers the discrete team decision problem is [9]. In
that paper, the authors consider problems with finite state and action spaces and
reward functions which are multimodular in the decision variables. Multimodularity
of functions on discrete spaces is analogous to concavity of functions on continuous
spaces. The authors attempt to use multimodularity to extend the results of Radner
to discrete problems. They show that necessary and sufficient optimality conditions
are not assured by multimodularity, but this property still can be exploited when
searching for optimal policies.

Since it is highly unlikely that an algorithm exists which can efficiently compute
optimal solutions to the general team decision problem, this leads us to ask if an
efficient algorithm exists which can compute acceptable suboptimal solutions. Many
problems, although NP-hard, admit efficient approximation algorithms which produce
solutions guaranteed to be within a fixed bound of optimal [1]. In this paper we
present an approximation algorithm for the team decision problem. Specifically, the
contributions of this paper are the following:

• For the general team problem with two decision makers, we present an algo-
rithm that runs in O(|Y1||Y2||U1||U2|) time. When the objective is to max-
imize a nonnegative reward function, this algorithm computes a decentral-
ized policy guaranteed to be within a factor of 1/min{|U1|, |U2|} of optimal.
Here, |Y1|, |Y2| are the number of states and |U1|, |U2| are the number of ac-
tions associated with decision makers 1 and 2. Even the special case with
min{|U1|, |U2|} = 2 is still NP-hard, and in this case we obtain a 1/2 approx-
imation factor.

• We consider the class of team decision problems with two decision makers
and multimodular reward functions, as in [9]. We show that this special
case is still NP-hard, although the presence of multimodularity leads to a
significantly tighter approximation ratio of 1/2 − 1/(2 max{|U1|, |U2|}) for
our algorithm.

An outline of this paper is as follows. In section 2, we introduce the general
discrete team decision problem and provide a proof that this problem is NP-hard.
In section 3, we present an approximation algorithm for the general team decision
problem and prove an approximation ratio for this algorithm. In section 4, we consider
a special class of team decision problems with multimodular cost functions. In this
section, we show that this class of problems is still NP-hard, but the approximation
ratio for our algorithm is significantly tighter on these problems.



APPROXIMATION ALGORITHM FOR TEAM DECISION PROBLEMS 1361

2. Problem formulation and complexity. In this section we will present
the Team Decision Problem (TDP), the problem which is the subject of this
paper. Before presenting the formal definition, we will briefly describe this problem
in words. The problem is essentially a feedback control problem, where the goal
is to choose actions in response to observations with the goal of maximizing some
reward. The system is in a state described by the variables (y1, y2). After observing
the system state, we would like to choose a pair of actions (u1, u2) to make the
reward c(y1, y2, u1, u2) as large as possible. However, the actions must be chosen in
a decentralized manner. That is, action u1 is chosen based only on an observation of
y1 and action u2 is chosen based only on an observation of y2. Our goal is to choose
decision rules γ1 : Y1 → U1 and γ2 : Y2 → U2 to maximize some measure of total
reward. A formal definition of the problem is the following.

Team Decision Problem. Given finite sets Y1, Y2, U1, U2 and a nonnegative
reward function c : Y1 × Y2 ×U1 ×U2 → Q+, find decision rules γi : Yi → Ui, i = 1, 2
which maximize the reward

J(γ1, γ2) =
∑
y1,y2

c(y1, y2, γ1(y1), γ2(y2)).

A few words are in order regarding the formulation given above. First of all,
this formulation only considers the case in which two decision makers are choosing
actions. In general, we have problems where n decision makers are independently
choosing actions u1, . . . , un. It turns out, as we will see shortly, that this problem is
computationally intractable even in the two decision maker case. This is the simplest
special case which exhibits the inherent computational complexity of this problem, and
this case is the focus of this paper. It is worth noting that the approach taken in this
paper can be extended to problems with more than two decision makers, although the
resulting approximation guarantees degrade exponentially as the number of decision
makers increases.

In [8], this problem is posed as maximization of the expected reward with respect
to some probability mass function p(y1, y2). While this formulation may relate more
naturally to the applications where this problem is of interest, the formulation in
terms of expected reward and the formulation in terms of total reward are essentially
equivalent. That is, given any instance of the problem of maximizing expected re-
ward, we can easily modify the reward function to obtain an equivalent instance of
maximizing total reward. Conversely, any instance of the problem of maximizing total
reward is equivalent to an instance of maximizing expected reward where p(y1, y2) is
uniform. Therefore, we consider the problem of maximizing total reward simply to
reduce the amount of required notation.

Also, it is interesting to note that the corresponding centralized problem is trivial.
By the centralized problem, we mean the problem of choosing a policy γ : Y1 × Y2 →
U1×U2, to maximize the total reward. This problem is solved by simply choosing the
(u1, u2) which maximizes c(y1, y2, u1, u2) for each (y1, y2). Although the centralized
problem is easy, it was shown in [8] that TDP is NP-hard, even when |U1| = |U2| = 2.

Here we will present a simple new proof of NP-hardness to keep our treatment
self contained. We will do this by also showing that the special case of TDP with
|U1| = |U2| = 2, which we refer to as TDP-2, is NP-hard. Our proof of NP-hardness
of TDP-2 involves reducing the problem Maximum Cut [1] to TDP-2. The problem
Maximum Cut is the following. As input, we are given an undirected graph G =
(V,E). The goal is to partition the set of vertices V into two sets S and S so that
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the number of edges crossing from vertices in S to vertices in S is maximized. Given
that Maximum Cut is NP-hard, we have the following theorem.

Theorem 2.1. The problem TDP-2 is NP-hard.
Proof. Consider an arbitrary instance of Maximum Cut specified by an undi-

rected graph G = (V,E). We construct a corresponding instance of TDP-2 as follows.
Let Y1 = Y2 = V . Define c1 as

c1(y1, y2, u1, u2) =

{
|V |2 if y1 = y2 and u1 = u2,

0 otherwise.

Define c2 as

c2(y1, y2, u1, u2) =

{
1 if (y1, y2) ∈ E and u1 �= u2,

0 otherwise.

The goal is to show that the instance of Maximum Cut is solved by finding an
optimal policy for the instance of TDP-2 with reward

c(y1, y2, u1, u2) = c1(y1, y2, u1, u2) + c2(y1, y2, u1, u2).

The optimal reward satisfies |V |3 < J(γ∗
1 , γ

∗
2 ). The lower bound is achieved

by choosing any policy satisfying γ1 = γ2. Such policies maximize the component
of the reward associated with c1. As long as G contains one edge, we can always
achieve reward strictly greater than |V |3. Moreover, if γ1(i) �= γ2(i) for some i, then
J(γ1, γ2) ≤ |V |3. This is because, in this case, the component of the reward associated
with c1 is at most (|V | − 1)|V |2 and the component of the reward associated with c2
is at most |V |2. Hence γ∗

1 = γ∗
2 .

Given any decision rules γ1 and γ2 satisfying γ1 = γ2, we obtain a cut for the
instance of Maximum Cut by letting

vi ∈
{
S if γ1(vi) = 1,

S if γ1(vi) = 0

for all vi ∈ V . The capacity of this cut is exactly 1
2J(γ1, γ2) − 1

2 |V |3. Hence, any
algorithm which computes optimal policies for arbitrary instances of TDP-2 in poly-
nomial time can be easily modified to compute optimal cuts for arbitrary instances
of Maximum Cut in polynomial time.

3. An approximation algorithm. Given that TDP is NP-hard, it is highly
unlikely that an efficient algorithm for computing optimal policies exists. However, for
many NP-hard problems there exist efficient approximation algorithms which produce
suboptimal solutions which achieve a reward guaranteed to be within some constant
factor of optimal. In this section we will give an approximation algorithm for TDP

which produces a suboptimal policy in O(|Y1||Y2||U1||U2|) operations.
Before presenting our approximation algorithm, we would like to first consider

algorithms that produce person-by-person optimal policies [6]. A person-by-person
optimal policy is a pair of decision rules γ1, γ2 for which no improvement can be
obtained by modifying γ1 while leaving γ2 fixed or by modifying γ2 while leaving
γ1 fixed. A person-by-person optimal solution can be considered analogous in some
ways to a Nash equilibrium. Person-by-person optimal solutions can be computed by
choosing initial decision rule γ1 and γ2 and alternately maximizing over one decision
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Table 3.1

For this reward function there is a person-by-person optimal policy with reward J(γ1, γ2) = 8.
The optimal policy has reward J(γ∗

1 , γ
∗
2 ) = 400.

y1 = 0
u1 = 0

y1 = 0
u1 = 1

y1 = 1
u1 = 0

y1 = 1
u1 = 1

y2 = 0
u2 = 0

2 1 1 2

y2 = 0
u2 = 1

1 100 100 1

y2 = 1
u2 = 0

1 100 100 1

y2 = 1
u2 = 1

2 1 1 2

rule while leaving the other decision rule fixed until no more improvement is obtained.
For discrete problems, this process will terminate in a finite number of iterations.

For problems with rewards which are continuous, differentiable, and concave in
the variables u1 and u2, it was shown that person-by-person optimality implies global
optimality [6]. This is probably the best-known result for team decision problems. It
is natural, then, to believe that person-by-person optimal policies may be acceptable
solutions to discrete team decision problems. The purpose for considering person-
by-person optimal solutions here is to show that, in fact, person-by-person optimal
solutions may achieve a reward which is arbitrarily far from the globally optimal
reward in discrete problems.

Consider the problem instance with the reward function given in Table 3.1. For
this instance, consider the policy γ1(0) = 0, γ1(1) = 1, γ2(0) = 0, γ2(1) = 1. This
policy is person-by-person optimal and achieves a reward of J(γ1, γ2) = 8. However,
the optimal policy achieves a reward of J(γ∗

1 , γ
∗
2 ) = 400. Here, a person-by-person

optimal policy is suboptimal by a factor of 50. Of course, we can modify the example
to make the reward achieved by the person-by-person optimal as far from the optimal
reward as we like. Therefore, algorithms which start with an arbitrary policy and
seek person-by-person optimal solutions cannot produce polices which are within a
guaranteed bound of optimal.

We will now present our approximation algorithm for TDP. Roughly speaking,
this algorithm first constructs a “marginalized” reward function

c1(y1, u1) =
∑
u2,y2

c(y1, y2, u1, u2),

then computes a decision rule γ1 : Y1 → U1 which is optimal for this marginalized
reward. Then, given γ1, we compute the decision rule γ2 : Y2 → U2 which is optimal
with respect to γ1. Unlike an arbitrary person-by-person optimal policy, this policy
is guaranteed to be within a constant factor of optimal, where the factor depends on
|U1| and |U2|. To obtain the tightest suboptimality guarantee, we may first compute
γ2 and then γ1.

Algorithm 3.1. Assume, without loss of generality, that |U1| ≥ |U2|.
1. Let γ1(y1) ∈ argmaxu1{

∑
u2

∑
y2

c(y1, y2, u1, u2)} for all y1 ∈ Y1.
2. Let γ2(y2) ∈ argmaxu2{

∑
y1

c(y1, y2, γ1(y1), u2)} for all y2 ∈ Y2.
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If |U2| > |U1|, then we just compute γ2 first, followed by γ1. The approximation
guarantee for the previous algorithm is given in the following theorem.

Theorem 3.2. For TDP, Algorithm 3.1 produces a policy γ1, γ2 with value
satisfying

J(γ1, γ2) ≥
1

min{|U1|, |U2|}
J(γ∗

1 , γ
∗
2 ).

Proof. Without any loss of generality, here we will assume that |U1| ≥ |U2|. Since
γ1(y1) ∈ argmaxu1

∑
u2

∑
y2

c(y1, y2, u1, u2), we have

∑
y2

∑
u2

c(y1, y2, γ1(y1), u2) ≥
∑
y2

∑
u2

c(y1, y2, γ
∗
1 (y1), u2)

≥
∑
y2

c(y1, y2, γ
∗
1 (y1), γ

∗
2 (y2))

for each y1 ∈ Y1. Also, γ2(y2) ∈ argmaxu2

∑
y1

c(y1, y2, γ1(y1), u2), so

∑
y1

c(y1, y2, γ1(y1), γ2(y2)) ≥
1

|U2|
∑
u2

(∑
y1

c(y1, y2, γ1(y1), u2)

)

for each y2 ∈ Y2. Therefore, the reward achieved by policy γ1, γ2 satisfies

∑
y1

∑
y2

c(y1, y2, γ1(y1), γ2(y2)) ≥
∑
y2

(
1

|U2|
∑
u2

∑
y1

c(y1, y2, γ1(y1), u2)

)

=
1

|U2|
∑
y1

(∑
y2

∑
u2

c(y1, y2, γ1(y1), u2)

)

≥ 1

|U2|
∑
y1

∑
y2

c(y1, y2, γ
∗
1 (y1), γ

∗
2 (y2)).

Although the approximation guarantee degrades as the number of available deci-
sions increases, we must keep in mind that even TDP-2 is NP-hard, and in this case
we obtain an approximation factor of 1/2.

It is worth noting that Algorithm 3.1, and consequently the proof of Theorem 3.2,
has an alternate interpretation in terms of randomized decision rules. In this inter-
pretation, γ2 is initially set to be the randomized decision rule which selects actions
randomly according to a uniform distribution, regardless of the value of y2. We then
choose γ1 to be the decision rule which is optimal with respect to this randomized
γ2. Finally, the randomized γ2 is replaced with the decision rule which is optimal
with respect to the chosen γ1. While this interpretation of Algorithm 3.1 is slightly
more complex conceptually, this interpretation can be used to simplify the proof of
Theorem 3.2.

We can show that the bound is tight for this algorithm, and it is achieved on a
simple example with |U1| = |U2| = |Y1| = |Y2| = 2 . Consider the reward function
given in Table 3.2. Here, ε is some arbitrarily small constant which is simply intro-
duced to avoid any ambiguity associated with adding a tie-breaking mechanism into
the algorithm. The policy produced by the algorithm, γ1(0) = 0, γ1(1) = 0, γ2(0) = 1,
γ2(1) = 1, achieves J(γ1, γ2) = 2 + 2ε. This is true regardless of which variables we
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Table 3.2

The bound in Theorem 3.2 is tight for this reward function.

y1 = 0
u1 = 0

y1 = 0
u1 = 1

y1 = 1
u1 = 0

y1 = 1
u1 = 1

y2 = 0
u2 = 0

1 0 0 1

y2 = 0
u2 = 1

0 1 1 + ε 0

y2 = 1
u2 = 0

0 1 1 0

y2 = 1
u2 = 1

1 + ε 0 0 1

choose to marginalize over first. However, the optimal policy γ1(0) = 0, γ1(1) = 1,
γ2(0) = 0, γ2(1) = 1 achieves J(γ∗

1 , γ
∗
2 ) = 4 + ε. Since ε can be chosen arbitrarily

small, the ratio between the reward achieved by the computed policy and optimal
policy can be made arbitrarily close to 1/2. Similar examples can be constructed for
larger values of |U1| and |U2|.

It is worth noting that the policy constructed by Algorithm 3.1 in the previous
example is person-by-person optimal. This means that the bound in Theorem 3.2
is still tight even for person-by-person optimal policies obtained by iterating over
decision rules using the decision rules produced by Algorithm 3.1 as a starting point.

4. Approximation ratio for multimodular rewards. In this section we con-
sider a class of team decision problems with specially structured rewards and show
that our algorithm achieves a tighter approximation ratio on these problems. The
problems that we consider here can be thought of as the discrete counterpart of the
problems considered by Radner [6]. In particular, Radner considered problems with
rewards which are continuous, differentiable, and concave in the decision variables. It
was shown that globally optimal policies can be easily computed for these problems.
Here we consider rewards which are multimodular in discrete decision variables. Multi-
modularity is an extension of the notion of convexity to functions of discrete variables.
Discrete team decision problems with multimodular rewards were studied previously
in [9]. The authors attempt to use multimodularity to extend the results of Radner
to discrete problems. They show that necessary and sufficient optimality conditions
are not assured by multimodularity, but this property still can be exploited when
searching for optimal policies. Here we show the class of problems with multimodu-
lar rewards is still NP-hard. However, the presence of multimodularity improves the
approximation ratio to 1/2− 1/(2 max{|U1|, |U2|}) for the algorithm presented in the
previous section. Combining this with the bound proven in the last section, this gives
a bound of 1/3 in the worst case which only improves as the sizes of U1 and U2 increase.

The concept of multimodularity was introduced by Hajek in [2]. In that paper,
multimodularity is defined in terms of local properties of a function and the definition
we give below is proven later to be a property equivalent to multimodularity. However,
here we do not use most of the theory developed for multimodular functions. We use
the definition below because it most clearly relates to convexity.

Definition 4.1. A function f : Z
n → R is said to be multimodular iff there

exists a concave function g : R
n → R such that f(x) = g(x) for all x ∈ Z

n.
It is worth noting that in the existing literature, multimodular functions are

typically defined as discrete functions which coincide with convex functions. Since
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we do not know of a corresponding term for discrete functions which coincide with
concave functions, we simply refer to these as multimodular as well. Also, throughout
this section we consider functions which are defined on some subset S ⊂ Z

n. When
we say that such a function is multimodular, we mean that there is some concave
function which coincides with f everywhere on S.

We can now describe the class of reward functions that we consider in this section.
Specifically, we consider rewards c : Y1 × Y2 × U1 × U2 such that for each y1 ∈ Y1

and y2 ∈ Y2, c(y1, y2, u1, u2) is multimodular in u1 and u2. To make this statement
precise, we have U1 = {1, . . . , |U1|} and U2 = {1, . . . , |U2|}. We refer to this class of
problems as TDP-M. We can make the following claim regarding the complexity of
TDP-M.

Theorem 4.2. The problem TDP-M is NP-hard.
Proof. The show this, we just need to show that every instance of TDP-2 is an

instance of TDP-M. This is done by showing any function f : {0, 1} × {0, 1} → R is
multimodular.

For some function f : {0, 1}×{0, 1} → R, suppose that f(0, 0)+f(1, 1) ≤ f(0, 1)+
f(1, 0). We can define the following piecewise affine continuation on [0, 1] × [0, 1]:

g(x1, x2) =

{
(1−x1−x2)f(0, 0) + x1f(1, 0) + x2f(0, 1) for x1 + x2 ≤ 1,

(1−x2)f(1, 0) + (1−x1)f(0, 1) + (x1+x2−1)f(1, 1) for x1 + x2 > 1.

Verifying that this function is concave on [0, 1] × [0, 1] is somewhat tedious, but
straightforward. If f(0, 0) + f(1, 1) > f(0, 1) + f(1, 0), then we define g as

g(x1, x2) =

{
(1 − x2)f(0, 0) + (x2 − x1)f(0, 1) + x1f(1, 1) for x1 ≤ x2,

(1 − x1)f(0, 0) + (x1 − x2)f(1, 0) + x2f(1, 1) for x1 > x2,

which is concave on [0, 1] × [0, 1].
Now that we have established that TDP-M is NP-hard, our goal is to show that

our algorithm has a tighter approximation ratio for these problems. To ensure the
tightest approximation ratio for this class of problems, we make one very minor change
to the algorithm.

Algorithm 4.3. Assume, without loss of generality, that |U2| ≥ |U1|.
1. Let γ1(y1) ∈ argmaxu1{

∑
u2

∑
y2

c(y1, y2, u1, u2)} for all y1 ∈ Y1.
2. Let γ2(y2) ∈ argmaxu2

{
∑

y1
c(y1, y2, γ1(y1), u2)} for all y2 ∈ Y2.

The only difference between this algorithm and Algorithm 3.1 is the order in
which the decision rules are computed. As we saw previously, the approximation
ratio depends on the number of decisions available to the decision rule which is com-
puted second. For the approximation ratio proven in Theorem 3.2, the quality of the
approximation degrades with the number of decisions. For the approximation ratio
proven in this section, the quality of the approximation improves with the number of
decisions.

Before proving approximation ratio for TDP-M, we first need to establish several
properties of multimodular functions of a single variable.

Lemma 4.4. A function f : Z → R is multimodular iff

f(x2) ≥
x3 − x2

x3 − x1
f(x1) +

x2 − x1

x3 − x1
f(x3)

for any x1 ≤ x2 ≤ x3.
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Proof. If the inequality is violated for some x1, x2, and x3, then clearly it is
violated for any g : R → R which coincides with f . Conversely, if the inequality holds
for all x1 ≤ x2 ≤ x3, then it’s easy to verify that the piecewise affine continuation of
f ,

g(x) = (�x	 − x)f(
x�) + (x− 
x�)f(�x	),

is concave. Here, 
x� denotes the largest integer less than or equal to x and �x	
denotes the smallest integer strictly greater than x.

When proving Theorem 3.2 in the previous section, we used the fact that the sum
of a set of nonnegative numbers is an upper bound on the maximum of these numbers.
The key to obtaining a tighter approximation ratio for multimodular rewards is to
use the fact that the gap between these two quantities can be quite large when the
set of numbers corresponds to the values taken by a multimodular function. This is
stated precisely in the following theorem.

Theorem 4.5. Suppose f : {1, . . . , N} → R+ is multimodular. Then

N∑
i=1

f(i) ≥ N − 1

2
f(j)

for all j ∈ {1, . . . , N}.
Proof. Let k be such that f(k) ≥ f(j) for all j ∈ {1, . . . , N}. We just need to

show that
∑N

i=1 f(i) ≥ N−1
2 f(k). Since f(1) ≥ 0 and f(N) ≥ 0, Lemma 4.4 gives

f(i) ≥ i− 1

k − 1
f(k) for all 1 ≤ i ≤ k,

f(i) ≥ N − i

N − k
f(k) for all k ≤ i ≤ N.

If k = 1 or k = N , we just have one of these inequalities for all 1 ≤ i ≤ N . Using
these inequalities,

N∑
i=1

f(i) ≥
k∑

i=1

i− 1

k − 1
f(k) +

N∑
k+1

N − i

N − k
f(k)

=
1

k − 1

(
1

2
k(k − 1)

)
f(k) +

1

N − k

(
1

2
(N − k)(N − k − 1)

)
f(k)

=
N − 1

2
f(k).

We can now prove the main result of this section.
Theorem 4.6. For TDP-M, Algorithm 4.3 produces a policy γ1, γ2 with value

satisfying

J(γ1, γ2) ≥
(

1

2
− 1

2 max{|U1|, |U2|}

)
J(γ∗

1 , γ
∗
2 ).

Proof. Without any loss of generality, here we will assume that |U2| ≥ |U1|. In
the proof of Theorem 3.2, we use the fact that∑

u2

c(y1, y2, γ
∗
1 (y1), u2) ≥ c(y1, y2, γ

∗
1 (y1), γ

∗
2 (y2)).(4.1)
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For any fixed y1 and y2, c(y1, y2, γ
∗
1 (y1), u2) is multimodular in u2. Therefore, we can

use Theorem 4.5 to strengthen inequality (4.1) to

∑
u2

c(y1, y2, γ
∗
1 (y1), u2) ≥

|U2| − 1

2
c(y1, y2, γ

∗
1 (y1), γ

∗
2 (y2)).

This gives us the bound

∑
y1

∑
y2

c(y1, y2, γ1(y1), γ2(y2)) ≥
∑
y2

(
1

|U2|
∑
u2

∑
y1

c(y1, y2, γ1(y1), u2)

)

≥ 1

|U2|
∑
y1

∑
y2

(∑
u2

c(y1, y2, γ
∗
1 (y1), u2)

)

≥
(

1

2
− 1

2|U2|

)∑
y1

∑
y2

c(y1, y2, γ
∗
1 (y1), γ

∗
2 (y2)).

Note that this bound is not tight for the case where |U1| = 2 or |U2| = 2. This
is simply because the bound proven in Theorem 4.4 is trivial and never tight when
N = 2. Of course in this the case, the bound proven in Theorem 3.2 still holds and
is tight. With this in mind, the bound in Theorem 4.6 says that the approximation
ratio for any instance of TDP-M is at least 1/3, and approaches 1/2 as the sizes of
U1 and U2 increase.

5. Conclusions. In this paper we presented an approximation algorithm for the
discrete team decision problem [8, 9]. We focused on problems involving two decision
makers. For the general discrete team decision problem, the approximation ratio for
our algorithm depends on the number of actions available to each decision maker.
For the case when at least one decision maker chooses between two actions, which is
still NP-hard, we have an approximation ratio of 1/2. We then considered a special
case of the discrete team decision problem which can be thought of as the discrete
counterpart of the problems considered by Radner [6]. We show that this special
class of problems is still NP-hard, but the approximation ratio for our algorithm is
significantly tighter on these problems.
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ELLIPSOIDAL TECHNIQUES FOR REACHABILITY UNDER
STATE CONSTRAINTS∗
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Abstract. The paper presents a scheme to calculate approximations of reach sets and tubes
for linear control systems with time-varying coefficients, bounds on the controls, and constraints
on the state. The scheme provides tight external approximations by ellipsoid-valued tubes. The
tubes touch the reach tubes from the outside at each point of their boundary so that the surface
of the reach tube is totally covered by curves that belong to the approximating tubes. The result
is an exact parametric representation of reach tubes through families of external ellipsoidal tubes.
The parameters that characterize the approximating ellipsoids are solutions of ordinary differential
equations with coefficients given partly in explicit analytical form and partly through the solution of
a recursive optimization problem. The scheme combines the calculation of external approximations
of infinite sums and intersections of ellipsoids, and suggests an approach to calculate reach sets of
hybrid systems.
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1. Introduction. Recent activities in automation of real-time processes have
renewed interest in the calculation of reach sets X (τ, t0, x

0) of linear controlled systems
of the form

ẋ = A(t)x + B(t)u, τ ≥ t0.(1)

Typically, there are additional constraints. The most difficult calculations are for
state constraints, and for hybrid or switched systems in which the state and dynamics
are reset [23, 24, 21, 7]. State constraints are considered in this paper. Hybrid systems
are treated in a separate paper [17].

Among methods for reach set calculation are those based on ellipsoidal techniques.
Most of the early publications in this area, e.g., [1, 2], determined a single (such as
minimum volume) ellipsoid that externally approximates the reach set at a single
point in time.

In a series of papers [12, 13, 15, 16] the authors developed a parametrized family
of ellipsoidal approximations, both external and internal, which are

• tight—no other ellipsoid in the family can be “squeezed” between the reach set
and the approximating ellipsoid;

• exact—the intersection of the external ellipsoids and the union of the internal
ellipsoids equals the reach set; and

• recursive—a single differential equation provides parameters that specify ellip-
soids which approximate the reach set for all times.
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The approach in these papers is first to convert the problem of calculating the
reach set into an equivalent optimization problem; then to show that the correspond-
ing value function satisfies a forward Hamilton–Jacobi–Bellman (HJB) equation; and
finally to use convex analysis to approximate the level sets of the value function. The
same approach is followed here.

The situation in which (1) contains a disturbance term

ẋ = A(t)x + B(t)u + C(t)v, τ ≥ t0,

and reachability must be guaranteed independent of the disturbance v, requires con-
sideration of feedback control. That situation is treated in [14].

This paper deals with reach tubes for control systems (1), with bounds u(t) ∈ P(t)
on the control, and state constraints x(t) ∈ Y(t). As in the case without state con-
straints [16], the approximating tubes are generated by ellipsoid-valued maps that
satisfy a semigroup property and thus form a generalized dynamical system. The
ellipsoidal maps are chosen in a certain class, which can be characterized through
ordinary differential equations. But, unlike in [16], these differential equations now
contain parameters that are the online solutions of a recursive dual optimization prob-
lem. The optimizers of the dual problem are the Lagrange multipliers of the state
constraints, and may contain generalized Dirac delta functions [27, 28]. However, sim-
pler equations are obtained if we drop the requirement of tightness (resp., exactness).

Section 2 defines the reachability problem for general nonlinear systems. It formu-
lates the associated optimization problem and shows that its value function satisfies an
HJB equation. Section 3 uses convex analysis to characterize the reach sets for linear
systems with state constraints in terms of the maximum principle. The state con-
straints introduce a Lagrange multiplier in the adjoint equation. Section 4 derives a
different version of the maximum principle [22] that permits a recursive calculation of
the reach sets. Section 5 develops the scheme for ellipsoidal approximations. Section 6
exhibits additional properties of the multipliers. Section 7 works out the example of a
double integrator. A brief conclusion is presented in section 8. Additional properties
of the multipliers necessary for the proofs are borrowed from previous publications
and summarized in the appendix.

2. The reachability problem with state constraints. The controlled system
is described by the differential equation,

ẋ = f(t, x, u), t0 ≤ t ≤ τ,(2)

in which the state x ∈ R
n and the control u ∈ R

m are restricted by

u(t) ∈ P(t), x(t) ∈ Y(t),(3)

for all t ≥ t0. Here P(t),Y(t) are compact set-valued functions in R
m,Rn, respectively,

continuous in the Hausdorff metric. The initial state is restricted by x(t0) ∈ X 0, a
compact subset of R

n. The function f(t, x, u) is assumed to ensure uniqueness and
uniform extension of solutions to any finite interval of time for any x(t0) = x0, u(t) ∈
P(t), t ≥ t0.

Definition 2.1. Given set-valued positions {t0,X 0}, X 0 ∩ Y(t0) �= ∅, the reach
set (or “attainability domain”) X (τ, t0,X 0) at time τ > t0 is the set

X [τ ] = X (τ, t0,X 0)
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of all states x[τ ] = x(τ, t0, x
0), x0 = x(t0) ∈ X (t0) = X 0, that can be reached at

time τ by system (2), from some x0 ∈ X 0, using all possible controls u that ensure
constraints (3). The set-valued function τ �→ X [τ ] = X (τ, t0,X 0) is the reach tube
from {t0,X 0}.

The basic problem is simply stated.
Problem 2.1. Calculate the reach sets X (τ, t0,X 0), τ ≥ t0.
A fairly general approach is to relate reach sets to an optimization problem [15].

This could be done by calculating certain value functions that may be selected in
several ways. Consider first the value function

V (τ, x) = min
u

{
d2(x(t0),X 0) +

∫ τ

t0

d2(x(t),Y(t))dt

}
,(4)

under the restriction x(τ) = x. Here the minimum is over all measurable functions
u(t) ∈ P(t), x(t), t ≥ t0, is the corresponding trajectory, and

d2(x,X ) = min{(x− z, x− z)|z ∈ X}

is the square of the distance function d(x,X ).
Lemma 2.1. The following relation is true:

X (τ, t0,X 0) = {x : V (τ, x) ≤ 0}.

This follows from the definition of the reach set X (τ, t0,X 0), which is thus a level
set of V (τ, x).

To state the important semigroup property of the value function, we extend def-
inition (4) to more general boundary conditions, namely,

V (τ, x | t0, V (t0, ·)) = min
u

{
V (t0, ·) +

∫ τ

t0

d2(x(t),Y(t))dt | u(·) ∈ P(·)
}
,

under the restriction x(τ) = x. The function V (t0, ·) is any boundary condition. In
(4) the boundary condition is V (t0, x) = d2(x,X 0).

Theorem 2.1. The value function V (τ, x) satisfies the principle of optimality,
which has the semigroup form

V (τ, x | t0, V (t0, ·)) = V (τ, x | t, V (t, · | t0, V (t0, ·))), t0 ≤ t ≤ τ.(5)

These properties are established through conventional arguments [5] that also
yield similar properties for reach sets. The solution of the reachability problem can
be cast in the form of a solution of the “forward” HJB equation that follows from (5).
To develop this approach we further assume that the functions V (t, x) and ϕ(t, x) are
differentiable.

A standard procedure [5] yields

Vt(t, x) + max{(Vx(t, x), f(t, x, u)) − d2(x,Y(t)) | u(t) ∈ P(t)} = 0, t0 ≤ t ≤ τ,(6)

with boundary condition V (t0, x) = d2(x,X 0). Here Vt, Vx stand for the partial
derivatives of V (t, x). Note that the term d2(x,Y(t)) �= 0 only outside the state
constraint Y(t).

An alternative scheme relies on the value function

V (τ, x) = min
u

{ϕ0(t0, x(t0))}.(7)
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The minimum in (7) is over all u(t) ∈ P(t), t ∈ [t0, τ ], under restrictions x(τ) = x
and ϕ(t, x) ≤ 1, t ∈ [t0, τ ]. We will use this formulation for the case when

ϕ0(t0, x) = (x− x0, (X0)−1(x− x0))1/2, X0 = X0′ > 0,

ϕ(t, x) = (x− y(t), (Y (t))−1(x− y(t)))1/2, Y (t) = Y ′(t) > 0,

so that the initial condition and the state constraints are ellipsoidal:

x(t0) ∈ E(x0, X0) = {x : ϕ0(t0, x) ≤ 1},

x(t) ∈ E(y(t), Y (t)) = {x : ϕ(t, x(t)) ≤ 1, t ∈ [t0, τ ]}.

Once x(τ ; t0, x(t0)) = x(τ) = x is fixed, one may figure out whether x ∈ X (τ, t0,X 0)
by looking at the value V (τ, x). Then the respective vector x(t0) ∈ E(x0, X0) iff there
exists a control u(t), t ∈ [t0, τ ], that ensures V (τ, x) ≤ 1, so that x(τ) ∈ X (τ, t0,X 0)
iff V (τ, x) ≤ 1.

Therefore the reach set at time τ is

X (τ, t0,X 0) = {x | V (τ, x) ≤ 1},

which is thus a level set of V (τ, x), and the previously stated semigroup property of
the value function (the principle of optimality) holds again.

The solution of the reachability problem can again be cast in the form of a solution
of the forward HJB equation—now somewhat different from (6). Again assume the
functions V (t, x) and ϕ(t, x) are differentiable.

Denote

H(t, x, V, u) = Vt(t, x) + (Vx(t, x), f(t, x, u)).(8)

Lemma 2.2. The formal HJB equation is

max
u∈P(t)

H(t, x, V, u) = 0 if ϕ(t, x) < 1,(9)

and

max
u∈Ps(t)

H(t, x, V, u) = 0 if ϕ(t, x) = 1,(10)

with

Ps(t) = P(t) ∩ {u | H(t, x, ϕ, u) ≤ 0},(11)

and with the boundary condition

V (t0, x) = ϕ0(t0, x).(12)

We sketch a proof of Lemma 2.2.
Together with ϕ(t, x) < 1, the principle of optimality (5), with t0 = τ − σ, gives

0 = min
u

{V (τ − σ, x(τ − σ)) − V (τ, x) | u ∈ P(t), t ∈ [τ − σ, τ ]}(13)

or

max
u∈P(t)

{H(t, x, V, u)} = H(t, x, V, u0) = 0.(14)
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With ϕ(t, x) = 1 we apply the same principle but only through those controls that do
not allow the trajectory to move outside the state constraint. These are

Ps = {u ∈ P(t) ∩ {u | H(t, x, ϕ, u) ≤ 0}}.

Let u0(t, x) be the optimal control for the trajectory x0(t) that starts at x(τ) = x
and minimizes ϕ0(t0, x(t0)) under constraints ϕ(t, x(t)) ≤ 1, t ∈ [t0, τ ].

Note that with ϕ(t, x(t)) = 1 we have two cases: either H(t, x(t), ϕ, u0) = 0,
which means the related optimal trajectory runs along the state constraint boundary,
or

dϕ(t, x(t))/dt|u=u0 = H(t, x(t), ϕ, u0) < 0,

so the optimal trajectory departs from the boundary, and for σ > 0 we have ϕ(t +
σ, x(t+ σ)) < 1. Relations H(t, x(t), ϕ, u0) ≡ 0 and (14) allow one to find the control
u0 along the state constraint boundary.

If all the operations in (6), (9), (10) result in smooth functions, then these equa-
tions may have a classical solution [5]. Otherwise (9), (10) form a symbolic generalized
HJB equation, which has to be described in terms of subdifferentials, Dini derivatives,
or their equivalents.

However, the typical situation is that V is not differentiable. The treatment of
(6), (9), (10) then involves the notion of a generalized “viscosity” solution for these
equations or their equivalents [5, 30]. One approach is to use the method of charac-
teristics as developed for this type of equation [3, 4, 30]. But it is a fairly complicated
procedure, especially in the nonsmooth case for which the method requires additional
refinement. Another approach is to look for the solution through level set methods
[29].

However, for the specific “linear-convex” problems of this paper the function
V (t, x) is indeed differentiable. Moreover, in this case an effective ellipsoidal tech-
nique may be applied, which allows one to bypass calculation of solutions to the HJB
equation.

3. Linear-convex systems. Consider the linear system

ẋ = A(t)x + B(t)u, t0 ≤ t ≤ t1,(15)

in which A(t), B(t) are continuous, and the system is completely controllable (see
[18]). The control set P(t) is a nondegenerate ellipsoid, P(t) = E(p(t), P (t)), and

E(p(t), P (t)) = {u | (u− p(t), P (t)(u− p(t))) ≤ 1},(16)

with p(t) ∈ R
p (the center of the ellipsoid) and the symmetric positive definite matrix

function P (t) ∈ R
p×p (the shape matrix of the ellipsoid) continuous in t. The support

function of the ellipsoid is

ρ(l | E(p(t), P (t))) = max{(l, u) | u ∈ E(p(t), P (t))} = (l, p(t)) + (l, P (t)l)1/2.

The state constraint is

x(t) ∈ Y(t), t ∈ [t0, t1],(17)

in which Y(t) is an ellipsoidal-valued function Y(t) = E(y(t), Y (t)), Y (t) = Y ′(t) >
0, Y ∈ R

n×n, and with y(t), Y (t) absolutely continuous. Lastly, X 0 = E(x0, X0) is
also an ellipsoid.
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In [12] and [15] it is also assumed that the constraints on the controls and initial
values are ellipsoidal, which makes the explanations more transparent. However, these
methods are applicable to box-valued constraints as well [15, 8].

Lemma 3.1. For the linear system (15), with convex-valued restrictions (3), the
reach set X (τ, t0,X 0) at time τ is convex and compact.

Problem 3.1 for calculating the reach set is now formulated as follows.
Problem 3.1. Calculate the support functions ρ(l | X (τ, t0,X 0)), l ∈ R

n.
This is equivalent to solving the following optimal control problem with state

constraints:

ρ(l | X (τ, t0,X 0)) = max(l, x(τ))

subject to x(t0) ∈ X 0, u(t) ∈ P(t), x(t) ∈ Y(t), t0 ≤ t ≤ τ.

For each vector l the solution to the optimal control problem is attained at the
terminal point x(0)(τ) of an optimal trajectory x(0)(t), t ∈ [t0, τ ], which starts from a
point x(0)(t0) ∈ X 0 determined throughout the solution process.

We will solve Problem 3.1 by calculating the value function (7), namely,

V (τ, x) = min
u

{d(x(t0), E(x0, X0)) |x(τ, x) = x,

u(t) ∈ P(t), x(t) ∈ E(y(t), Y (t)), t ∈ [t0, τ ]},

for system (15), using the techniques of convex analysis [11, 9].
To handle the state constraints X [τ ], one usually imposes the following constraint

qualification.
Assumption 3.1. There exist a control u(t) ∈ P(t), t ∈ [t0, τ ], x0 ∈ X 0, and

ε > 0, such that the trajectory x[t] = x(t, t0, x
0) = x(t, t0, x

0 | u(·)) satisfies

x(t, t0, x
0) + εBn(0) ⊂ Y(t), t ∈ [t0, τ ].

Here Bn(0) = {z : (z, z) ≤ 1, z ∈ R
n}. Under Assumption 3.1 this gives

V (τ, x) = (l, x) − Ψ(τ, t0, l),

where

Ψ(τ, t0, l) = min{Ψ(τ, t0, l,Λ(·)) | Λ(·)},(18)

Ψ(τ, t0, l,Λ(·)) = s(t0, τ, l | Λ(·))x0 + (s(t0, τ, l | Λ(·))X0s′(t0, τ, l | Λ(·)))1/2

+

∫ τ

t0

(
s(t, τ, l | Λ(·))B(t)p(t) + (s(t, τ, l | Λ(·))B(t)P (t)B′(t)s′(t, τ, l | Λ(·)))1/2

)
dt

+

∫ τ

t0

dΛ(t)y(t) + (dΛ(t)Y (t)dΛ(t))1/2.

Here, s(t, τ, l | Λ(·)), t ≤ τ, is the row-vector solution to the adjoint equation

ds = −sA(t)dt + dΛ(t), s(τ) = l,(19)

and Λ(·) ∈ Vn[t0, τ ] is the space of n-dimensional functions of bounded variation on
[t0, τ ]. We also used the notation∫ τ

t0

(dΛ(·)Y (t)dΛ(·))1/2 = max

(∫ τ

t0

dΛ(t)h(t) | h(t) ∈ E(0, Y (t)), t ∈ [t0, τ ]

)
.
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This is the maximum of a Stieltjes integral over continuous functions h(t) ∈ E(0, Y (t)).
The minimum Ψ over Λ(·) is reached because of Assumption 3.1.

A direct consequence of formula (18) is the solution to Problem 3.1.
Theorem 3.1. Under Assumption 3.1, the support function ρ(l | X [τ ]) is given

by

ρ(l | X [τ ]) = Ψ(τ, t0, l) = min{Ψ(τ, t0, l,Λ(·)) | Λ(·) ∈ Vn[t0, τ ]}.(20)

Let Λ(0)(·) = arg min{Ψ(τ, t0, l,Λ(·)) |Λ(·) ∈ Vn[t0, τ ]} be the minimizer of (20)
and let s(0)[t] = s(t, τ, l | Λ(0)(·)) be the solution to (19) with Λ(·) = Λ(0)(·).

The application of formula (18) indicates a new approach to the next proposition.
Alternate derivations of this approach can be found in [11] and [9, pp. 116–121].

Theorem 3.2 (the “standard” maximum principle under state constraints). For
Problem 3.1 under Assumption 3.1, the optimal control u(0)(t), initial condition x(0),
and trajectory x(0)[t] = x(t, t0, x

(0)|u(0)(·)) must satisfy the “maximum principle”

s(0)[t]B(t)u(0)(t) = max{s(0)[t]B(t)u | u ∈ E(p(t), P (t))},(21)

and the “maximum conditions”∫ τ

t0

(dΛ(0)(t)y(t) + (dΛ(0)(t)Y (t)dΛ(0)′(t))1/2) =

∫ τ

t0

dΛ(0)(t)x(0)[t](22)

= max

{∫ τ

t0

(dΛ(0)(t)z(t)) | z(t) ∈ E(y(t), Y (t))

}
,

s(0)[t0]x
(0)[t0] = s(0)[t0]x

0 + (s(0)[t0], X
0s(0)[t0])

1/2 = max{s(0)[t0]x | x ∈ E(x0, X0)}.
(23)

Here we note that the minimum over Λ(·) ∈ Vn[t0, τ ] in (20) may be replaced
with the minimum over the pair {M(t), λ(t)}, with dΛ(t) = l′M(t)dλ(t), in which the
n× n matrix M(t) is continuous, and λ(·) ∈ V1[t0, τ ] is a scalar function of bounded
variation. Moreover, M(t) may be chosen within a compact set C0 of continuous
functions. This new form of the multiplier dΛ(t) is a result of combining the earlier
schemes of [6, 10]. We summarize this result as follows.

Lemma 3.2. The multiplier Λ(0)(t) allows the representation

dΛ(0)(t) = l′M (0)(t)dλ(0)(t),(24)

with M (0)(·) ∈ C0, λ
(0)(·) ∈ V1[t0, τ ].

Denote by SM (t, τ) = S(t, τ | M(·), λ(·)) the solution of the matrix equation

dS = −SA(t)dt + M(t)dλ(t), S(τ) = I.(25)

This is a symbolic expression for the linear differential equation whose solution for
fixed τ is

SM (t, τ) = exp

(∫ τ

t

A(s)ds

)
−
∫ τ

t

(
exp

∫ s

t

A(ξ)dξ

)
M(s)dλ(s),

in which the second integral is a Stieltjes integral.
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As in the scheme of [10], the single-valued functional Ψ(τ, t0, l,Λ(·)) may be sub-
stituted with the set-valued integral

R(τ, t0,M(·), λ(·),X 0) = S(t0, τ | M(·), λ(·))E(x0, X0)

+

∫ τ

t0

S(t, τ | M(·), λ(·))B(t)E(p(t), P (t))dt +

∫ τ

t0

dλ(t)M(t)E(y(t), Y (t))dt,
(26)

which yields the next result whose analytical form differs from that in [10].
Lemma 3.3. The following equalities hold:

X [τ ] = ∩{R(τ, t0,M(·), λ(·),X 0) | M(·), λ(·)}

= ∩{R(τ, t0,M(·), λ(·),X 0) | M(·), λ ≡ t},

for M(·) ∈ C0, λ ∈ V1[t0, τ ].
Note that l′M(t)dλ(t) = dΛ(·) is the Lagrange multiplier responsible for the state

constraint, with M(t) continuous in t, and λ(t), with bounded variation, responsible
for the jumps of the multiplier Λ(·). Such properties of the multipliers are due to the
linearity of the system and the type of the constraints on u, x, taken in this paper
(see [9, 6]). In general, the multipliers responsible for the state constraints may be
represented through a measure of general type and therefore may contain singular
components. This is not the case, however, in the problems of this paper due to the
next assumption which is now required.

Assumption 3.2. The multipliers Λ(0)(t), λ(0)(t) do not have singular components.
Lemma 3.4. Assumption 3.2 holds if the support function ρ(q | Y(t)) is absolutely

continuous in t, uniformly in q, (q, q) ≤ 1, and for each l the optimal trajectory for
Problem 3.1 visits the boundary ∂Y(t) for a finite number of intervals.

Note that Lemma 3.3 gives the reach set at time τ as an intersection of sets
R(τ, t0,M(·), λ(·),X 0) parametrized by functions M(·) ∈ C0. Theorem 3.1 or Lem-
ma 3.3 may be used to calculate the reach set X [τ ] for any fixed time τ .

However, on many occasions our objective is to recursively calculate the whole
tube X [τ ], τ ≥ t0. This means that while solving Problem 2.1 for increasing values of
τ , we want a procedure that does not require one to solve the whole problem “afresh”
for each new value of τ , but allows the use of the solutions for previous values.

There is a difficulty here, namely, given M(·), λ(·), one may observe that in gen-
eral, R(τ, t0,M(·), λ(·),X 0) �= R(τ, t,M(·), λ(·), R(t, t0,M(·), λ(·),X 0)), which means
R given by (26) does not satisfy the semigroup property. Therefore Theorem 3.2 and
Lemmas 3.2 and 3.3 have to be modified to meet the recursion requirements. Such a
move would yield a modified version of the maximum principle under state constraints
for linear systems that eliminates the last difficulty.

4. The modified maximum principle. To achieve the desired results, in the
following sections we shall use some properties related to the structure of the optimal
controls and the state constraints. These properties and additional assumptions are
summarized in the appendix and are typical of the problems under discussion. They
are borrowed from previous investigations.

Starting with Assumptions 3.1 and 3.2 and presuming the conditions of Lemma 3.4
are true, let us first restrict Λ in (24) to satisfy the relation dΛ(t) = l′M(t)dλ(t), in
which λ(t) is absolutely continuous. According to Property A.1 of the appendix this

means dΛ(t) = l′M(t)η(t)dt, and η(t) = dλ(t)/dt ≡ 0 for t ∈ TY = {t | x(0)
l (t) ∈

intY(t)}, when x
(0)
l (t) is the optimal trajectory for Problem 3.1, for the given l.
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Denoting L(t) = S−1′(t, τ | M(·), η(·))M(t)η(t), we may replace

dS/dt = −SA(t) + M(t)η(t), S(t0, t0 | M(·), l(·)) = I,(27)

whose solution is S(t, τ | M(·), l(·)), with

dSL/dt = −SL(A(t) − L(t)), SL(τ, τ) = I,

whose solution is SL(t, τ). Then S(t, τ | M(·), l(·)) ≡ SL(t, τ), t ∈ [t0, τ ].
In this case, R(τ, t0,M(·), η(·),X 0) transforms into

R(τ, t0, L(·)) = SL(t0, τ)E(x0, X0) +

∫ τ

t0

SL(t, τ)(E(B(t)p(t), B(t)P (t)B′(t))

+L(t)E(y(t), Y (t)))dt = X (τ, t0, L(·),X 0) = XL[τ ],

and XL[τ ] turns out to be the solution to the differential inclusion

ẋ(t) ∈ (A(t) − L(t))x + L(t)E(y(t), Y (t)) + E(B(t)p(t), B(t)P (t)B′(t)),(28)

t ≥ t0, x0 ∈ E(x0, X0).(29)

Here also the compact set C0 of functions M(t) transforms into a compact set C00 of
functions L(t).

We thus arrive at the following important property, which is similar to those
proved in [10].

Lemma 4.1. The reach set X [τ ] is the intersection

X [τ ] = ∩{XL(τ, t0, E(x0, X0)) | L(·)}(30)

of the “cuts” or “sections” XL(τ, t0, E(x0, X0)) of the reach tubes (solution tubes)
XL(·) = {XL[t] : t ≥ t0} of the differential inclusion (28), (29). The intersection is
over all L(·) ∈ C00, a compact set of continuous matrix functions L(t), t ∈ [t0, τ ].

A further calculation using convex analysis yields the next formula.
Theorem 4.1. The support function

ρ(l | X (τ, t0, E(x0, X0))) = inf{ρ(l | XL(τ, t0, E(x0, X0))) | L(·)},(31)

with

ρ(l | XL(τ, t0, E(x(0), X0))) = (l, x�
L[t]) + (l, GL(τ, t0)X

0G′
L(τ, t0)l)

1/2(32)

+

∫ τ

t0

(l, GL(τ, s)B(s)P (s)B′(s)G′
L(τ, s)l)1/2ds

+

∫ τ

t0

(l, GL(τ, s)L(s)Y (s)L′(s)G′
L(τ, s)l)1/2ds.
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Here

x�
L[t] = GL(t, t0)x

0 +

∫ t

t0

GL(t, s)B(s)p(s)ds,

and GL(τ, s) = SL(s, τ) is the transition matrix for the homogeneous system

ẋ = (A(t) − L(t))x ; GL(t, t) = I, L(·) ∈ C00.

The significance of the last result is that in this specific problem the support
function of the intersection (30) is equal to the pointwise infimum (31) of the support
functions rather than to their infimal convolution as given by general theory [25].

It is not unimportant to specify when the infimum in (31) is attained; that is, it is
actually a minimum. Indeed, it may happen that for a given l, the minimum over L(·)
is in the class C00 (this, for example, is the case when λ(t) turns out to be absolutely
continuous, as in the above). But to ensure the minimum is always reached, we have
to broaden the class of functions L(·).

To illustrate how to continue the procedure we will assume the following.
Assumption 4.1. For each l ∈ R

n, the optimal trajectory x0
l (t) of Problem 3.1

visits the boundary ∂Y(t) only during one time interval [t1, t2], t0 ≤ t1, t2 ≤ τ .
(The case of finite or countable collection of such intervals is treated in a similar way.)

Then, instead of the product M(t)l(t), in (27) we must deal with multipliers of
the form M(t) = M(t)l(t) + M1δ(t − t1) + M2δ(t − t2), where M1,M2 are n × n
matrices.

By introducing a new multiplier L(t) = L(t)+L1δ(t−t1)+L2δ(t−t2) under trans-
formation L(t) = S−1(t, τ | M(·))M(t), we shall match the formulas for R(τ, t0,M(·))
and its transformed version R(τ, t0,L(·)).

Applying the schemes of [6, 10] to the specific case of this paper, it is possible to
rewrite the preceding assertions.

Lemma 4.2. The support function

(33)

ρ(l | X [τ ]) = ρ(l | X (τ, t0, E(x0, X0))) = min{ρ(l | XL(τ, t0, E(x0, X0)) | L(·)},

with

ρ(l | XL(τ, t0, E(x0, X0)) = Φ(l,L(·), τ, t0),(34)

and

Φ(l,L(·), τ, t0) = (l, x∗[t]) + (l,G(τ, t0)X
0G′(τ, t0)l)

1/2(35)

+

∫ τ

t0

(l,G(τ, s)B(s)P (s)B′(s)G′(τ, s)l)1/2ds

+

∫ τ

t0

(l,G(τ, s)L(s)Y (s)L′(s)G′(τ, s)l)1/2ds

+

∫ τ

t0

(l,G(τ, s)L1Y (s)L′
1G′(τ, s)l)1/2dχ(s, t1)

+

∫ τ

t0

(l,G(τ, s)L2Y (s)L′
2G′(τ, s)l)1/2dχ(s, t2).
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Here G(τ, s) is the transition matrix for the homogeneous system

dx = (A(t) − L(t))xdt− L1xdχ(s, t1) − L2xdχ(s, t2),

namely,

G(τ, s) = exp

(∫ τ

s

(A(ξ) − L(ξ))dt−
∫ τ

s

(L1dχ(s, t1) + L2dχ(s, t2))

)
,

so that

x(t) = G(τ, t0)x
0,

and χ(s, t′) is the step function,

χ(s, t′) ≡ 0, s < t′; χ(s, t′) ≡ 1, s ≥ t′, dχ(s, t′)/ds = δ(s− t′).

The vector x∗[t] in (35) may be described by

dx∗[t] = ((A(t) − L(t))x∗[t] + B(t)p(t) + L(t)y(t))dt,

−L1(x∗[t] − y(t))dχ(s, t1) − L2(x∗[t] − y(t))dχ(s, t2), x∗[t0] = x0.
(36)

Remark 4.1. Note that in the exponent G(t, s) we have the difference of a Riemann
integral and a Riemann–Stieltjes integral. On the other hand, the last two integrals
in (35) should be interpreted as Lebesgue–Stieltjes integrals [20, 26]. This does not
cause additional difficulty since the multipliers L1, L2 are among the optimizers in
(33).

A result similar to (30) is all the more true for the sets XL(τ, t0, E(x0, X0)).
Corollary 4.1. The following intersection holds:

X [τ ] = X (τ, t0, E(x0, X0)) = ∩{XL(τ, t0, E(x0, X0)) | L(·)}.

The difference between Lemmas 4.1 and 4.2 is that in the former it is not guar-
anteed that the boundary ∂X [τ ] is touched at each point by one of the intersecting
sets XL(τ, t0, E(x0, X0)), whereas in the latter the boundary ∂X [τ ] is indeed touched
at each point by one of the sets XL(τ, t0, E(x0, X0)). This is because the minimum in
(33) is attained.

Under Assumptions 3.1, 3.2, 4.1, and Assumption A.1 of the appendix, the rea-
soning above leads to the next result.

Lemma 4.3. The reach set X [t] = X (t, t0, E(x0, X0)) is a convex compact set in
R

n which evolves continuously in t.
The boundary of the reach set X [t] has an important characterization. Consider

a point x∗ on the boundary ∂X [τ ] of the reach set X [τ ] = X (τ, t0, E(x0, X0)).1

Then there exists a support vector z∗ such that

(z∗, x∗) = ρ(z∗ | X [τ ]).

Let L0(·) be the minimizer for the problem (see (33))

ρ(z∗ | X [τ ]) = min{Φ(z∗,L(·), τ, t0) | L(·)} = Φ(z∗,L0(·), τ, t0).(37)

1The boundary ∂X [τ ] of X [τ ] may be defined as the set ∂X [τ ] = X [τ ] \ intX [τ ]. Under the
controllability assumption, X [τ ] has a nonempty interior, intX [τ ] �= ∅, τ > t0.
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Then the control u = u∗(t), the initial state x(t0) = x∗0 ∈ E(x0, X0), and the
corresponding trajectory x∗(t), along which system (15) is transferred from state
x∗(t0) = x∗0 to x(τ) = x∗, are specified by the following “modified maximum princi-
ple.”

Theorem 4.2 (the modified maximum principle under state constraints). For
Problem 3.1, suppose state x∗ is such that

(z∗, x∗) = ρ(z∗ | X [τ ]).

Then the control u∗(t), which steers the system (15) from x∗(t0) = x∗0 to x∗(τ) = x∗

under constraints u(t) ∈ E(p(t), P (t)), x(t) ∈ E(y(t), Y (t)) while ensuring

(z∗, x∗) = max{(z∗, x) | x ∈ X [τ ]},

satisfies the following pointwise “maximum principle” for the control (s ∈ [t0, τ ]):

(z∗′G0(τ, s)B(s), u∗(s)) = max
u

{(z∗′G0(τ, s)B(s), u) | u ∈ E(p(s), P (s))}(38)

= (z∗,G0(τ, s)B(s)p(s)) + (z∗,G0(τ, s)B(s)P (s)B′(s)G0(τ, s)z∗)1/2, s ∈ [t0, τ ],

and the “maximum conditions” for the system trajectory (pointwise),

(z∗
′G0(τ, s)L0(s), x∗(s)) = max

p
{(z∗′G0(τ, s)L0(s), p) | p ∈ E(y(s), Y (s))}(39)

= (z∗
′G0(τ, s)L0(s)y(s)) + (z∗,G0(τ, s)L0(s)Y (s)L0′(s)G0(τ, s)z∗)1/2,

and the initial state,

(z∗,G0(τ, t0)x
∗0) = max{(z∗, x) | x ∈ G0(τ, t0)} = ρ(z∗ | E(x0, X0))(40)

= (z∗,G0(τ, t0)x
0) + (z∗,G0(τ, t0)X

0G0′(τ, t0)z
∗)1/2.

Here G0(τ, s) stands for the matrix function G(τ, s) taken for L0(s)—the minimizer
of problem (37).

The function h(τ, s)) = l∗
′G0(τ, s)B(s) is taken right-continuous.2

Remark 4.2. Suppose we want to solve Problem 3.1, seeking ρ(l∗(t) | X [t]) along
a curve l∗(t), t > t0. Then, taking l∗(t) = l′∗(G0)−1(t, s), one may observe that the
integrands in functional Φ(l∗(t),L0(·), t, t0) of (33)–(35) will be independent of t. This
property ensures the existence of a recursive computational procedure, as indicated in
the next section (see also [15]). The modified maximum principle of this section thus
allows a solution in recursive form. This is not the case for the standard maximum
principle.

We now pass to the construction of ellipsoidal approximations for the reach sets.

2In the general case, under Assumption 3.2, the optimal trajectory may visit the smooth boundary
of the state constraint for a countable set of closed intervals, and the function L0

∗(·) allows not more
than a countable set of discontinuities of the first order.
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5. External ellipsoids. Despite the linearity of the system, the direct calcu-
lation of reach sets is rather difficult. Among effective methods for such calcula-
tions are those that rely on ellipsoidal techniques [12, 15]. Indeed, although the
initial set E(x0, X0) and the control set E(q(t), Q(t)) are ellipsoids, the reach set
X [t] = X (t, t0, E(x0, X0)) will of course not generally be an ellipsoid.

As shown in [12, 15], in the absence of state constraints the reach set X [t] may
be approximated both externally and internally by ellipsoids E− and E+, with E− ⊆
X [t] ⊆ E+. Here we deal only with external approximations, but taken under state
constraints.

An approximation E(x+, X+) is said to be tight if there exists a vector z ∈ R
n

such that ρ(z | E(x+, X+)) = ρ(z | X [t]) (the ellipsoid E(x+, X+) touches X [t] along
direction z). We shall look for external approximations that are tight, on one hand,
and are also recursively computable, on the other.

In order to apply ellipsoidal techniques to state-constrained problems, recall
Lemma 4.1 and Corollary 4.1, which indicate how the reach set X [t] = X (t, t0,X 0)
may be presented as an intersection of reach sets XL or XL for the system (28) or (36)
without state constraints. We first study how to approximate sets XL by ellipsoids.

To demonstrate the nature of the procedures suggested in this paper we shall
introduce the ellipsoidal technique in two stages. First, transform the system coordi-
nates in (15) from x to z according to the formula z(t) = S(t, t0)x(t), with

dS(t, t0)/dt = −S(t, t0)A(t), S(t0, t0) = I.

Then system (15) and state constraint x(t) ∈ Y(t) transform into

(41)

ż = S(t, t0)B(t)u = BN (t)u, z(t) ∈ S(t, t0)E(y(t), Y (t)), z(t0) ∈ S(t, t0)E(x0, X0),

while the constraint on control u ∈ P(t) = E(p(t), P (t)) remains the same.
Returning to the old notation, we will deal with system

ẋ = B(t)u, x(t0) ∈ E(x0, X0), y(t) ∈ Y(t).(42)

Thus, without loss of generality, in the forthcoming formulas we assume A(t) ≡ 0.
Problem 5.1. Given a vector function l∗(t), continuously differentiable in t, find

external ellipsoids EL+[t] = E(x∗
L(t), X∗

L(t)) ⊃ XL[t] such that for all t ≥ t0, the
equalities

ρ(l∗(t) | XL[t]) = ρ(l∗(t) | EL+[t]) = (l∗(t), x∗
L(t))

hold, so that the supporting hyperplane for XL[t] generated by l∗(t), namely, the
plane (x − x∗

L(t), l∗(t)) = 0 which touches XL[t] at point x∗(t), is also a supporting
hyperplane for EL+[t] and touches it at the same point.

Remark 5.1. Under Assumption 4.1 for the optimal trajectories x(0)(·) of Prob-
lem 3.1 the boundary ∂X [τ ] of the reach set X [τ ] consists of three types of points,
namely (I) those that are reached by x(0)(τ) without having visited the boundary of
the state constraint, then (II) those that are reached by x(0)(τ) after having visited
the boundary of the state constraint, and (III) those that lie on the boundary of the
state constraint. Since case (I) has been investigated in detail in [15] and case (III) is
trivial, our present investigation actually deals only with case (II).

Apart from Assumptions 3.1 and 3.2, let us assume in this section that the func-
tions L(·) in what follows do not have any delta function components. (The case when
such components are present is treated in the next section.)
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The solution to Problem 5.1 is given within the following statement.
Theorem 5.1. With l∗(t) given, the solution to Problem 5.1 is an ellipsoid

E∗
L+[t] = EL(x∗

L(t), X∗
L[t]), in which

X∗
L[t] =

(∫ t

t0

(pu(t, s) + pY (t, s))ds + p0(t, s)

)
(43)

×
(∫ t

t0

(pu(t, s))−1GL(t, s)B(s)P (s)B′(s)G′
L(t, s)ds

+

∫ t

t0

(pY (t, s))−1GL(t, s)Lt(s)Y (s)Lt
′(s)G′

L(t, s)ds + p−1
0 (t)GL(t, t0)X

0G′
L(t, t0)

)
,

and

pu(t, s) = (l∗(t), GL(t, s)P (s)G′
L(t, s)l∗(t))1/2,(44)

pY (t, s) = (l∗(t), GL(t, s)Lt(s)Y (s)LtG
′
L(t, s)l∗(t))1/2,

p0(t) = (l(t0), GL(t, t0)X
0G′

L(t, t0)l(t0))
1/2,

with x∗
L(t) = x�

L[t].
This result follows from [12, 15]. Since the calculations have to be made for

all t, the parametrizing functions pu(t, s), pY (t, s), s ∈ [t0, t], p0(t) must also formally
depend on t.

In other words, relations (43), (44) need to be calculated “afresh” for each t.
It may be more convenient for computational purposes to have them in recursive
form. As indicated in [15], in the absence of state constraints this could be done by
selecting function l∗(t) in an appropriate way. For the case of state constraints we
follow Remark 4.2, arriving at the next assumption.

Assumption 5.1. The function l∗(t) is of the form l∗
′
(t) = l′∗GL(t0, t), with

l∗ ∈ R
n given.

Under Assumption 5.1 the function l∗(t) is the solution to the differential equation

l̇∗ = L′(t)l∗, l∗(t0) = l∗.(45)

The tight external ellipsoids to XL(t), which are

E(x∗
L(t), X∗

L(t)) ⊇ XL(t) ⊇ X [t],

may be described applying the formulas of [15, p. 189] to system (28). Each of these
ellipsoids will be an external estimate for X [t].

But to describe the collection of tight ellipsoids for X [t] we have to ensure the
following property:

ρ(l|X [t]) = min{(l, x∗
L(t)) + (l,X∗

L+(t)l)1/2 | L(·) ∈ C00}.(46)

Under our assumptions the minimum over L(·) in (33) is attained for any l =
l∗(t) = G′

L(t0, t)l
∗ ∈ R

n, the minimizers being denoted as Lt
∗(·) ∈ C00.

3

3The same minimum value is also attained here in classes of functions broader than C00.
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But prior to moving ahead we have to investigate the following. Suppose element
Lt
∗(s) is the minimizer of functional

Φ(G′
L(t0, t)l∗, L(·), t, t0) = Φ(l∗, L(·), t, t0).

The question is, If we minimize function Φ(l∗, L(·), t + σ, t0), σ > 0, over a larger
interval [t0, t+σ] than before, will the minimizer Lt+σ

∗ (s), for the latter problem, taken
within s ∈ [t0, t], be the same as the minimizer Lt

∗(s), s ∈ [t0, t] for Φ(l∗, L(·), t, t0)?
The answer to this question is given by the next lemma.
Lemma 5.1. Taking l = l∗(t) according to Assumption 5.1, suppose Lt

∗(s), s ∈
[t0, t]and Lt+σ

∗ (s), s ∈ [t0, t+σ], σ > 0, are the minimizers of functionals Φ(l, L(·), t, t0)
and Φ(l, L(·), t + σ, t0), respectively. Then

Lt
∗(s) ≡ Lt+σ

∗ (s), s ∈ [t0, t].

The proof is achieved by contradiction. Note that under Assumption 5.1 and due
to Property A.1 of the appendix we may always take L(t) ≡ 0 when t < τ1, t > τ2,
where τ1, τ2 are the points of arrival and departure at the state constraint.

Following Assumption 5.1, we proceed further by selecting L(·) to be the mini-
mizer of functional Φ(l∗, L(·), t, t0), namely, we now take L(s) = Lt

∗(s) = L∗(s), s ∈
[t0, t], which depends on l∗, s, but, as indicated in Lemma 5.1, does not depend on t.

Let G∗(t, s) denote the transition matrix for the homogeneous system (45) when
L(t) ≡ L∗(t).

Then pu(t, s), pY (t, s), p0(t) of (44) transform into

pu(t, s) = (l∗, G∗(t0, s)B(s)P (s)B′(s)G′
∗(t0, s)l∗)

1/2 = pu(s),(47)

pY (t, s) = (l∗, G∗(t0, s)L∗(s)Y (s)L∗
′(s)G′

∗(t0, s)l∗)
1/2 = pY (s),

p0(t) = (l∗, X
0l∗)

1/2 = p0;

matrix X∗
L[t] transforms into

X∗
+[t] =

(∫ t

t0

(pu(s) + pY (s))ds + p0

)
(48)

×
(∫ t

t0

(pu(s))−1G∗(t0, s)B(s)P (s)B′(s)G′
∗(t0, s)ds

+

∫ t

t0

(pY (s))−1G∗(t0, s)L∗(s)Y (s)L∗
′(s)G′

∗(t0, s)ds + p−1
0 X0

)
;

and the function Φ(l∗(t), L∗t(·), t, t0) transforms into

Φ(l∗, L∗t(·), t, t0)(49)

= (l∗, x
∗(t)) + (l∗, X

0l∗)
1/2 +

∫ t

t0

(l∗, G∗(t0, s)B(s)P (s)B′(s)G′
∗(t0, s)l∗)

1/2ds

+

∫ t

t0

(l∗, G∗(t0, s)L∗(s)Y (s)L′
∗(s)G

′
∗(t0, s)l∗)

1/2ds,
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with x∗
L(t) transformed into

x∗
+[t] = x0 +

∫ t

t0

G∗(t0, s)(B(s)p(s) + L∗(s)y(s))ds.

We may now differentiate X∗
+[t], x∗

+[t]. According to the appendix, the necessary
condition (68) for a jump in L∗(t) is not fulfilled, and therefore L∗(t) ≡ L0(t).

Denoting

πu(t) = pu(t)

(∫ t

t0

(pu(s) + pY (s))ds + p0

)−1

,

πY (t) = pY (t)

(∫ t

t0

(pu(s) + pY (s))ds + p0

)−1

,(50)

and differentiating X∗
+[t], x∗[t], we arrive at

Ẋ∗
+[t] = (πu(t) + πY (t))X∗

+[t] + (πu(t))−1G∗(t0, t)B(t)P (t)B′(t)G∗
′(t0, t)(51)

+(πY (t))−1G∗(t0, t)L∗(t)Y (t)L′
∗(t)G∗

′(t0, t),

ẋ∗
+[t] = G∗(t0, t)B(t)p(t) + L∗(t)y(t),(52)

X∗
+[t0] = X0, x∗[t0] = x0.(53)

Returning to the function l∗(t) = G′
L(t0, t)l∗ with G′

L(t, s) = G∗(t, s), we have
X+[t] = G∗(t, t0)X

∗
+[t]G∗(t, t0) and

Ẋ+[t] = (A(t) − L∗(t))X+[t] + X+[t](A(t) − L∗(t))
′ + G∗(t, t0)Ẋ

∗
+[t]G∗(t, t0),(54)

so that

Ẋ+[t] = −L∗(t)X+[t] −X+[t]L∗(t)(55)

+(πu(t) + πY (t))X+[t] + (πu(t))−1B(t)P (t)B′(t) + (πY (t))−1L∗(t)Y (t)L∗
′(t)

and

ẋ+ = −L∗(t)x+ + B(t)p(t) + L∗(t)y(t).

Finally, returning to the case A(t) �= 0, we have

X+[t] = S(t, t0)X+[t]S′(t, t0), x(t) = S(t, t0)x+(t),

Ẋ+[t] = (A(t) − L∗(t))X+[t] + X+[t](A(t) − L∗(t))(56)

+ (πu(t) + πY (t))X+[t] + (πu(t))−1B(t)P (t)B′(t)

+ (πY (t))−1L∗(t)Y (t)L∗
′(t), X+[t0] = X0,

and

ẋ = (A(t) − L∗(t))x + B(t)p(t) + L∗(t)y(t), x(t0) = x0.(57)
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Rewriting πu(t), πY (t) following schemes of [15, p. 189] for these items (see also
Property A.4 of the appendix), we have

πu(t) = (l∗(t), B(t)P (t)B′(t)l∗(t))1/2/(l∗(t), X∗
+(t)l∗(t))1/2,(58)

πY (t) = (l∗(t), L∗(t)Y (t)L′
∗(t)l

∗(t))1/2/(l∗(t), X∗
+(t)l∗(t))1/2.

Summarizing the results we come to the following.
Theorem 5.2. With shape matrix Y (t) of the state constraint being nondegen-

erate and if, under Assumptions 3.1, 4.1, and A.1, the multipliers L∗(t) responsible
for the state constraint have no jumps (dΛ(t) = λ(t)dt), then the external ellipsoids
E(x[t],X[t]) ⊇ X [t] have the form (56), (57) with X[t0] = X0, x[t0] = x0.

Moreover, with l∗(t) = G∗
′(t0, t)l∗, l∗ ∈ R

n, the ellipsoids E(x[t],X[t]) touch the
set X [t] along the curve x∗(t) which satisfies the condition

(l∗(t), x∗(t)) = ρ(l∗(t) | X [t]), t ≤ τ1, t ≥ τ2,

so that

(l∗(t), x∗(t)) = ρ(l∗(t) | X [t]) = ρ(l∗(t) | E(x[t],X[t])).(59)

On the state constraint boundary, with t ∈ [τ1, τ2], the trajectory which satisfies
the first equality of (59) may be uniquely determined by the maximum condition (39).

The overall procedure of calculation for Problem 3.1 starting from a point in the
interior of the state constraint is as follows.

(i) Consider an array of initial vectors l∗ located on the unit ball B(0) in R
n.

Then for each l∗ proceed as follows (possibly, in parallel).
(ii) For each l∗ construct the array of external ellipsoids E+[τ ]l∗ for Problem 3.1

of system (15) without state constraints following the explicit formulas of [15].
(iii) Construct the array of ellipsoids E(x[t],X[t]), namely,

(iii-a) for a given l∗ find related l∗(t) = l∗G∗(t, t0) and, further on, the related
curve x(0)(t) for the reachability problem without state constraints. Note that on
the interval [t0, τ1), where L∗(t) ≡ 0, we have

x(0)(t) = x∗(t) + X+(t)l∗(t)(l∗(t), X+(t)l∗(t))1/2,

where the explicit relations for elements x∗(t), X+(t) of this formula are indicated
in Property A.4 of the appendix. Follow curve x(0)(t) until the state constraint
boundary is reached at time, say, τ1;

(iii-b) for l∗(τ1) solve the optimization problem (33) over L(·). Use Lemma A.1
of the appendix for additional information on optimizer L∗(·), taking τ2 as a
parameter which varies within interval [τ1, τ ];

(iii-c) given optimizer L∗(·), which depends on the selected l∗, solve equations
(56), (57), determining the related external ellipsoid El∗(x[t],X[t]).
(iv) In view of Remark 5.1, the intersection

∩{E+[τ ]l∗ |l∗ ∈ B(0)} ∩ {El∗(x[t],X[t]) | l∗ ∈ B(0)} ∩ E(y(τ), Y (τ)) = Xa[τ ] ⊇ X [τ ]

is an external approximation of X [τ ]. Loosely speaking, the greater is the number of
vectors l∗ used as starting points of the calculations, the more accurate will be the
approximation Xa.
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Remark 5.2. If it is not necessary to find the tight external approximations for
the exact reach set X [τ ], but a conservative estimate of X [τ ] using only one ellipsoid
would suffice, then there is no need to solve the optimization problem (33) in L, since
the ellipsoids E(x[t],X[t]), defined by (56), (57), happen to be external estimates of
X [τ ] for all L(·). One may single out one of these through some appropriate criterion.

An obviously conservative estimate may also be obtained by intersecting the reach
set without state constraints with the ellipsoid that defines the state constraint. The
objective of this paper, however, is to indicate the calculation of the exact reach set
under state constraints, especially when the state constraint produces a reach set
different from the one without state constraints.

We now pass to the more general case, in which the multipliers may have delta
function components.

6. Generalized multipliers. In this section, Assumptions 3.1 and A.1 and the
conditions of Lemma 3.4 are taken to be true together with Assumption 3.2. This
allows us to consider ellipsoidal approximations without the additional requirement
of Property A.2 in the appendix.

Now functional Φ(l,L(·), τ, t0) has the form (35), and its minimizer for a given
l = l∗(τ) is of the form

L0(t) = L0
∗(t) + L0

1δ(t− τ1) − L0
2δ(t− τ2)

for all l∗(τ) with L0
∗(t) absolutely continuous and L0

∗(t) ≡ 0 whenever x∗(t) ∈ intY(t).

Then the respective transition matrix is G(t, s) = G0
∗(t, s) and l∗(t) = G0

∗
′
(t, s)l∗.

Here L0(·) may be interpreted as the generalized derivative of a generalized
Lagrange multiplier Λ0(·) similar to Λ0(·) of section 3. Λ0(·) is piecewise abso-
lutely right-continuous, with possible jumps at points τ1, τ2 and possible jumps at
t0 and/or τ (when it happens that t0 = τ1 and/or τ = τ2). Λ0(t) ≡ const, whenever
x∗(t) ∈ intY(t).

Following the reasoning of the previous section, we may derive equations for the
approximating external ellipsoids similar to (56), (57). The necessary prerequisites
for such a move are similar to Lemma 5.1 and Theorems 5.1 and 5.2.

Thus, we come to equations for the tight external ellipsoids:

(60)

dx∗ = ((A(t) − L0
∗(t))x

∗ + (B(t)p(t) + L0
∗(t)y(t))dt−

2∑
i=1

L0
i (x

∗ − y(t))dχi(t, τi),

dX+[t] = ((A(t) − L0
∗(t))X+[t] + X+[t](A′(t) − L0

∗
′
(t))dt(61)

+

(
πu(t) + πY (t) +

k∑
i=1

πi

)
X+[t]dt + (πu(t))−1B(t)P (t)B′(t)dt

+(πY (t))−1L0
∗(t)Y (t)L0′

∗ (t)dt +

2∑
i=1

π−1
i L0

iY (t)L0′

i dχ(t, τi),

X+[t0] = X0, x∗(t0) = x0.

The πi > 0 are additional parametrizing coefficients similar to πY (t).
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The last equation may be interpreted as before (see Remark 4.1).
Theorem 6.1. Under Assumptions 3.2, A.1, 5.1, and those of Lemma 3.4 with

l∗(t) = G′
∗
0
(t0, t)l∗, l∗ ∈ R

n, the external ellipsoids E(x∗(t), X∗
+[t]) ⊇ X [t] have the

form (52), (55) with X∗
+[t0] = X0, x∗(t0) = x0. One may select the parametrizing

coefficients πu, πY (t), pi so that the ellipsoids E(x∗(t), X∗
+[t]) touch set X [t] along the

curve x∗(t), which satisfies condition (59).
If the optimal trajectories visit the boundary of the state constraint m > 1 times,

then the reasoning is the same as in the above, and the sums in (60), (61) will have
2m terms.

Remark 6.1. The results of this paper remain true if the state constraint is
applied to a system output z(t) = Tx(t), z ∈ R

k, k < n, rather than to the whole
state vector x. The state constraint Y is then given by an elliptical cylinder in R

n.
The proofs may be achieved either by directly following the scheme of this paper or
by substituting the elliptical cylinder with an ellipsoid having n − k axes of size r
followed by the limit transition r → ∞.

7. Example. The system is the double integrator:

ẋ1 = x2, ẋ2 = u, x(0) = 0,(62)

under constraints

|u| ≤ μ, |x2| ≤ ν.(63)

We wish to find the reach set X [τ ] at time τ > 0.
The state constraint may be treated either directly or as a limit as ε → 0 of the

ellipsoid ε2x2
1 + x2

2 ≤ ν2.
The treatment of this example in [9, p. 119] indicated the following:
1. The boundary of the reach set X [τ ] at each time τ consists of three types of

points as follows:
(a) points reached without visiting the boundary of the state constraint;
(b) points reached after visiting the boundary of the state constraint for

some time;
(c) points on the boundary of the state constraint.

2. Each optimal trajectory x(0)(t), for given l ∈ R
2, visits the state constraint

not more than once.
3. The necessary conditions for a jump of the multiplier responsible for the state

constraint are not fulfilled, so there are no jumps.
4. Assumption A.1 of the appendix is fulfilled.

Case (1a) is treated according to [15, p. 202], while case (1c) is trivial. Therefore we
concentrate on case (1b).

The exact parametric equations for case (1b) may be derived, following [9, pp. 119–
121], by minimizing over η the functional

ρ(l|X [τ ]) = min

{
μ

∫ τ

0

|s2(t)|dξ + ν

∫ τ

0

|η(t)|dξ − (l, x) | η(·)
}
,(64)

where s2(t) = −l1ξ + l2 −
∫ t

0
η(ξ)dξ is the solution to the adjoint equation

ṡ1 = 0, ṡ2 = −s1 + η(t), s1(τ) = l1, s2(τ) = l2.
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This gives parametric equations for the boundary ∂X [τ ]:

x1 = −μ(t1 − σ)2 + c, x2 = μσ + d, τ1 ≤ σ ≤ τ.

Here τ1 = ν/μ < τ is the first instance when the trajectory reaches the boundary of
the state constraint, while σ is a parameter that indicates the instance of τ2 when
the trajectory leaves this boundary. Also c = ν(τ − t0) − ν2/2μ; d = ν − μτ. Here
we have used Assumption A.1 of the appendix, which implies that optimizer η0(t)
satisfies relations

η0(t) ≡ −l1, t ∈ [τ1, τ2], η0(t) ≡ 0, t �∈ [τ1, τ2],

and s1(t) ≡ −l1.
A typical trajectory for case (b) is when it reaches the boundary of the state

constraint at time τ1 and then runs along the boundary and leaves it at time τ2. Later
it runs toward the boundary ∂X [τ ] while staying in the interior of the constraint.

For the interval [t0, τ ], the adjoint system given above, when written in matrix
form (27), is

Ṡ = −SA(t) + M(t)η(t).(65)

To solve the problem through a numerical procedure involving external ellipsoids,
using recursive formula and following section 6, transform the adjoint equation (65)
of the above into the modified form

ṠL = −SL(A(t) − L(t)), S(τ) = I.

Taking l∗ = l∗(0), we will have l′∗M(t)η0(t) = (0, 1)η0(t) when t ∈ [τ1, τ2]. This
yields M(t) = M0(t) depending on η0. Direct calculation then allows one to find for
each l∗ the relation for the optimizer L∗(t) of (31). This is

L∗(t) = SM0
(t)−1M0(t), t ∈ [τ1, τ2],

with L∗(t) ≡ 0 when t < τ1, t > τ2. Here SM (t) is the solution to (65) with initial
condition SM (τ) = I and M(t) ≡ 0, t, τ1, t > τ2.

Recalling the ellipsoidal equations, we have

Ẋ = (A(t) − L(t))X + X(A(t) − L(t))′(66)

+(πu(t) + πY (t))X + π−1
u (t)BP (t)B′ + π−1

Y (t)L(t)Y (t)L(t).

Here one should take L(t) = L∗(t) and πu, πY according to (58).
The algorithm for this example involves the following steps:
1. For the given starting direction l∗ find time τ1 = ν/μ of the first exit (i.e.,

encounter with the boundary of the state constraint).
2. Solve extremal problem (64), determining l1 = −η0 = const and l2, for each

τ2 = σ ∈ [τ1, τ ].
3. Construct the ellipsoidal approximations for the system without constraint

t ≤ τ1, taking L(t) ≡ 0. Denote these as E(0, X+
l (τ)).

4. For each τ2 = σ ∈ [τ1, τ ] construct the ellipsoidal approximation following
(66).
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Fig. 1. Reach set: structure of the boundary.

The part of the boundary related to case (b) is described by the boundary of the
intersection ∩{E(0, X(τ)) | L(·)}, where L(·) actually is reduced to the parameter
σ = τ2. Denote this as E(0, X+

σ (τ)).
The total reach set is the intersection of the approximations for each group (a),

(b), and (c), namely,

X [τ ] = X (τ, 0, 0) =
⋂
l

E(0, X+
l (τ))

⋂
σ

E(0, X+
σ (τ))

⋂
E(0, Y ).

Figure 1 shows the structure of the reach set boundary, given here by a thick line.
The system trajectory OAG reaches its end point G without visiting the boundary of
the state constraint. Point G is attained at time τ . It lies on the reach set boundary
of type (a) (see section 7). Trajectory OBF visits the boundary of the state constraint
at only one point τ1 = τ2 < τ . Its end point F is a point of both types (a) and (b).
Trajectory OBCE lies on the boundary of the state constraint during the interval
[τ1, τ2) with τ1 < τ2 < τ , and its end point E lies on the reach set boundary of
type (b). Finally, trajectory OBD reaches the boundary of the state constraint at
time τ2 < τ and lies on it until the final time τ , so that point D is of both types (b)
and (c). Thus, the part of the reach set boundary along points BDEFGH consists of
segments BD (of type (c)), DF (of type (b)), and FGH (of type (a)).

Figure 2 shows the structure of the generalized Lagrange multiplier η(t) for the
case of trajectory x2(t) of type OBCE shown in the top of the figure. Here η ≡ 0 on
intervals [0, τ1) and [τ2, τ ] and η ≡ const on [τ1, τ2). Note that the related trajectory
x2(t) runs along the boundary of the state constraint during the interval [τ1, τ2),
where η(t) �= 0. Points τ1, τ2 potentially could have δ-functions (indicated by question
marks) as components of η. But the necessary conditions for the existence of such
components are not fulfilled in this example.
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Fig. 2. Structure of multiplier η.
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Fig. 3. External ellipsoid at boundary point of type (b).
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Fig. 4. Reach tubes with and without state constraints.

Figure 3 shows an external ellipsoid (thin line) for the boundary of the reach
set under state constraints (thick line), indicating its difference from the reach set
without state constraints (dash-dotted line). Figure 4 illustrates the final reach tube
with and without state constraints for this example.

8. Conclusion. In this paper we presented an ellipsoidal technique to calculate
reach sets for linear systems with constraints on the control and state. The suggested
scheme introduces parametrized families of tight ellipsoidal-valued tubes that approx-
imate the exact reach tube from above, touching the tube along specially selected
“good” curves [31] that cover the entire exact tube. This leads to recursive relations
that compared to other approaches, simplify calculations. The proofs rely on a special
“recursive” version of the maximum principle under state constraints.

Appendix. In this appendix we present some additional facts useful for proving
the main assertions of this paper.

One difficulty in solving the control problem under state constraints (Problem 3.1)
is to determine the set of times {t : x(t) ∈ ∂Y(t)}. This is a union of closed intervals
during which the optimal trajectory is on the boundary of the state constraint.

Here are some helpful facts. For Problem 3.1 under Assumptions 3.1 and 3.2,
the Properties A.1–A.3 given below are modifications of those shown in [9, section 6,
pp. 94–120], and [11, 6].

Property A.1. For any l ∈ R
n, the minimizer of (20) is Λ(0)(t) = const and in

(24) the corresponding minimizer is λ(0)(t) = const during time intervals for which
x(t) ∈ intY(t), the interior of Y(t).

Since l′M (0)(t)dλ(0)(t) = dΛ(0)(t), we may track whether the trajectory is on the
boundary of Y(t) by the multiplier λ(0)(t). Thus, we need not be interested in values
of M (0)(t) when the trajectory is not on the boundary ∂Y(t).
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Property A.2. Suppose l ∈ R
n is given and x(0)(t) is the solution of Problem 3.1.

For the function Λ(0)(t) to have a jump at t∗, under the smoothness conditions on
the state constraint of Lemma 3.4, t∗ must be a time of arrival or departure from the
boundary of the tube E(y(t), Y (t)), t0 ≤ t ≤ τ , and the trajectory x(0)(t) must be
tangent to the tube E(y(t), Y (t)) at t∗ [9, p. 106]. Thus, x(0)(t) is differentiable at t∗

and

(χ, ẋ(0)(t∗ − 0)) = (χ, ẋ(0)(t∗ + 0)) = 0.(67)

Here χ is the support vector to the state constraint Y(t∗) at x(0)(t∗). In general, if
the jump is Λ(t∗ +0)−Λ(t∗− 0) = χ, then the necessary condition for such a jump is

(χ, ẋ(0)(t∗ + 0) − ẋ(0)(t∗ − 0)) ≥ 0.(68)

For example, if x(0)(t∗ − σ), σ > 0, lies inside the interior of the constraint set and
x(t∗ + σ) lies on the boundary, then

(χ, ẋ(0)(t∗ + 0) − ẋ(0)(t∗ − 0)) ≤ 0,

and (68) will be fulfilled only if this inner product equals zero.
We also need the following assumption.
Assumption A.1. For Problem 3.1, with given l, there exists no control u∗(s)

that satisfies the maximum principle

l′S(s, τ | M (0)(·), λ(0)(·))B(s)u∗(s)

= max{l′S(s, τ | M (0)(·), λ(0)(·))B(s)u | u ∈ E(p(s), P (s))}

for {s | l′S(s, τ | M (0)(·), λ(0)(·))B(s) �= 0} and at the same time ensures for these
values of s that the corresponding trajectory x∗(s) ∈ ∂Y(s).

Property A.3. Assumption A.1 holds.
This means that if the control u(0)(s) is determined by the maximum principle,

with h(0)(τ, s) = l′S(s, τ | M (0)(·), λ(0)(·))B(s) �= 0, and therefore attains its extremal
values under given hard bounds, then this control cannot also keep the corresponding
trajectory x(0)(s) along the boundary ∂Y(s). In other words, in this case the maximum
principle is degenerate along the state constraint, i.e., h(0)(τ, s) ≡ 0 and does not help
to find the control when the trajectory lies on the boundary ∂Y(s).

This assumption excludes the case when the solution of Problem 3.1 without state
constraints also happens to solve the same problem with state constraints.

Lemma A.1. Under Assumption A.1 applied to Problem 3.1, the function

h(0)(τ, s) = l′S(s, τ | M (0)(·), λ(0))(·)B(s) ≡ 0

whenever x(0)(s) ∈ ∂Y(s).
Property A.4. The equations for tight external ellipsoids without state constraints

are explained in detail in [15, pp. 188–190, 198, 199]. Here is the basic result.
The equality

ρ(l∗(t) | X [τ ]) = (l∗(t), x(0)(t)) + (l∗(t), X+(t)l∗(t))1/2

is true for all t ≥ t0. Here

x(0)(t) = x∗(t) + X∗
+(t)l∗(t)(l∗(t), X∗

+(t)l∗(t))1/2,
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with

ẋ∗ = A(t)x∗ + B(t)p(t), x∗(t0) = x0,

Ẋ∗
+ = A(t)X+ + X+A

′(t) + π(t)X+ + π−1(t)P (t), X+(t0) = X0,

l∗(t) = −A(t)′l∗(t), l∗(t0) = l∗,

and

π(t) = (l∗(t), B(t)P (t)B′(t)l∗(t))1/2/(l∗(t), X+(t)l∗(t))1/2.(69)

This indicates that by solving the given explicit equations we may find the support
function ρ(l∗(t)|X [τ ]) for all l∗ ∈ B(0), the unit ball in R

n, so that the related vectors
l∗(t) = l′∗S(t0, t) would cover all the directions in R

n and, after being normalized, the
set of all the vectors l∗(t)/(l∗(t), l∗(t))1/2 would also coincide with B(0).
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Abstract. This paper has been conceived as an overview on the controllability properties of some
relevant (linear and nonlinear) parabolic systems. Specifically, we deal with the null controllability
and the exact controllability to the trajectories. We try to explain the role played by the observability
inequalities in this context and the need of global Carleman estimates. We also recall the main ideas
used to overcome the difficulties motivated by nonlinearities. First, we considered the classical heat
equation with Dirichlet conditions and distributed controls. Then we analyze recent extensions to
other linear and semilinear parabolic systems and/or boundary controls. Finally, we review the
controllability properties for the Stokes and Navier–Stokes equations that are known to date. In this
context, we have paid special attention to obtaining the necessary Carleman estimates. Some open
questions are mentioned throughout the paper. We hope that this unified presentation will be useful
for those researchers interested in the field.
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Introduction. The goal of this paper is to provide a panorama of an important
subfield of control theory: the null controllability analysis of parabolic equations and
systems.

The main contributions to this area are due to O. Yu. Imanuvilov, who popularized
the use of global Carleman estimates in the context of null controllability. Many
arguments from [36], [30], [39], and [37] will be reproduced here. Another relevant con-
tributor has been E. Zuazua, who was able to deduce global controllability results for
some nonlinear systems for the first time in [56].

The controllability of partial differential equations has been the object of inten-
sive research during the last few decades. In 1978, Russell [53] made a survey of the
most relevant results that were available in the literature at that time. In that paper,
the author described a number of different tools that were developed to address con-
trollability problems, often inspired and related to other subjects concerning partial
differential equations: multipliers, moment problems, nonharmonic Fourier series, etc.
More recently, J.-L. Lions introduced the so-called Hilbert uniqueness method (for in-
stance, see [44], [45], [46]). That was the starting point of a fruitful period on the
subject.

It would be impossible to present here all the relevant results that have been
proved in this area. We will thus reduce our scope drastically, considering only null
controllability problems for parabolic equations and systems.

In order to get an idea, let us consider the simplest case of the linear heat equation
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1396 ENRIQUE FERNÁNDEZ-CARA AND SERGIO GUERRERO

with Dirichlet boundary conditions and distributed controls:⎧⎪⎨
⎪⎩

yt − Δy = v1O in Q = Ω × (0, T ),

y = 0 on Σ = ∂Ω × (0, T ),

y(0) = y0 in Ω.

(0.1)

Here, Ω ⊂ RN is a bounded domain of class C2, O ⊂ Ω is a nonempty open subset,
1O is the characteristic function of O, and T is a given positive time. We assume that
the initial state y0 is given in L2(Ω) and try to find a control v ∈ L2(O× (0, T )) such
that the associated state y = y(x, t) possesses a desired behavior at time t = T .

Roughly speaking, systems of parabolic type like (0.1) are characterized by non-
reversibility, the dissipativity of the solutions (i.e., the fact that energy is lost along
the trajectories), and the regularizing effect.

In accordance with this last property, it is not possible to lead the solutions of
(0.1) exactly to every final state in a Sobolev space like L2(Ω) or Hm(Ω), unless the
control is exerted brutally, i.e., unless we are in the trivial and uninteresting situation
O = Ω.

On the contrary, it may be interesting to investigate whether it is possible to
drive the solutions to (0.1) (acting on a small set O ⊂⊂ Ω) exactly to a state on a
trajectory. For instance, it is completely meaningful to search for controls v such that
the associated states y satisfy

y(T ) = 0 in Ω.(0.2)

If such controls exist, we say that (0.1) is null controllable at time T .
Observe that the null controllability of a parabolic system is a very useful property

from the viewpoint of applications. Indeed, it permits us to reach in a finite amount
of time a state that is “natural” for the system. All the work has to be done for
t ∈ [0, T ]. Afterwards, no additional effort is needed to get a satisfactory situation.

It is also easy to see that, for a linear system of the kind above, null controllability
is equivalent to exact controllability to the trajectories, i.e., to the following property:
for any y0 ∈ L2(Ω) and any function y satisfying{

yt − Δy = 0 in Q,

y = 0 on Σ

and

y ∈ C0([0, T ];L2(Ω)),

there exist controls v such that

y(T ) = y(T ) in Ω.

It will be explained below that the null controllability of a linear parabolic system
is, roughly speaking, equivalent to the observability of the associated adjoint states.

More precisely, for each ϕ0 ∈ L2(Ω), let us consider the so-called adjoint system⎧⎪⎨
⎪⎩

−ϕt − Δϕ = 0 in Q,

ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω.

(0.3)
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Then (0.1) is null controllable with controls in L2(O×(0, T )) if and only if there exists
C > 0 such that

‖ϕ(0)‖2
L2(Ω) ≤ C

∫∫
O×(0,T )

|ϕ|2 dx dt ∀ϕ0 ∈ L2(Ω).(0.4)

At present, the most powerful tools to prove inequalities like (0.4) for general
parabolic systems are global Carleman estimates. They have the form∫∫

Ω×(0,T )

ρ2 |ϕ|2 dx dt ≤ C

∫∫
O×(0,T )

ρ2 |ϕ|2 dx dt,(0.5)

where ρ = ρ(x, t) is continuous and strictly positive for t ∈ (0, T ). The previous
considerations motivate the need for establishing such estimates.

It is also natural to ask if null controllability and/or exact controllability to the
trajectories hold in the framework of semilinear or even genuinely nonlinear parabolic
systems. For instance, we can be interested in controls and states satisfying⎧⎪⎨

⎪⎩
yt − Δy + f(y) = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω

(0.6)

and (0.2), where the function f : R �→ R is given and, for instance, we assume that
f ∈ C1(R) and f(0) = 0.

For systems of this kind, a classical approach relies on the use of fixed point
arguments. The idea is to find a fixed point of the mapping z �→ y, where y is,
together with some v, a solution to the linearized system⎧⎪⎪⎨

⎪⎪⎩
yt − Δy +

f(z)

z
y = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω

(0.7)

satisfying (0.2). The existence of v is again equivalent to an observability inequality
which is implied by appropriate Carleman estimates similar to (0.5).

The fixed point approach can be applied whenever, among other things, the way
the constants arising in Carleman estimates depend on the coefficients of the linearized
systems is known in detail. Therefore, a careful analysis of (0.5) is needed.

The theoretical results we present below can be applied in many contexts. For
instance, they can serve as tools for

• controlling the temperature of a medium eventually influenced by transport
and/or chemical effects;

• controlling the velocity field of a real fluid (like those modeled by the Navier–
Stokes equations), etc.

In the following sections, we will explain how these ideas can be applied to several
parabolic equations and systems. A similar (but different) overview on this topic is
[6], where the author is also concerned with the stabilization of parabolic systems.

An important aspect of the controllability of time-dependent systems that will not
be treated in this paper is the analysis and obtainment of numerical approximations.
Of course, the most interesting question concerning the null controllability of (0.1)
and (0.6) is how to construct a control with the desirable properties.
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Several ideas that reproduce the theoretical arguments at a finite-dimensional
level were given, for instance, in [34]. Unfortunately, the proposed algorithms seem
to be still too expensive. We simply point out here that the controllability analysis
we recall in section 2, based on the solution of a linear fourth order problem, could
provide some promising ideas.

There are many other important subjects related to the controllability of parabolic
equations that will not be visited here. Let us mention some of them:

• The analysis of the existence of insensitizing controls in the sense of [47] or,
more generally, the null controllability of cascade systems. This has been
the objective of considerable work in recent years (see, for instance, [12], [9],
and [26]).

• The controllability of parabolic systems with memory. This includes inter-
esting families of linear viscoelastic fluids. Some partial results in this field
are given in [7] and [14].

• The control of coupled systems of parabolic-hyperbolic type, like a combina-
tion of heat and wave equations, the system of thermoelasticity, etc. Some of
these problems have been treated in [57], [42], and [43].

• The control of fluid-solid interaction systems. This seems to be unexplored
at present. For very simple models, some results are given in [13].

• The control of nondeterministic systems. Some advances were made in the
context of linear problems. See, for instance, [8]. In this field, the main open
question turns out to be the obtainment of controllability results for nonlinear
systems, due to the lack of compactness.

The plan of this paper is the following. In section 1, we consider the classical
heat equation and some variants. Essentially, we deal there with heat equations with
strong solutions. We recall the proof of a basic Carleman estimate and present some
applications to semilinear systems.

Section 2 is devoted to the null controllability analysis of other more complicated
parabolic equations involving weak and/or very weak solutions. It will be shown
that the proof of the related Carleman inequalities is much more involved and needs
some extra work. We will also indicate how this can be used to deduce the exact
controllability to the trajectories of more general semilinear systems.

Finally, section 3 is concerned with systems of the Stokes kind. Here, the main
difficulties are caused by the pressure. We will recall a recent argument leading to an
appropriate but not completely satisfactory Carleman inequality. We will also explain
how this leads to the null controllability of Stokes-like systems and to the local exact
controllability to the trajectories of the Navier–Stokes equations.

1. Null controllability of the linear heat equation and applications.

1.1. Null controllability and observability. Let us consider again the sim-
plest case of the linear heat equation with Dirichlet boundary conditions and dis-
tributed control with support in a small set:⎧⎪⎨

⎪⎩
yt − Δy = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω.

(1.1)

We assume that O ⊂⊂ Ω is a nonempty (small) open subset and T is a given
positive time. In what follows, n(x) will stand for the outward unit normal vector at
the point x ∈ ∂Ω. We assume that the initial state y0 is given in L2(Ω), and we try to
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find a control v ∈ L2(O × (0, T )) such that the associated state y = y(x, t) possesses
a desired behavior at time t = T .

Recall that under these assumptions, system (1.1) has a unique weak solution y
satisfying

y ∈ L2(0, T ;H1
0 (Ω)) ∩ C0([0, T ];L2(Ω))

that depends continuously on y0 and v.
Our interest is to provide an answer to the following questions.
Question 1: Null controllability. For every y0 ∈ L2(Ω), can a control v ∈ L2(O×

(0, T )) be found such that y(T ) = 0 in Ω?
This question will be answered affirmatively in this section. To this end, we will

introduce, for each ϕ0 ∈ L2(Ω), the adjoint system⎧⎪⎨
⎪⎩

−ϕt − Δϕ = 0 in Q,

ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω,

(1.2)

and we will try to answer the following auxiliary question.
Question 2: Observability inequality. Can we find a constant C > 0 such that, for

each ϕ0 ∈ L2(Ω), the associated solution of (1.2) satisfies

‖ϕ(0)‖2
L2(Ω) ≤ C

∫∫
O×(0,T )

|ϕ|2 dx dt ?(1.3)

An affirmative answer to Question 2 implies an affirmative answer to Question 1.
This is what is proved in the following result.

Theorem 1.1. The observability inequality (1.3) implies the null controllability
of (1.1).

Proof. We divide the proof into two steps. First, we build a sequence of controls
vε ∈ L2(O × (0, T )) with ε > 0 which provide the approximate controllability of (1.1)
(see (1.7)). Second, we pass to the limit when ε tends to zero and we conclude.

Step 1. Let y0 ∈ L2(Ω) and ε > 0 be given. Let us introduce the functional Jε,
with

Jε(ϕ
0) =

1

2

∫∫
O×(0,T )

|ϕ|2 dx dt + ε‖ϕ0‖L2(Ω) + (ϕ(0), y0)L2(Ω)(1.4)

for every ϕ0 ∈ L2(Ω). Here, ϕ is the solution of (1.2) associated to the initial condition
ϕ0. Using (1.3), it is not difficult to check that Jε is strictly convex, continuous, and
coercive in L2(Ω), so it possesses a unique minimum ϕ0

ε ∈ L2(Ω), whose associated
solution is denoted by ϕε. Let us now introduce the control vε = ϕε1O, and let us
denote by yε the solution of (1.1) associated to vε.

Let y1 be the final state of the solution to (1.1) with vanishing control. Let us
remark that the unique interesting case to be studied turns out to be when ‖y1‖L2(Ω) >
ε, since this is equivalent to ϕ0

ε 
= 0. See [19] for more details. Under this assumption,
we can differentiate the functional Jε at ϕ0

ε and obtain a necessary condition for Jε
to reach a minimum at ϕ0

ε, say,∫∫
O×(0,T )

ϕε ϕdx dt + ε

(
ϕ0
ε

‖ϕ0
ε‖L2(Ω)

, ϕ0

)
L2(Ω)

+ (ϕ(0), y0)L2(Ω) = 0(1.5)

for every ϕ0 ∈ L2(Ω).
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Using this and (1.3) for ϕ0 = ϕ0
ε, we obtain ‖vε‖L2(O×(0,T )) ≤

√
C ‖y0‖L2(Ω),

where C is the observability constant of (1.3).
Since systems (1.1) and (1.2) are in duality, we have∫∫

O×(0,T )

ϕε ϕdx dt = (yε(T ), ϕ0)L2(Ω) − (y0, ϕ(0))L2(Ω),(1.6)

which, combined with (1.5), yields

‖yε(T )‖L2(Ω) ≤ ε.(1.7)

Step 2. Since the sequence {vε} is bounded in L2(O × (0, T )), it possesses a
(weakly) convergent subsequence to certain v ∈ L2(O × (0, T )). Using classical
parabolic estimates we deduce that, at least for a subsequence,

yε → y weakly in L2(0, T ;H1
0 (Ω)) ∩H1(0, T ;H−1(Ω)),(1.8)

where y is the solution of (1.1) with control v. In particular, this gives weak conver-
gence for {yε(t)} (t ∈ [0, T ]) in L2(Ω) so we have y(T ) = 0.

Remark 1. At this point, some comments must be made:
1. We have proved that (1.3) implies null controllability with a control that

satisfies

‖v‖L2(O×(0,T )) ≤
√
C ‖y0‖L2(Ω),(1.9)

where C is the observability constant.
Conversely, if we have null controllability with controls v ∈ L2(O× (0, T ))

that satisfy

‖v‖L2(O×(0,T )) ≤
√
C ‖y0‖L2(Ω)(1.10)

for some constant C > 0, then it can be checked that we have (1.3) with the
same constant C.

2. It is possible to present a similar argument in a general frame. Let us consider
three Hilbert spaces U , H, E and two linear continuous operators L ∈ L(U ;E)
and M ∈ L(H;E). Then we have

‖M∗ϕ0‖H ≤ C‖L∗ϕ0‖U ′ ∀ϕ0 ∈ E′(1.11)

for some positive constant C if and only if R(M) ⊂ R(L) and, moreover,

∀y0 ∈ H, ∃v ∈ U such that Lv = My0, ‖v‖U ≤ C‖y0‖H .(1.12)

Properties of this kind have been established and analyzed for the first time
in the framework of control theory in [52]. They have been successfully used
in many different contexts in recent years.

3. Because of linearity, the null controllability of (1.1) is equivalent to the exact
controllability to (uncontrolled) trajectories. In other words, (1.1) is null
controllable if and only if, for every y0 ∈ L2(Ω), we can find a control v ∈
L2(O × (0, T )) such that y(T ) = y(T ) in Ω, where y is the solution of (1.1)
associated to v, and y satisfies⎧⎪⎨

⎪⎩
yt − Δy = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω.

(1.13)
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4. In general, for any y1 ∈ L2(Ω), it is not reasonable to look for a control
v ∈ L2(O × (0, T )) such that y(T ) = y1 in Ω (recall that O ⊂⊂ Ω). Indeed,
due to the regularizing effect, every solution to (1.1) is space-analytic in
Ω \ O at time T , which is not necessarily the case for y1. Thus, the exact
controllability problem is out of order for the heat equation.

In what follows, for the reasons stated above, we will focus on the proof of (1.3).
This will rely on other (previous) inequalities for the solutions to (1.2), known as global
Carleman inequalities. Let us mention that a general global Carleman inequality
adopts the form

∫∫
Ω×(0,T )

ρ2 |ϕ|2 dx dt ≤ C

∫∫
O×(0,T )

ρ2 |ϕ|2 dx dt,(1.14)

where ρ = ρ(x, t) is a continuous and strictly positive weight function. For a function
ρ satisfying ρ > 0 in Ω × (0, T ), we will be able to deduce (1.14) and then estimates
like ∫∫

Ω×(T/4,3T/4)

|ϕ|2 dx dt ≤ C

∫∫
O×(0,T )

|ϕ|2 dx dt.(1.15)

This, together with the dissipation properties of the solutions of (1.2), will lead to
(1.3). More details are given below.

Remark 2. To our knowledge, the first (boundary) controllability results for
the heat equation were obtained by Egorov in the early sixties; see [17]. Later, an
important general principle was established by Russell in [52]: if T0 is sufficiently large
and the wave system

⎧⎪⎨
⎪⎩

ytt − Δy = v1O in Ω × (0, T0),

y = 0 on ∂Ω × (0, T0),

y(0) = y0, yt(0) = y1 in Ω

(1.16)

is exactly controllable at time T0, then (1.1) is null controllable at time T for all T > 0.

This principle has been revisited by several authors. In particular, an “abstract”
version is given in [4].

Using the method of moments, the exact controllability of (1.16) can be established
for large T0 when, for instance, O is a neighborhood of ∂Ω. Thus, one has null
controllability for (1.1) in this case.

Remark 3. In the particular case of the classical heat equation (1.1), there is
another way to prove (1.3), based on the spectral decomposition of the solutions.
This approach was introduced by Lebeau and Robbiano [41] and led to the null
controllability of the heat equation with controls supported by general subdomains
O ⊂⊂ Ω for the first time.

1.2. A global Carleman inequality for the linear heat equation and its
consequences.

Lemma 1.2. Let ω ⊂⊂ Ω be a nonempty open subset. Then there exists η0 ∈
C2(Ω) such that η0 > 0 in Ω, η0 = 0 on ∂Ω, and |∇η0| > 0 in Ω \ ω.

A proof of this lemma can be found in [30]. A much easier proof can be developed
when Ω is star shaped with respect to a point x0 ∈ ω.
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Let ω be a nonempty open set satisfying ω ⊂⊂ O and let us set

α(x, t) =
e2λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))

t(T − t)
,

ξ(x, t) =
eλ(m‖η0‖∞+η0(x))

t(T − t)

(1.17)

for (x, t) ∈ Q, where η0 is the function furnished by Lemma 1.2 for this ω and m > 1.
Weight functions of this kind were first introduced by Imanuvilov. See [30] for a
systematic use of them.

Now we arrive at the main result of this section.
Lemma 1.3. There exist three constants λ1 = C(Ω,O) ≥ 1, s1 = C(Ω,O)

(T + T 2), and C1(Ω,O) such that, for any λ ≥ λ1 and any s ≥ s1, the following
inequality holds:

s−1

∫∫
Q

e−2sα ξ−1(|qt|2 + |Δq|2) dx dt + s λ2

∫∫
Q

e−2sα ξ |∇q|2 dx dt

+ s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt ≤ C1

(∫∫
Q

e−2sα |qt + Δq|2 dx dt

+ s3 λ4

∫∫
O×(0,T )

e−2sα ξ3 |q|2 dx dt
)(1.18)

for all q ∈ C2(Q) with q = 0 on Σ.
In what follows, C(Ω,O) or simply C will denote a generic constant depending

only on Ω and O.
Before giving the proof of Lemma 1.3, we will deduce the observability inequality

(1.3) (and, accordingly, the null controllability of (1.1)) from this result. This can be
made in three steps.

Step 1. From the density of the smooth functions in the space where the solutions
of (1.2) with ϕ0 ∈ L2(Ω) live, we first observe that the Carleman inequality above is
verified by all of them. Thus, fixing λ = λ1, we get

∫∫
Q

e−2sα t−3(T − t)−3 |ϕ|2 dx dt ≤ C

∫∫
O×(0,T )

e−2sα t−3(T − t)−3 |ϕ|2 dx dt

(1.19)

for all s ≥ s1.
Step 2. Using the inequalities

e−2s1α t−3(T − t)−3 ≥ e−2C(Ω,O)(1+1/T ) 1

T 6
in Ω × (T/4, 3T/4)(1.20)

and

e−2s1α t−3(T − t)−3 ≤ e−C(Ω,O)(1+1/T ) 1

T 6
in Ω × (0, T ),(1.21)

we get ∫∫
Ω×(T/4,3T/4)

|ϕ|2 dx dt ≤ C(Ω,O, T )

∫∫
O×(0,T )

|ϕ|2 dx dt,(1.22)
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with a constant C(Ω,O, T ) of the form eC(Ω,O)(1+1/T ).
Step 3. From the equation verified by ϕ, we readily obtain

‖ϕ(0)‖2
L2(Ω) ≤

2

T

∫ 3T/4

T/4

‖ϕ(t)‖2
L2(Ω) dt.(1.23)

This, together with (1.22), gives the observability inequality (1.3).
In view of Theorem 1.1, we have the following.
Theorem 1.4. The system (1.1) is null controllable with controls v ∈ L2(O ×

(0, T )) that verify

‖v‖L2(O×(0,T )) ≤ C‖y0‖L2(Ω),(1.24)

where the constant C is of the form eC(Ω,O)(1+1/T ).
Let us now give the proof of the Carleman estimate (1.18). The proof we present

here is based on the ideas in [30]. We will try to keep an explicit dependence of all the
constants with respect to the parameters s and λ and the final time T . This follows
the spirit of [27] and will be crucial for the analysis of similar nonlinear problems.

Proof of Lemma 1.3. For simplicity, we will divide the proof into three steps.
Step 1. Change of variables and plan of what follows. In this step, we set the

differential equation satisfied by a new function ψ, which will be q up to a weight
function.

Thus, let us introduce the new functions ψ = e−sα q and g = e−sα f , where we
have denoted f = qt + Δq. Then we easily obtain that

M1ψ + M2ψ = gs,λ,(1.25)

where

M1ψ = −2s λ2 |∇η0|2 ξ ψ − 2s λ ξ∇η0 · ∇ψ + ψt,

M2ψ = s2 λ2 |∇η0|2 ξ2 ψ + Δψ + s αt ψ,
(1.26)

and

gs,λ = g + s λΔη0 ξ ψ − s λ2 |∇η0|2 ξ ψ.(1.27)

To simplify the notation, we will denote by (Miψ)j (1 ≤ i ≤ 2, 1 ≤ j ≤ 3) the jth
term in the expression of Miψ given in (1.26).

Observe that, at first sight, it seems “natural” to put (M1ψ)1 on the right-hand
side of (1.25). However, we have decided to keep it on the left, because it will serve
to produce a positive term on |∇ψ|2 (see the scalar product ((M1ψ)1, (M2ψ)2)L2(Q)

below).
With the previous notation, we have from (1.25)

‖M1ψ‖2
L2(Q) + ‖M2ψ‖2

L2(Q) + 2

3∑
i,j=1

((M1ψ)i, (M2ψ)j)L2(Q) = ‖gs,λ‖2
L2(Q).(1.28)

In the following steps, we will see that the definition we have made of α makes
2(M1ψ,M2ψ)L2(Q) positive up to several terms that can be controlled whenever we
make an appropriate choice of the parameters s and λ.

More precisely, in the second step we will make the computations of the double
products 2(M1ψ,M2ψ)L2(Q). This will give an inequality with two global terms of
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|ψ|2 and |∇ψ|2 on the left-hand side, while two local terms of |ψ|2 and |∇ψ|2 will
appear on the right-hand side (see (1.57)). In the third step we will add two terms
(involving ψt and Δψ) to the left of (1.57). This will help us to eliminate the local
term containing ∇ψ that appears on the right-hand side and will provide a Carleman
inequality for the function ψ (see (1.63)). Finally, we will turn back to the original
function q and deduce the inequality (1.18).

Step 2. First estimates. In this step, we will develop the nine terms appearing in
(M1ψ,M2ψ)L2(Q). For this, we will integrate by parts several times with respect to
the space and time variables, so derivatives of the weight functions will be involved.
Actually, we will use the estimates

∂iα = −∂iξ = −λ∂iη
0 ξ ≤ C λ ξ,

αt = −(T − 2t)
e2λm‖η0‖∞ − eλ(m‖η0‖∞+η0)

t2(T − t)2
≤ C T ξ2,

(1.29)

where C is a positive constant depending only on Ω and O.
The last inequality follows from the fact that

e2λm‖η0‖∞ ≤ e2λ(m‖η0‖∞+η0) in Ω.(1.30)

First, we have

((M1ψ)1, (M2ψ)1)L2(Q) = −2s3 λ4

∫∫
Q

|∇η0|4 ξ3 |ψ|2 dx dt = A.(1.31)

Then

((M1ψ)2, (M2ψ)1)L2(Q) = −2s3 λ3

∫∫
Q

|∇η0|2 ξ3 (∇η0 · ∇ψ)ψ dx dt

= 3s3 λ4

∫∫
Q

|∇η0|4 ξ3 |ψ|2 dx dt

+ s3 λ3

∫∫
Q

Δη0 |∇η0|2 ξ3 |ψ|2 dx dt(1.32)

+ 2s3 λ3
N∑

i,j=1

∫∫
Q

∂iη
0 ∂ijη

0 ∂jη
0 ξ3 |ψ|2 dx dt

= B1 + B2 + B3.

We clearly have that A+B1 is a positive term. As a consequence of the properties
of η0 (see Lemma 1.2), we have

A + B1 = s3 λ4

∫∫
Q

|∇η0|4 ξ3 |ψ|2 dx dt ≥ C s3 λ4

∫∫
Q

ξ3 |ψ|2 dx dt

− C s3 λ4

∫∫
ω×(0,T )

ξ3 |ψ|2 dx dt = Ã− B̃

(1.33)

for some C = C(Ω,O). The first of these last two integrals (Ã) will stay on the

left-hand side, while the second one (B̃) will go to the right-hand side.

The terms B2 and B3 are absorbed by Ã by simply taking λ ≥ C, since η0 ∈
C2(Ω).
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We also have

((M1ψ)3, (M2ψ)1)L2(Q) = s2 λ2

∫∫
Q

|∇η0|2 ξ2 ψt ψ dx dt

= −s2 λ2

∫∫
Q

|∇η0|2 ξ ξt |ψ|2 dx dt,
(1.34)

which, by virtue of (1.29), is bounded by

C s2 λ2 T

∫∫
Q

ξ3 |ψ|2 dx dt.(1.35)

This term can also be absorbed if we take λ ≥ 1 and s ≥ C(Ω,O)T .
Consequently, we have

(M1ψ, (M2ψ)1)L2(Q) = ((M1ψ)1 + (M1ψ)2 + (M1ψ)3, (M2ψ)1)L2(Q)

≥ C s3 λ4

∫∫
Q

ξ3 |ψ|2 dx dt

− C s3 λ4

∫∫
ω×(0,T )

ξ3 |ψ|2 dx dt

(1.36)

for any λ ≥ C(Ω,O) and s ≥ C(Ω,O)T .
On the other hand, we have

((M1ψ)1, (M2ψ)2)L2(Q) = −2s λ2

∫∫
Q

|∇η0|2 ξ Δψ ψ dx dt

= 2s λ2

∫∫
Q

|∇η0|2 ξ |∇ψ|2 dx dt

+ 4s λ2
N∑

i,j=1

∫∫
Q

∂iη
0 ∂ijη

0 ξ ∂jψ ψ dx dt

+ 2s λ3

∫∫
Q

|∇η0|2 ξ (∇η0 · ∇ψ)ψ dx dt

= C1 + C2 + C3.

(1.37)

We will keep C1 on the left-hand side. For C2 and C3, we have

C2 ≤ C sλ4

∫∫
Q

ξ |ψ|2 dx dt + C s

∫∫
Q

ξ |∇ψ|2 dx dt(1.38)

and

C3 ≤ C s2 λ4

∫∫
Q

ξ2 |ψ|2 dx dt + C λ2

∫∫
Q

|∇ψ|2 dx dt.(1.39)

Therefore, taking s ≥ C T 2, we find that

C1 + C2 + C3 ≥ 2s λ2

∫∫
Q

|∇η0|2 ξ |∇ψ|2 dx dt

− C s2 λ4

∫∫
Q

ξ2 |ψ|2 dx dt− C

∫∫
Q

(s ξ + λ2) |∇ψ|2 dx dt.
(1.40)
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We also have

((M1ψ)2, (M2ψ)2)L2(Q) = −2s λ

∫∫
Q

ξ (∇η0 · ∇ψ) Δψ dx dt

= −2s λ

∫∫
Σ

∂η0

∂n
ξ

∣∣∣∣∂ψ∂n
∣∣∣∣
2

dσ dt

+ 2s λ
N∑

i,j=1

∫∫
Q

∂ijη
0 ξ ∂iψ ∂jψ dx dt

+ 2s λ2

∫∫
Q

ξ |∇η0 · ∇ψ|2 dx dt

+ s λ

∫∫
Q

ξ∇η0 · ∇|∇ψ|2 dx dt

= D1 + D2 + D3 + D4.

(1.41)

Let us remark that D3 is a positive term. Furthermore,

D2 ≤ C sλ

∫∫
Q

ξ |∇ψ|2 dx dt.(1.42)

After some additional computations we also see that

D4 = s λ

∫∫
Q

ξ∇η0 · ∇|∇ψ|2 dx dt = s λ

∫∫
Σ

ξ
∂η0

∂n

∣∣∣∣∂ψ∂n
∣∣∣∣
2

dσ dt

− s λ2

∫∫
Q

|∇η0|2 ξ |∇ψ|2 dx dt− s λ

∫∫
Q

Δη0 ξ |∇ψ|2 dx dt

= D41 + D42 + D43.

(1.43)

By virtue of the properties satisfied by η0, we notice that D1 +D41 ≥ 0 and that D43

can be bounded in the same way as D2.
Consequently,

D1 + D2 + D3 + D4 ≥ −s λ2

∫∫
Q

|∇η0|2 ξ |∇ψ|2 dx dt

− C sλ

∫∫
Q

ξ |∇ψ|2 dx dt.
(1.44)

Additionally, we find that

((M1ψ)3, (M2ψ)2)L2(Q) =

∫∫
Q

ψt Δψ dx dt = 0.(1.45)

From (1.40)–(1.45), we deduce that

(M1ψ, (M2ψ)2)L2(Q) = ((M1ψ)1 + (M1ψ)2 + (M1ψ)3, (M2ψ)2)L2(Q)

≥ s λ2

∫∫
Q

|∇η0|2 ξ |∇ψ|2 dx dt

− C s2 λ4

∫∫
Q

ξ2 |ψ|2 dx dt

− C

∫∫
Q

(s λ ξ + λ2) |∇ψ|2 dx dt

(1.46)

for λ ≥ 1 and s ≥ C T 2.
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Hence, we have the following for λ ≥ C(Ω,O) and s ≥ C(Ω,O)T 2:

(M1ψ, (M2ψ)2)L2(Q) ≥ C sλ2

∫∫
Q

ξ |∇ψ|2 dx dt

− C s2 λ4

∫∫
Q

ξ2 |ψ|2 dx dt

− C sλ2

∫∫
ω×(0,T )

ξ |∇ψ|2 dx dt.

(1.47)

Let us now consider the scalar product

((M1ψ)1, (M2ψ)3)L2(Q) = −2s2 λ2

∫∫
Q

|∇η0|2 αt ξ |ψ|2 dx dt

≤ C s2 λ2 T

∫∫
Q

ξ3 |ψ|2 dx dt.
(1.48)

Obviously, this is absorbed by Ã if we take λ ≥ 1 and s ≥ C T .
Furthermore,

((M1ψ)2, (M2ψ)3)L2(Q) = −2s2 λ

∫∫
Q

αt ξ (∇η0 · ∇ψ)ψ dx dt

= s2 λ2

∫∫
Q

αt |∇η0|2 ξ |ψ|2 dx dt

+ s2 λ

∫∫
Q

∇αt · ∇η0 ξ |ψ|2 dx dt

+ s2 λ

∫∫
Q

αt Δη0 ξ |ψ|2 dx dt.

(1.49)

From (1.29), one can easily check that the previous three terms can be bounded
(if λ ≥ 1) by

C s2 λ2 T

∫∫
Q

ξ3 |ψ|2 dx dt.(1.50)

Thus, we have

((M1ψ)2, (M2ψ)3)L2(Q) ≥ −C s2 λ2 T

∫∫
Q

ξ3 |ψ|2 dx dt.(1.51)

Finally, we have

((M1ψ)3, (M2ψ)3)L2(Q) = s

∫∫
Q

αt ψt ψ dx dt

= −1

2
s

∫∫
Q

αtt |ψ|2 dx dt ≤ C sT 2

∫∫
Q

ξ3 |ψ|2 dx dt,
(1.52)

since

αtt ≤ C ξ2(1 + T 2 ξ) ≤ C T 2 ξ3.(1.53)
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From (1.48)–(1.52), we deduce for λ ≥ C(Ω,O) and s ≥ C(Ω,O)T that

(M1ψ, (M2ψ)3)L2(Q) = ((M1ψ)1 + (M1ψ)2 + (M1ψ)3, (M2ψ)3)L2(Q)

≥ −C s3 λ2

∫∫
Q

ξ3 |ψ|2 dx dt.(1.54)

Taking into account (1.36), (1.47), and (1.54), we obtain

(M1ψ,M2ψ)L2(Q) ≥ C

∫∫
Q

(s λ2 ξ |∇ψ|2 + s3 λ4 ξ3 |ψ|2) dx dt

− C

∫∫
ω×(0,T )

(s λ2 ξ |∇ψ|2 + s3 λ4 ξ3 |ψ|2) dx dt
(1.55)

for any λ ≥ C(Ω,O) and s ≥ C(Ω,O)(T + T 2). Using (1.28), this gives

‖M1ψ‖2
L2(Q) + ‖M2ψ‖2

L2(Q) +

∫∫
Q

(s λ2 ξ |∇ψ|2 + s3 λ4 ξ3 |ψ|2) dx dt

≤ C

(
‖gs,λ‖2

L2(Q) +

∫∫
ω×(0,T )

(s λ2 ξ |∇ψ|2 + s3 λ4 ξ3 |ψ|2) dx dt
)

≤ C

(∫∫
Q

e−2sα |f |2 dx dt + s2 λ4

∫∫
Q

ξ2 |ψ|2 dx dt

+ sλ2

∫∫
ω×(0,T )

ξ |∇ψ|2 dx dt + s3 λ4

∫∫
ω×(0,T )

ξ3 |ψ|2 dx dt
)
.

(1.56)

Thus, we also have

‖M1ψ‖2
L2(Q) + ‖M2ψ‖2

L2(Q) +

∫∫
Q

(s λ2 ξ |∇ψ|2 + s3 λ4 ξ3 |ψ|2) dx dt

≤ C

(∫∫
Q

e−2sα |f |2 dx dt + s λ2

∫∫
ω×(0,T )

ξ |∇ψ|2 dx dt

+ s3 λ4

∫∫
ω×(0,T )

ξ3 |ψ|2 dx dt
)(1.57)

for λ ≥ C(Ω,O) and s ≥ C(Ω,O)(T + T 2).
Step 3. Indirect estimates and conclusion. The final step will be to add integrals of

|Δψ|2 and |ψt|2 to the left-hand side of (1.57). This can be made using the expressions
of Miψ (i = 1, 2). Indeed, from (1.26) we have

s−1

∫∫
Q

ξ−1 |ψt|2 dx dt ≤ C

(
s λ2

∫∫
Q

ξ |∇ψ|2 dx dt

+ s λ4

∫∫
Q

ξ |ψ|2 dx dt + ‖M1ψ‖2
L2(Q)

)(1.58)

and

s−1

∫∫
Q

ξ−1 |Δψ|2 dx dt ≤ C

(
s3 λ4

∫∫
Q

ξ3 |ψ|2 dx dt

+ s T 2

∫∫
Q

ξ3 |ψ|2 dx dt + ‖M2ψ‖2
L2(Q)

)(1.59)



CARLEMAN, PARABOLICITY, AND CONTROLLABILITY 1409

for s ≥ C T 2. Accordingly, we deduce from (1.57) that

∫∫
Q

(s−1 ξ−1(|ψt|2 + |Δψ|2) + s λ2 ξ |∇ψ|2 + s3 λ4 ξ3 |ψ|2) dx dt

≤ C

(∫∫
Q

e−2sα |f |2 dx dt + s λ2

∫∫
ω×(0,T )

ξ |∇ψ|2 dx dt

+ s3 λ4

∫∫
ω×(0,T )

ξ3 |ψ|2 dx dt
)(1.60)

for any λ ≥ C(Ω,O) and s ≥ C(Ω,O)(T + T 2).

We are now ready to eliminate the second integral on the right-hand side. To this
end, let us introduce a function θ = θ(x), with

θ ∈ C2
c (O), θ ≡ 1 in ω, 0 ≤ θ ≤ 1,(1.61)

and let us make some computations. We have

s λ2

∫∫
ω×(0,T )

ξ |∇ψ|2 dx dt ≤ s λ2

∫∫
O×(0,T )

θ ξ |∇ψ|2 dx dt

= −s λ2

∫∫
O×(0,T )

θ ξ Δψ ψ dx dt

− s λ2

∫∫
O×(0,T )

ξ (∇θ · ∇ψ)ψ dx dt

− s λ3

∫∫
O×(0,T )

θ ξ (∇η0 · ∇ψ)ψ dx dt

≤ ε s−1

∫∫
O×(0,T )

ξ−1 |Δψ|2 dx dt

+ C

(
s3 λ4

∫∫
O×(0,T )

ξ3 |ψ|2 dx dt + s λ4

∫∫
O×(0,T )

ξ |ψ|2 dx dt
)

(1.62)

for a small enough constant ε = ε(Ω,O) > 0 and where we have used the fact that
λ ≥ 1. Hence, we can eliminate the integral of |∇ψ|2 on the right-hand side of (1.60),
paying the price of having |ψ|2 in O× (0, T ). From (1.60) and this remark, we deduce
that

∫∫
Q

(s−1 ξ−1(|ψt|2 + |Δψ|2) + s λ2 ξ |∇ψ|2 + s3 λ4 ξ3 |ψ|2) dx dt

≤ C

(∫∫
Q

e−2sα |f |2 dx dt + s3 λ4

∫∫
O×(0,T )

ξ3 |ψ|2 dx dt
)(1.63)

for λ ≥ C(Ω,O) and s ≥ C(Ω,O)(T + T 2).

We finally turn back to our original function, which was given by q = esαψ. For
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the moment, we have

s−1

∫∫
Q

ξ−1 |ψt|2 dx dt + s−1

∫∫
Q

ξ−1 |Δψ|2 dx dt

+ s λ2

∫∫
Q

ξ |∇ψ|2 dx dt + s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt

≤ C

(∫∫
Q

e−2sα |f |2 dx dt + s3 λ4

∫∫
O×(0,T )

e−2sα ξ3 |q|2 dx dt
)
.

(1.64)

Using that

∇q = esα(∇ψ − s λ∇η0 ξ ψ),(1.65)

we find

s λ2

∫∫
Q

e−2sα ξ |∇q|2 dx dt ≤ C sλ2

∫∫
Q

ξ |∇ψ|2 dx dt

+ C s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt.
(1.66)

Consequently, we can add the previous integral of |∇q|2 to the left-hand side of (1.64):

s−1

∫∫
Q

ξ−1 |ψt|2 dx dt + s−1

∫∫
Q

ξ−1 |Δψ|2 dx dt

+ s λ2

∫∫
Q

ξ |∇q|2 dx dt + s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt

≤ C

(∫∫
Q

e−2sα |f |2 dx dt + s3 λ4

∫∫
O×(0,T )

e−2sα ξ3 |q|2 dx dt
)
.

(1.67)

For Δq, we use the identity

Δψ = e−sα(Δq + s λΔη0 ξ q + s λ2 |∇η0|2 ξ q + 2s λ ξ∇η0 · ∇q + s2 λ2 |∇η0|2 ξ2 q)

(1.68)

and obtain

s−1

∫∫
Q

e−2sα ξ−1 |Δq|2 dx dt ≤ C

(
s−1

∫∫
Q

ξ−1 |Δψ|2 dx dt

+ s λ2

∫∫
Q

e−2sα ξ |q|2 dx dt + s λ4

∫∫
Q

e−2sα ξ |q|2 dx dt

+ s λ2

∫∫
Q

e−2sα ξ |∇q|2 dx dt + s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt
)
.

(1.69)

Finally, for qt we get

s−1

∫∫
Q

e−2sα ξ−1 |qt|2 dx dt ≤ C

(
s−1

∫∫
Q

ξ−1 |ψt|2 dx dt

+ s T 2

∫∫
Q

e−2sα ξ3 |q|2 dx dt
)
,

(1.70)
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where we have used the identity qt = esα(ψt + s αt ψ). Thus, taking λ ≥ 1 and
s ≥ C(Ω,O)(T + T 2), we are able to introduce all the terms involving |Δq|2 and
|qt|2 on the left-hand side of (1.64). This gives (1.18) and concludes the proof of
Lemma 1.3.

Remark 4. It would be very interesting to know whether the powers of s and
λ arising in (1.18) are optimal. In other words, would it be possible to deduce an
inequality like (1.18) with higher powers of s and λ accompanying the terms on the
left-hand side? A positive answer to this would lead to the controllability of nonlinear
parabolic systems more general than those considered in subsections 1.3.2 and 2.2.1.

1.3. Applications and generalizations. There are many other similar sys-
tems for which null controllability properties can be analyzed as before. Let us men-
tion some of them.

1.3.1. General parabolic linear systems. We will now try to apply the Carle-
man inequality obtained in the previous subsection to systems where the heat equation
has a zero order term and a first order term in the divergence form. More precisely,
we would like to prove the null controllability of the system⎧⎨

⎩
yt − Δy + ∇ · (y B(x, t)) + a(x, t) y = v1O in Q,
y = 0 on Σ,
y(0) = y0 in Ω,

(1.71)

where y0 ∈ L2(Ω), a ∈ L∞(Q), and B ∈ L∞(Q)N .
In this case, the associated adjoint system is the following:⎧⎨

⎩
−ϕt − Δϕ−B(x, t) · ∇ϕ + a(x, t)ϕ = 0 in Q,
ϕ = 0 on Σ,
ϕ(T ) = ϕ0 in Ω.

(1.72)

A result similar to Theorem 1.1 holds for systems (1.71) and (1.72). Consequently,
what we have to do is prove an observability inequality for the solutions to (1.72).

In this situation, Lemma 1.3 provides a first estimate of the kind (1.18) (with q
replaced by ϕ), with two additional terms on the right-hand side, namely,

C

∫∫
Q

e−2sα |aϕ|2 dx dt and C

∫∫
Q

e−2sα |B · ∇ϕ|2 dx dt.(1.73)

But these can be absorbed by the left-hand side if we take s large enough. Indeed, it
suffices to take

s ≥ C(Ω,O)T 2(‖a‖2/3
∞ + ‖B‖2

∞)(1.74)

to have

C

(∫∫
Q

e−2sα |aϕ|2 dx dt +

∫∫
Q

e−2sα |B · ∇ϕ|2 dx dt
)

≤ 1

2
s3 λ4

∫∫
Q

e−2sα ξ3 |ϕ|2 dx dt +
1

2
s λ2

∫∫
Q

e−2sα ξ |∇ϕ|2 dx dt.
(1.75)

Arguing as we did when we proved the observability inequality for the solutions to
(1.2), we easily find∫∫

Ω×(T/4,3T/4)

|ϕ|2 dx dt ≤ C(Ω,O, T, a,B)

∫∫
O×(0,T )

|ϕ|2 dx dt,(1.76)
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with a constant

C(Ω,O, T, a,B) = exp{C(1 + 1/T + ‖a‖2/3
∞ + ‖B‖2

∞)}.(1.77)

On the other hand, the dissipativity of ϕ yields

‖ϕ(0)‖2
L2(Ω) ≤ exp{C T (‖a‖∞ + ‖B‖2

∞)} ‖ϕ(t)‖2
L2(Ω)(1.78)

for all t ∈ (T/4, 3T/4). Combining (1.76) and (1.78), we see that

‖ϕ(0)‖2
L2(Ω) ≤ eC(1+1/T+‖a‖2/3

∞ +T ‖a‖∞+(1+T )‖B‖2
∞)

∫∫
O×(0,T )

|ϕ|2 dx dt(1.79)

for all the solutions of (1.72) associated to final data ϕ0 ∈ L2(Ω). As mentioned above
(see Theorem 1.1), this implies the null controllability of (1.71).

Theorem 1.5. System (1.71) is null controllable, with controls v satisfying

‖v‖L2(O×(0,T )) ≤ C(Ω,O, T, a,B)‖y0‖L2(Ω),(1.80)

where

C(Ω,O, T, a,B) = eC(Ω,O)(1+1/T+‖a‖2/3
∞ +T‖a‖∞+(1+T )‖B‖2

∞).(1.81)

Remark 5. In a recent paper, Seidman [54] looked at the qualitative asymptotic
behavior of the constants found in estimates of the kind (1.80) with respect to relevant
parameters. In particular, the blow-up of C(Ω,O, T, a,B) as T → 0 has been analyzed
in some particular cases.

The next step will be to establish the null controllability for a general linear heat
equation system with first order terms and coefficients in L∞(Q), i.e., an equation of
the form

yt − Δy + B(x, t) · ∇y + a(x, t) y = v1O,(1.82)

with a ∈ L∞(Q) and B ∈ L∞(Q)N . A different Carleman inequality is now re-
quired since, in the corresponding adjoint equation, there is the term −∇· (ϕB(x, t)),
which belongs to L2(0, T ;H−1(Ω)). This will be treated in section 2 using arguments
from [39].

1.3.2. Extension to some semilinear systems. We will now consider possible
extensions of the null controllability results above to nonlinear problems of the form⎧⎪⎨

⎪⎩
yt − Δy + f(y) = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(1.83)

where

f ∈ C1(R) (for instance), f(0) = 0, and |f(s)| ≤ C(1 + |s|).(1.84)

The classical strategy used in [36] and [30] relies on the introduction of a mapping

z ∈ L2(Q) �→ yz ∈ L2(Q),(1.85)
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where yz is, together with vz, a solution of⎧⎨
⎩

(yz)t − Δyz + g(z)yz = vz1O in Q,
yz = 0 on Σ,
yz(0) = y0 in Ω

(1.86)

such that

yz(T ) = 0(1.87)

and (1.80) holds for vz with a = g(z) and B ≡ 0. Here, g is given by

g(s) =

⎧⎨
⎩

f(s)

s
if s 
= 0,

f ′(0) if s = 0.

(1.88)

Using the previous results and arguing as in [36], it can be seen that this mapping
can be correctly defined. It can also be proved that it is continuous and compact.
Furthermore, in view of (1.84), the estimate (1.80) written for vz, and the classical
estimates for yz, it maps the whole space L2(Q) into a ball. Hence, from Schauder’s
theorem, we deduce that this mapping possesses a fixed point and, consequently, the
following holds.

Theorem 1.6. Under conditions (1.84) on f , system (1.83) is null controllable,
with controls v satisfying

‖v‖L2(O×(0,T )) ≤ exp{C(Ω,O)(1 + 1/T + ‖g‖2/3
∞ + T‖g‖∞)}‖y0‖L2(Ω),(1.89)

where g is given by (1.88).

This fixed point approach for the solution of controllability problems for nonlin-
ear systems was introduced in [56] in the context of the controllability of the wave
equation. Later, it was successfully applied to the semilinear heat equation in [36],
[19], [30], [20], and [28].

The next case corresponds to a superlinear f , i.e., to a function not satisfying
the last condition in (1.84). In this context, it is much more complicated to estimate
the norms of vz and yz, since g is not necessarily uniformly bounded. However,
something can still be made in some particular cases. More precisely, the following
result is proved in [28].

Theorem 1.7. Assume that⎧⎪⎨
⎪⎩

f ∈ C1(R) (for instance), f(0) = 0, and

|f(s)|
s log3/2(1 + |s|)

−→ 0 as |s| → +∞.
(1.90)

Then (1.83) is null controllable with controls v ∈ L∞(O × (0, T )).

Remark 6. It is also proved in [28] that, in general, when

|f(s)| ∼ |s| logβ(1 + |s|)(1.91)

for some β > 2, (1.83) is not null controllable. However, it is unknown whether or
not the system (1.83) is null controllable when this is satisfied with 3

2 < β ≤ 2.
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1.3.3. Another boundary conditions. Let us consider the following system,
where the heat equation is completed with linear Robin (or Fourier) boundary condi-
tions: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

yt − Δy = v1O in Q,

∂y

∂n
+ a(x, t) y = 0 on Σ,

y(0) = y0 in Ω,

(1.92)

where a ∈ L∞(Σ) and y0 ∈ L2(Ω). Recall that under these assumptions there exists
a unique solution y to (1.92), with

y ∈ L2(0, T ;H1(Ω)) ∩ C0([0, T ];L2(Ω)).

Arguing as above, it is readily seen that the null controllability of (1.92) is implied
by the observability of the adjoint system⎧⎪⎪⎪⎨

⎪⎪⎪⎩

−ϕt − Δϕ = 0 in Q,

∂ϕ

∂n
+ a(x, t)ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω.

(1.93)

An observability inequality for the solutions to (1.93) is proved in [30], under the
additional assumption at ∈ L∞(Σ). As a consequence, one also has the null controlla-
bility of (1.92) whenever a fulfills this hypothesis. For some partial results concerning
a nonlinear version of (1.92), see [15].

An improvement of these results has been obtained in the more recent work [21].
See section 2 for further details.

1.3.4. Another controllability problems. Another interesting problem is the
null controllability of the heat equation with boundary controls, which means the null
controllability of the system ⎧⎪⎨

⎪⎩
yt − Δy = 0 in Q,

y = v1γ on Σ,

y(0) = y0 in Ω,

(1.94)

when γ is a (small) part of ∂Ω. In this case, the adjoint system is again (1.2) but the
required observability inequality is somewhat different. More precisely, we need the
estimate

‖ϕ(0)‖2
L2(Ω) ≤ C

∫∫
γ×(0,T )

∣∣∣∣∂ϕ∂n
∣∣∣∣
2

dσ dt(1.95)

for all solutions to (1.2).
This can be obtained as a consequence of the following Carleman estimates, sim-

ilar to (1.18) (see [30]):∫∫
Q

e−2sα̃
(
(s ξ̃)−1(|qt|2 + |Δq|2) + s λ2 ξ̃ |∇q|2 + s3 λ4 ξ̃ 3 |q|2

)
dx dt

≤ C

(∫∫
Q

e−2sα̃ |qt + Δq|2 dx dt + s

∫∫
γ×(0,T )

e−2sα̃ ξ̃

∣∣∣∣ ∂q∂n
∣∣∣∣
2

dσ dt

)
.
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Here, α̃ = α̃(x, t) and ξ̃ = ξ̃(x, t) are appropriate weight functions, similar to α and
ξ, respectively.

Using (1.95) and arguments like those in the proof of Theorem 1.1, one can easily
deduce the null controllability of (1.94).

1.3.5. Other more general partial differential equations. The previous
null controllability results can also be extended to more general equations with suffi-
ciently regular coefficients. For instance, for the system⎧⎪⎨

⎪⎩
yt − ∂i(aij(x, t) ∂jy) = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(1.96)

where the coefficients aij ∈ C2(Q) are uniformly elliptic, it is proved in [30] that
null controllability is achieved. This result has recently been improved in [51]; see
subsection 2.2.3 below.

2. Null controllability of other more general parabolic problems.

2.1. The case of the linear heat equation with general zero and first
order terms. In this subsection, we are going to prove the null controllability, with
distributed controls, of the linear heat equation with zero and first order terms and
coefficients in L∞(Q), i.e.,⎧⎪⎨

⎪⎩
yt − Δy + B(x, t) · ∇y + a(x, t) y = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(2.1)

with y0 ∈ L2(Ω), a ∈ L∞(Q), and B ∈ L∞(Q)N . To achieve this, we will first prove
an observability inequality for the associated adjoint system⎧⎪⎨

⎪⎩
−ϕt − Δϕ−∇ · (ϕB(x, t)) + a(x, t)ϕ = 0 in Q,

ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω.

(2.2)

More precisely, we will prove that

‖ϕ(0)‖2
L2(Ω) ≤ C

∫∫
O×(0,T )

|ϕ|2 dx dt(2.3)

for all ϕ0 ∈ L2(Ω) for some C = C(Ω,O, T, a,B). To this end we will use the following
lemma, which provides a suitable Carleman inequality (see [39]).

Lemma 2.1. There exist λ2 = C(Ω,O), s2 = C(Ω,O)(T + T 2), and C2 =
C2(Ω,O) > 0 such that, for any λ ≥ λ2 and any s ≥ s2, one has

s λ2

∫∫
Q

e−2sα ξ |∇q|2 dx dt + s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt

≤ C2

(
s3 λ4

∫∫
O×(0,T )

e−2sα ξ3 |q|2 dx dt

+

∫∫
Q

e−2sα |F0|2 dx dt + s2 λ2

∫∫
Q

e−2sα ξ2 |F |2 dx dt
)(2.4)
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for all functions q ∈ C1(Q) with q = 0 on Σ and qt + Δq = F0 + ∇ · F, where F0 ∈
L2(Q), F ∈ L2(Q)N . Here, α and ξ are the functions defined just before Lemma 1.3.

For the moment, let us assume that Lemma 2.1 is true and let us deduce an
observability inequality of the kind (2.3) for the solutions to (2.2). Fixing λ = λ2 and
applying Lemma 2.1 to ϕ, we have

s3

∫∫
Q

e−2sα ξ3 |ϕ|2 dx dt + s

∫∫
Q

e−2sα ξ |∇ϕ|2 dx dt

≤ C

(
s3

∫∫
O×(0,T )

e−2sα ξ3 |ϕ|2 dx dt + ‖a‖2
∞

∫∫
Q

e−2sα |ϕ|2 dx dt

+ s2 ‖B‖2
∞

∫∫
Q

e−2sα ξ2|ϕ|2 dx dt
)(2.5)

for any s ≥ s2. Consequently, we also have∫∫
Q

e−2sα t−3(T − t)−3 |ϕ|2 dx dt ≤ C

∫∫
O×(0,T )

e−2sα t−3(T − t)−3 |ϕ|2 dx dt(2.6)

for all s ≥ C (T + T 2 + T 2 (‖a‖2/3
∞ + ‖B‖2

∞)), whence it is easy to deduce that∫∫
Ω×(T/4,3T/4)

|ϕ|2 dx dt ≤ eC(1+1/T+‖a‖2/3
∞ +‖B‖2

∞)

∫∫
O×(0,T )

|ϕ|2 dx dt.(2.7)

On the other hand, we also have (1.78) for the solutions to (2.2). This, together with
(2.7), leads to the desired observability inequality (2.3). Thus, we have the following.

Theorem 2.2. System (2.1) is null controllable with controls v satisfying (1.80)
and (1.81).

Following [39], let us now give the proof of the Carleman inequality (2.4).

Proof of Lemma 2.1. Let q = q(x, t) satisfy the hypothesis stated above and set
q0 = q|t=T . Then q can be viewed as a solution by transposition of the backwards
system

⎧⎨
⎩

qt + Δq = F0 + ∇ · F in Q,
q = 0 on Σ,

q(T ) = q0 in Ω.

(2.8)

In other words, for each G ∈ L2(0, T ;H−1(Ω)) we must have

∫ T

0

〈G(t), q(t)〉 dt = −
∫ T

0

〈F0(t) + ∇ · F (t), z(t)〉 dt + (q0, z(T ))L2(Ω),(2.9)

where z is the solution of the linear problem⎧⎪⎨
⎪⎩

zt − Δz = G in Q,

z = 0 on Σ,

z(0) = 0 in Ω.

(2.10)

Here, 〈· , ·〉 denotes the usual duality product between H−1(Ω) and H1
0 (Ω).
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Let s and λ be as in Lemma 1.3 and let us introduce the following fourth order
problem, which will be justified below:⎧⎪⎨

⎪⎩
L(e−2sαL∗p) + s3 λ4 e−2sα ξ3 q = −s3 λ4 e−2sα ξ3 p1O in Q,

p = 0, e−2sαL∗p = 0 on Σ,

(e−2sαL∗p)(0) = (e−2sαL∗p)(T ) = 0 in Ω.

(2.11)

Here, we have used the notation Lq ≡ qt − Δq, L∗q ≡ −qt − Δq. The partial
differential problem (2.11) possesses exactly one (weak) solution p with∫∫

Q

e−2sα(ξ−1(|pt|2 + |Δp|2) + ξ |∇p|2 + ξ3 |p|2) dx dt < +∞.(2.12)

Indeed, let P0 be the linear space

P0 = {z ∈ C2(Q) : z = 0 on Σ}(2.13)

and let us set⎧⎪⎪⎪⎨
⎪⎪⎪⎩

κ(p, p′) =

∫∫
Q

e−2sα L∗pL∗p′ dx dt

+ s3 λ4

∫∫
O×(0,T )

e−2sα ξ3 p p′ dx dt ∀p, p′ ∈ P0

(2.14)

and

l(p) = −s3 λ4

∫∫
Q

e−2sα ξ3 q p dx dt ∀p ∈ P0.(2.15)

Then κ(· , ·) is a positive and symmetric bilinear form in P0.
Let P be the completion of P0 for the norm ‖p‖P = (κ(p, p))1/2. Then P is a

Hilbert space for the scalar product κ(· , ·) and, in view of the Carleman inequality
(1.18), we have that the functions in P satisfy (2.12). It is also clear from (1.18) that
l is a continuous linear form on P :

|l(p)| ≤ C

(
s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt
)1/2

‖p‖P ∀p ∈ P.(2.16)

Consequently, from the Lax–Milgram lemma, the following variational equation pos-
sesses exactly one solution p ∈ P :

κ(p, p′) = l(p′) ∀p′ ∈ P.(2.17)

It is not difficult to see that the unique solution to (2.17) also solves the fourth order
problem (2.11) in the distributional sense.

Of course, the space P and the function p ∈ P depend on the choice we have
made of s and λ.

Now, let us set

ẑ = −e−2sα L∗p, û = s3 λ4 e−2sα ξ3 p1O.(2.18)
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It is readily seen from (2.11) that ẑ is, together with û, a solution to the null control-
lability problem ⎧⎪⎨

⎪⎩
ẑt − Δẑ = s3 λ4 e−2sα ξ3 q + û1O in Q,

ẑ = 0 on Σ,

ẑ(0) = ẑ(T ) = 0 in Ω.

(2.19)

For the moment, we will assume that there exist positive s̃ = s̃(Ω,O) and λ̃ = λ̃(Ω,O),
such that

s−3λ−4

∫∫
O×(0,T )

e2sα ξ−3|û|2 dx dt +

∫∫
Q

e2sα |ẑ|2 dx dt

+ s−2λ−2

∫∫
Q

e2sα ξ−2|∇ẑ|2 dx dt ≤ C s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt
(2.20)

for all s ≥ s̃(T + T 2) and λ ≥ λ̃.
Let us then prove (2.4). First, we will get an estimate for the second term on the

left-hand side of (2.4). In view of (2.9) written for G = s3 λ4 e−2sα ξ3 q + û1O, we
have

s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt = −
∫∫

O×(0,T )

q û dx dt +

∫ T

0

〈F0(t) + ∇ · F (t), ẑ(t)〉 dt.

(2.21)

Therefore,

s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt

≤
(∫ T

0

∫
O
e−2sα ξ3 |q|2 dx dt

)1/2 (∫ T

0

∫
O
e2sα ξ−3 |û|2 dx dt

)1/2

+

(∫∫
Q

e−2sα|F0|2 dx dt
)1/2(∫∫

Q

e2sα|ẑ|2 dx dt
)1/2

+

(∫∫
Q

e−2sα ξ2|F |2 dx dt
)1/2(∫∫

Q

e2sα ξ−2|∇ẑ|2 dx dt
)1/2

.

(2.22)

And now, using (2.20), we see that

s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt ≤ C

(
s3 λ4

∫∫
O×(0,T )

e−2sα ξ3 |q|2 dx dt

+

∫∫
Q

e−2sα |F0|2 dx dt + s2 λ2

∫∫
Q

e−2sα ξ2 |F |2 dx dt
)(2.23)

for s ≥ ŝ(T + T 2) and λ ≥ λ̂.
Let us now get an estimate for the first term on the left-hand side of (2.4). To this

end, we multiply by s λ2 e−2sα ξ q the equation satisfied by q and integrate in space
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and time. This gives

s λ2

∫∫
Q

e−2sα ξ |∇q|2 dx dt + s
λ2

2

∫∫
Q

(
(e−2sα ξ)t − Δ(e−2sα ξ)

)
|q|2 dx dt

= s λ2

∫∫
Q

e−2sα(ξ F0 q − ξ F · ∇q) dx dt

− s λ2

∫∫
Q

F · ∇(e−2sα ξ)q dx dt.

(2.24)

Then we use the estimates

|(e−2sα ξ)t| ≤ C e−2sα (s T ξ3 + T ξ2) ≤ C s2 e−2sα ξ3,

|Δ(e−2sα ξ)| ≤ C s2 λ2 e−2sα ξ3
(2.25)

for s ≥ C(T + T 2),

s λ2

∣∣∣∣
∫∫

Q

e−2sα ξ F0 q dx dt

∣∣∣∣ ≤ C

(
s3λ4

∫∫
Q

e−2sαξ3|q|2 dx dt

+ s−1

∫∫
Q

e−2sαξ−1|F0|2 dx dt
)
,

s λ2

∣∣∣∣
∫∫

Q

e−2sα ξ F · ∇q dx dt

∣∣∣∣ ≤ C sλ2

∫∫
Q

e−2sα ξ |F |2 dx dt

+
1

2
s λ2

∫∫
Q

e−2sα ξ |∇q|2 dx dt,

(2.26)

and

s λ2

∣∣∣∣
∫∫

Q

F · ∇(e−2sα ξ)q dx dt

∣∣∣∣
≤ C

(
s λ2

∫∫
Q

e−2sα ξ |F |2 dx dt + s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt
)
,

(2.27)

to obtain from (2.24) the following:

s λ2

∫∫
Q

e−2sα ξ |∇q|2 dx dt ≤ C

(
s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt

+

∫∫
Q

e−2sα |F0|2 dx dt + s λ2

∫∫
Q

e−2sα ξ |F |2 dx dt
)(2.28)

for s ≥ C(T + T 2). This, together with (2.23), provides (2.4).
Let us finally prove (2.20).
We first multiply the equation in (2.11) by p, so we have

χ(p, p) = −s3 λ4

∫∫
Q

e−2sα ξ3 q p dx dt,(2.29)

which, combined with the Carleman inequality (1.18) proved in Lemma 1.3, provides
the desired inequality for the two first terms on the left-hand side of (2.20).
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To estimate the first order term, we multiply by s−2λ−2e2sα ξ−2 ẑ the equation
verified by ẑ. Then we integrate by parts with respect to the space variable and
get

s−2λ−2

∫∫
Q

e2sα ξ−2 ẑ ẑt dx dt + s−2λ−2

∫∫
Q

e2sα ξ−2 |∇ẑ|2 dx dt

− 2s−1λ−1

∫∫
Q

e2sα ξ−1∇η0 · ∇ẑ ẑ dx dt

− 2s−2λ−1

∫∫
Q

e2sα ξ−2∇η0 · ∇ẑ ẑ dx dt

= s λ2

∫∫
Q

ξ q ẑ + s−2λ−2

∫∫
O×(0,T )

e2sα ξ−2 û ẑ dx dt.

(2.30)

This time, let us integrate by parts in the first term with respect to the time variable:

s−2λ−2

∫∫
Q

e2sα ξ−2 ẑ ẑt dx dt

= −1

2
s−2λ−2

∫∫
Q

(e2sα ξ−2)t |ẑ|2 dx dt

≤ C s−1λ−2 T

∫∫
Q

e2sα |ẑ|2 dx dt ≤ C

∫∫
Q

e2sα |ẑ|2 dx dt

(2.31)

for s ≥ C T and λ ≥ 1.
Finally, we use Young’s inequality for the other terms of (2.30) and obtain

− 2s−1λ−1

∫∫
Q

e2sα ξ−1∇η0 · ∇ẑ ẑ dx dt

− 2s−2λ−1

∫∫
Q

e2sα ξ−2∇η0 · ∇ẑ ẑ dx dt

≤ C

∫∫
Q

e2sα |ẑ|2 dx dt +
1

2
s−2λ−2

∫∫
Q

e2sα ξ−2 |∇ẑ|2 dx dt,

(2.32)

s λ2

∫∫
Q

ξ q ẑ ≤ C

(∫∫
Q

e2sα |ẑ|2 dx dt + s3 λ4

∫∫
Q

e−2sα ξ3 |q|2 dx dt
)
,(2.33)

and

s−2λ−2

∫∫
O×(0,T )

e2sα ξ−2 û ẑ dx dt

≤ C

(∫∫
Q

e2sα |ẑ|2 dx dt + s−3λ−4

∫∫
O×(0,T )

e2sα ξ−3 |û|2 dx dt
)(2.34)

for s ≥ C T 2.
As a conclusion, we deduce (2.20) directly from (2.30).
Remark 7. In the same spirit of Remark 4, it would be very interesting to know

whether or not the powers of s and λ in (2.4) are optimal.
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2.2. Null controllability of other semilinear problems and further com-
ments. With the help of Lemma 2.1, Theorem 2.2, and some variants, we can now
prove the null controllability of other nonlinear parabolic systems. This is the goal of
this section.

2.2.1. Null controllability of the semilinear heat equation with nonlin-
earities in the zero and first order terms. In this paragraph, we will deduce the
null controllability of the system⎧⎪⎨

⎪⎩
yt − Δy + f(y,∇y) = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(2.35)

where we suppose y0 ∈ H1
0 (Ω) ∩W 1,∞(Ω), f ∈ C1(R × RN ), f(0, 0) = 0, and

f(s, p) = g(s, p)s + G(s, p) · p ∀(s, p) ∈ R × RN(2.36)

for some functions g and G satisfying |g| ≤ C and |G| ≤ C.
To this end, we will combine Theorem 2.2 and a fixed point argument.
Thus, let us consider the map

z ∈ L2(0, T ;H1
0 (Ω)) �→ yz ∈ L2(0, T ;H1

0 (Ω)),(2.37)

where (yz, vz) is the solution of⎧⎪⎨
⎪⎩

(yz)t − Δyz + g(z,∇z) yz + G(z,∇z) · ∇yz = vz1O in Q,

yz = 0 on Σ,

yz(0) = y0, yz(T ) = 0 in Ω,

(2.38)

constructed as in the previous subsection. We know that

‖vz‖L2(O×(0,T )) ≤ K ‖y0‖L2(Ω),(2.39)

with a constant K of the form

K = exp

{
C

(
1 +

1

T
+ ‖g‖2/3

∞ + T ‖g‖∞ + (1 + T )‖G‖2
∞

)}
.(2.40)

Now, one can check from parabolic regularity and the fact that g and G are uniformly
bounded that Kakutani’s fixed point theorem is applicable. For convenience, let us
state this result.

Theorem 2.3. Let Z be a Banach space and let Λ : Z �→ Z be a set-valued
mapping satisfying the following assumptions:

1. Λ(z) is a nonempty closed convex set of Z for every z ∈ Z.
2. There exists a nonempty convex compact set K ⊂ Z such that Λ(K) ⊂ K.
3. Λ is upper-hemicontinuous in Z, i.e., for each σ ∈ Z ′ the single-valued map-

ping

z �→ sup
y∈Λ(z)

〈σ, y〉Z′,Z(2.41)

is upper-semicontinuous.
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Then Λ possesses a fixed point in the set K, i.e., there exists z ∈ K such that z ∈
Λ(z).

For the proof, see, for instance, [3]. We then have the following result.

Theorem 2.4. Under the previous assumptions on y0 and f , (2.35) is null
controllable with controls v satisfying

‖v‖L2(O×(0,T )) ≤ K ‖y0‖L2(Ω),(2.42)

where the constant K is given by (2.40).

Now, we pretend to extend this result to the (superlinear) case where we only
have f ∈ C1(R × RN ) and f(0, 0) = 0. This time, to apply similar arguments, one
must work in the space L∞(0, T ;W 1,∞(Ω)) instead of L2(0, T ;H1

0 (Ω)). In fact, we
have the following result (see [16]).

Theorem 2.5. Assume that f ∈ C1(R×RN ), f(0, 0) = 0, and (2.36) holds with

g(s, p)

log3/2(1 + |s| + |p|)
→ 0 and

G(s, p)

log1/2(1 + |s| + |p|)
→ 0(2.43)

as |s| → +∞. Then (2.35) is null controllable with controls in L∞(O × (0, T )).

Remark 8. As in Theorem 1.7, it is unknown whether system (2.35) is controllable
when

|g(s, p)| ∼ logβ(1 + |s| + |p|) and/or |G(s, p)| ∼ logγ(1 + |s| + |p|)(2.44)

with β > 3
2 , γ > 1

2 .

Let us now address other typical controllability problems in this context.

(A) Going back to system (1.83), with no hypothesis on the growth of f , the
null controllability can be achieved if f possesses the “good sign,” that is to say, if
f(s) s ≥ 0 for all s ∈ R.

In this situation, it can be proved that, for any ρ > 0, there exists a time T =
T (Ω,O, f, ρ) > 0 such that, for every y0 ∈ L2(Ω) with ‖y0‖L2(Ω) ≤ ρ, there exists a
control v ∈ L2(O × (0, T )) whose associated solution y verifies y(T ) = 0 (see [2], [5],
and [28] for more details).

(B) Using methods similar to those above, the exact controllability to the trajec-
tories can be deduced as well. For instance, the following result is proved in [16].

Theorem 2.6. Let us assume that y0 ∈ H1
0 (Ω) ∩W 1,∞(Ω), f ∈ C1(R × RN ),

1

log3/2(1 + |s| + |p|)

∣∣∣∣
∫ 1

0

∂f

∂s
(s0 + λs, p0 + λp) dλ

∣∣∣∣ → 0(2.45)

and

1

log1/2(1 + |s| + |p|)

∣∣∣∣
∫ 1

0

∂f

∂pi
(s0 + λs, p0 + λp) dλ

∣∣∣∣ → 0(2.46)

for 1 ≤ i ≤ N as |(s, p)| → +∞, uniformly in (s0, p0) ∈ K for every compact set
K ⊂ R × RN . Let y0

∗ ∈ H1
0 (Ω) ∩ W 1,∞(Ω) and v∗ ∈ L∞(O × (0, T )) be given and

let y∗ ∈ C([0, T ];W 1,∞(Ω)) be the corresponding solution to (2.35). Then there exists
v ∈ L∞(O × (0, T )) such that its associated solution y verifies y(T ) = y∗(T ).
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2.2.2. Heat equations with Fourier boundary conditions. In this para-
graph, we will recall some recent results concerning the null and exact controllability
to the trajectories of the following partial differential systems:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

yt − Δy + B · ∇y + a y = v1O in Q,

∂y

∂n
+ β y = 0 on Σ,

y(0) = y0 in Ω

(2.47)

and ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

yt − Δy + F (y,∇y) = v1O in Q,

∂y

∂n
+ f(y) = 0 on Σ,

y(0) = y0 in Ω,

(2.48)

where y0 ∈ L2(Ω),

a ∈ L∞(Q), B ∈ L∞(Q)N , β ∈ L∞(Σ),(2.49)

and (for instance)

F ∈ C1(R × RN ), f ∈ C1(R).(2.50)

Let us first deduce a null controllability result for (2.47). To this end, we will need,
as before, an observability estimate for the solutions to the adjoint system associated
to (2.47).

Thus, let us consider the backwards system⎧⎪⎪⎨
⎪⎪⎩

−ϕt − Δϕ−∇ · (ϕB(x, t)) + a(x, t)ϕ = 0 in Q,

(∇ϕ + ϕB(x, t)) · n + β(x, t)ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω,

(2.51)

where ϕ0 ∈ L2(Ω). For the solutions to these problems, one has the following Carle-
man inequality (see [21]):∫∫

Q

e−2sζ κ3 |ϕ|2 dx dt ≤ C

∫∫
O×(0,T )

e−2sζ κ3 |ϕ|2 dx dt(2.52)

for appropriate positive weight functions κ and ζ (similar to those defined in section 1)
depending on a parameter λ and a suitable choice of s and λ. The proof of (2.52)
can be achieved using duality arguments similar to those presented in the proof of
Lemma 2.1.

From (2.52), one can easily deduce an observability inequality for the solutions
to (2.51). This yields the next null controllability result.

Theorem 2.7. Let (2.49) be fulfilled. Then, for all y0 ∈ L2(Ω), there exists a
control v ∈ L∞(O × (0, T )) such that the associated solution to (2.47) verifies

y(T ) = 0 in Ω.(2.53)
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Finally, the same arguments used in [28], based on the explicit dependence of the
constant C in (2.52) with respect to T and the L∞-norms of the coefficients a, B, and
β, lead to an exact controllability result to the trajectories for the nonlinear system
(2.48).

Theorem 2.8. Let (2.50) be fulfilled and let y be a solution of the nonlinear
system (2.48) with v ≡ 0 such that

y ∈ L2(0, T ;H1(Ω)) ∩ L∞(Q), y(0) ∈ L∞(Ω).

Moreover, assume that the functions F and f verify

lim
|s|→∞

|F (s, p) − F (r, p)|
|s− r| log3/2(1 + |s− r|)

= 0(2.54)

uniformly in (r, p) ∈ R × RN ,⎧⎪⎪⎨
⎪⎪⎩

∀L > 0, ∃M > 0 such that

|F (s, p) − F (r, p)| ≤ M |s− r|, |F (s, p) − F (s, q)| ≤ M |p− q|

∀(s, r, p, q) ∈ [−L,L]2 × RN × RN ,

(2.55)

and

lim
|s|→∞

|f(s) − f(r)|
|s− r| log1/2(1 + |s− r|)

= 0(2.56)

uniformly in r ∈ R. Then there exist controls v ∈ L∞(O × (0, T )) and associated
solutions y to (2.48) such that y(T ) = y(T ).

For the proof of this result and other related questions, see [22].

2.2.3. Null controllability of some variants of the heat system. Here, we
are interested in solving the null controllability problem of more general parabolic
systems, where various coefficients appear in the differential equation.

We first consider the case of a general second order differential operator in the
heat system—more precisely, the following problem:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
yt −

N∑
i,j=1

∂i(aij ∂jy) = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(2.57)

where y0 ∈ L2(Ω) and the coefficients aij = aji ∈ W 1,∞(Q) (1 ≤ i, j ≤ N) form a
uniformly elliptic matrix. For the solutions to the adjoint system associated to (2.57)
(which is in fact the same), we find a global Carleman inequality in the recent paper
[51]. Of course, this leads to the null controllability of (2.57).

Analogously as we found in Theorem 2.2, this allows us to deduce a null control-
lability result for (2.57) in a more general case.

Theorem 2.9. Let us assume that, in (2.57), the coefficients aij are of the form
aij = a0

ij +ε hij with a0
ij = a0

ji ∈ W 1,∞(Q) uniformly elliptic, (T − t)−1/2hij ∈ L∞(Q)

and ε small enough, depending on Ω, O, T , a0
ij, and hij. Then, for any T > 0, system

(2.57) is null controllable at time T .
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For the proof of Theorem 2.9, it suffices to combine the previously mentioned
result for general aij ∈ W 1,∞(Q) with Lemma 2.1 adapted to this situation.

The second case we consider is the following:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

yt −
N∑

i,j=1

aij ∂ijy = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(2.58)

with y0 ∈ L2(Ω). To prove the null controllability of (2.58), we can use a recent
Carleman inequality which can be found in [23] for heat equations with right-hand
sides in L2(0, T ;H−2(Ω)). This is given in the following result.

Lemma 2.10. Let us consider the following problem:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−zt − Δz =

N∑
i,j=1

∂ijHij in Q,

z = 0 on Σ,

z(T ) = z0 in Ω,

(2.59)

where z0 ∈ H−1(Ω) and the functions Hij verify Hij ∈ L2(Q) with

N∑
j=1

∂jHij ∈ L2(Q) and

N∑
j=1

Hij nj = 0.(2.60)

There exist constants C3(Ω,O) > 0, λ3 = C(Ω,O), and s3 = C(Ω,O)(T + T 2) such
that

s3λ4

∫∫
Q

e−2sα ξ3 |z|2 dx dt ≤ C3

(
s3λ4

∫∫
O×(0,T )

e−2sα ξ3 |z|2 dx dt

+ s4λ4
N∑

i,j=1

∫∫
Q

e−2sα ξ4 |Hij |2 dx dt
)(2.61)

for all λ ≥ λ3 and s ≥ s3.
Let us introduce the adjoint system to (2.58):⎧⎪⎨

⎪⎩
−ϕt − ∂ij(aij ϕ) = 0 in Q,

ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω.

(2.62)

A simple application of Lemma 2.10 gives the following result.
Theorem 2.11. Let T be an arbitrary positive time. Let us suppose that aij =

δij + ε hij (i, j = 1, . . . , N) with (T − t)−1/2hij ∈ L∞(Q) and ε > 0 small enough,
depending on Ω, O, and T . Then (2.58) is null controllable at time T .

Let us finally consider the control problem⎧⎪⎨
⎪⎩

b yt − Δy = v1O in Q,

y = 0 on Σ,

y(0) = y0 in Ω,

(2.63)



1426 ENRIQUE FERNÁNDEZ-CARA AND SERGIO GUERRERO

whose adjoint system is the following:⎧⎪⎨
⎪⎩

−(b ϕ)t − Δϕ = 0 in Q,

ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω.

(2.64)

In order to analyze the null controllability of (2.63), we need a Carleman inequality
for heat equations with right-hand sides in H−1(0, T ;L2(Ω)). Its proof can also be
found in [23].

Lemma 2.12. Consider the system⎧⎪⎨
⎪⎩

−zt − Δz = Gt Q,

z = 0 Σ,

z(T ) = z0 Ω,

(2.65)

where z0 ∈ H−1(Ω) and G ∈ L2(Q) with G ∈ Cw([0, T ];H−1(Ω)). Then there exist
C4(Ω,O) > 0, λ4 = C(Ω,O), and s4 = C(Ω,O)(T + T 2) such that

s3λ4

∫∫
Q

e−2sα ξ3 |z|2 dx dt ≤ C4

(
s3λ4

∫∫
O×(0,T )

e−2sα ξ3 |z|2 dx dt

+ s4λ4

∫∫
Q

e−2sα ξ4 |G|2 dx dt
)(2.66)

for all λ ≥ λ4 and s ≥ s4.
From this Carleman inequality, one can readily deduce the following result.
Theorem 2.13. Let T be a positive time and let us assume that b = 1 + ε h with

(T − t)−1/2h ∈ L∞(Q) and ε > 0 small enough, depending on Ω, O, and T . Then
system (2.63) is null controllable at time T .

Remark 9. The proofs of Lemmas 2.10 and 2.12 are based on the duality argu-
ments presented in Lemma 2.1. Observe in particular that the solutions to systems
(2.58) and (2.63) belong only to L2(Q) and must be defined by transposition.

3. Null controllability of systems of the Stokes kind. In this section, N =
2 or N = 3. The controllability properties of the Navier–Stokes system have been the
subject of intensive research these last years. The question was first considered by
Lions in [48], where approximate controllability was conjectured. This was followed
by several papers, where various partial (positive) answers were furnished. See [18],
[10], [11], and [50]. Concerning null controllability and exact controllability to the
trajectories, the first local results were given in [29].

For completeness, we will recall briefly one of the main results in [10]. This
paper deals with the approximate controllability of the two-dimensional Navier–Stokes
equations with Navier-slip boundary conditions on the lateral boundary ∂Ω × (0, T ).
Thus, let us assume that the state equation is⎧⎪⎨

⎪⎩
yt + (y · ∇)y − Δy + ∇p = v1O, ∇ · y = 0 in Q,

y · n = 0, ∇× y = 0 on Σ,

y(0) = y0 in Ω

(3.1)

(where Ω ⊂ R2). The general fact the author makes good use of is the treatment of
(y · ∇)y as the leading term, while −Δy is considered as a “disturbance.”
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Roughly speaking, the following is proved: Let y0 and y1 be two prescribed
velocity fields. Then the fluid can be driven from y0 at time t = 0 to a velocity field
at time t = T which is arbitrarily close to y1. Here, “arbitrarily close” means that,
for instance, the distance of the velocity field to y1 in W−1,∞(Ω) and the distance of
the vorticity to ∇× y1 in all spaces L∞(K) (K ⊂ Ω is an arbitrary compact set) can
be made arbitrarily small. This is proved for any T > 0, for any regular Ω, y0, and
y1, and for all nonempty open sets O ⊂ Ω.

The proof is as follows:
1. For each α > 0, it is possible to find vα and a couple (yα, pα) such that yα is

a gradient outside O × (0, T ),⎧⎪⎨
⎪⎩

yα,t + (yα · ∇)yα − Δyα + ∇pα = vα1O, ∇ · yα = 0 in Q,

yα · n = 0, ∇× yα = 0 on Σ,

yα(0) = yα(T ) = 0 in Ω

(3.2)

and, furthermore, the linearized Euler system at yα, that is to say,{
zt + (yα · ∇)z + (z · ∇)yα + ∇π = w1O, ∇ · z = 0 in Q,

z · n = 0, ∇× z = 0 on Σ,
(3.3)

is α-controllable in the following sense: For any given z0 and zd of class C∞, there
exists a control w such that (3.3) possesses at least one solution bounded in C3(Q)
independently of α and satisfying

z(0) = z0 in Ω

and

z(T ) = zd in {x ∈ Ω; dist (x, ∂Ω) ≥ α }

(notice we are saying that, for every α, this property is satisfied for any z0 and zd).
2. Let us set v(x, t) = 0 in (3.1) for t ∈ [0, (1− δ)T ] (δ will be determined below).

This defines y and p without ambiguity in Ω× [0, (1− δ)T ] and, in particular, we can
speak of y((1 − δ)T ). In [(1 − δ)T, T ], we do the following:

• First, vα, yα, and pα are rescaled. In view of the α-controllability of (3.3),
we introduce a first control function ṽ:

ṽ(x, t) ≡ 1

δ
vα

(
x,

1

δ
(t− (1 − δ)T )

)
+ w

(
x,

1

δ
(t− (1 − δ)T )

)
.

The associate state is

(ỹ, p̃) ≡ 1

δ
(yα, pα)

(
x,

1

δ
(t− (1 − δ)T )

)
+ (z, π)

(
x,

1

δ
(t− (1 − δ)T )

)
.

Here, w and (z, π) are perturbations depending on α (which will be also fixed
below), the initial state y((1 − δ)T ), and the desired state yd. In order to
drive (3.1) to a final state close to yd, it is natural (at least formally) to look
for a control close to ṽ for t ∈ [(1 − δ)T, T ].

• We introduce a second control function by modifying ṽ just as needed. Thus,
we solve the following problem:⎧⎪⎨
⎪⎩

yt + (y · ∇)y − Δy + ∇p = v1O + (∇× y)(y − ỹ)⊥, ∇ · y = 0 in Q,

y · n = 0, ∇× y = 0 on Σ,

y(0) = y0 in Ω.
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Here, we have introduced the function

y(x, t) =
1

δ
yα

(
x,

1

δ
(t− (1 − δ)T )

)
, (a1, a2)

⊥ = (−a2, a1).

Since ∇×y vanishes outside O× (0, T ), it is clear that (y, p) solves (3.1) with

v = ṽ + (∇× y)(y − ỹ)⊥.

Now, the task is reduced to show that for every ε > 0, there exist positive α and
δ such that

‖y(T ) − yd‖W−1,∞ ≤ ε.(3.4)

This can be achieved in the following way. Let us set R = y − y0, ω = ∇×R. Then

∂tω + (R + y0) · ∇ω − Δω = −(R + z) · ∇(∇× z) + Δ(∇× z)

in Ω× ((1− δ)T, T ). Furthermore, R(x, (1− δ)T ) ≡ 0 and z and all its derivatives of
order ≤ 3 are uniformly bounded. This leads, at first time, to a pointwise estimate
of ω and then to an estimate of R(·, T ) in W−1,∞(Ω) when α and δ are sufficiently
small. Consequently, for any given ε > 0, there exist α0 > 0 and η : (0, α0) �→ R+

such that whenever 0 < α < α0 and 0 < δ < η(α), one has (3.4) (for further details,
see [10]).

This method has several limitations. Thus, the boundary conditions have to be
of the Navier-slip type. In practice, this is equivalent to prescribing the values on the
boundary of the stream function and the vorticity. At present, it is unknown how
the method has to be modified in order to keep its validity in the context of Dirichlet
(no-slip) boundary conditions. The case in which Ω is a manifold without boundary
is considered in [11].

An extension of this method to Boussinesq systems in spatial dimensions N = 2
and N = 3 has been given in [31]. For the analysis of the similar three-dimensional
situation for the Euler equations, see [33].

In the remainder of this section, we will be concerned with the null controlla-
bility of Stokes-like and Navier–Stokes systems completed with Dirichlet boundary
conditions. Let us recall the definition of the following spaces, which are usual in the
analysis of Stokes systems:

V = { z ∈ C∞
0 (Ω)N : ∇ · z = 0 in Ω }

and

H (resp., V ) = the adherence of V in L2(Ω)N (resp., H1
0 (Ω)N ).

We have

H = { z ∈ L2(Ω)N : ∇ · z = 0 in Ω, z · n = 0 on ∂Ω }(3.5)

and

V = { z ∈ H1
0 (Ω)N : ∇ · z = 0 in Ω }.(3.6)

For instance, see [55].
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3.1. Null controllability of Stokes systems. We are first interested in prov-
ing the null controllability of some systems of the Stokes kind with distributed control.
In other words, we would like to be able to find v, y, and p such that⎧⎪⎪⎪⎨

⎪⎪⎪⎩

yt − Δy + ∇ · (y ⊗ y) + ∇ · (y ⊗ y) + ∇p = v1O in Q,

∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω

(3.7)

and

y(T ) = 0 in Ω(3.8)

for any y0 ∈ H. Here, we will assume that the following regularity properties hold:

y ∈ L∞(Q)N , yt ∈ L2(0, T ;Lσ(Ω))N ,(3.9)

with σ > 1 if N = 2 and σ > 6/5 if N = 3.
Let us remark that (3.7) can be viewed as the linearized Navier–Stokes system,

so we are actually trying to prove the exact controllability to the trajectories of those
equations. In fact, this will serve to deduce the local exact controllability to the
trajectories of the Navier–Stokes equations.

A previous result of this kind was proved in [37] under stronger hypotheses on the
trajectory y. In what follows, we will sketch the arguments presented in [24], which
are also based on those in [37].

Concerning the null controllability of (3.7), we will first recall a Carleman in-
equality for the backwards system⎧⎪⎪⎪⎨

⎪⎪⎪⎩

−ϕt − Δϕ− (Dϕ) y + ∇π = 0 in Q,

∇ · ϕ = 0 in Q,

ϕ = 0 on Σ,

ϕ(T ) = ϕ0 in Ω,

(3.10)

where Dϕ = ∇ϕ + ∇ϕt and, consequently, the ith component of (Dϕ) y is

((Dϕ) y)i =

N∑
j=1

(∂jϕ
i + ∂iϕ

j) yj .(3.11)

To this end, let us introduce the following weight functions:

β(x, t) =
e5/4λk‖η‖∞ − eλ(k‖η‖∞+η(x))

t4(T − t)4
, γ(x, t) =

eλ(k‖η‖∞+η(x))

t4(T − t)4
,

β̂(t) = min
x∈Ω

β(x, t), β∗(t) = max
x∈Ω

β(x, t),

γ̂(t) = max
x∈Ω

γ(x, t), γ∗(t) = min
x∈Ω

γ(x, t).

(3.12)

Here, k > 4 is a fixed number and η is the function given by Lemma 1.2 associated
to ω = O5 ⊂⊂ O. Then we have the following.
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Lemma 3.1. Let us assume that (3.9) is satisfied. Then for every ϕ0 ∈ H there
exist three positive constants s, λ, and C depending only on Ω and O, such that

s−1

∫∫
Q

e−2sβ γ−1 |ϕt|2 dx dt + s−1

∫∫
Q

e−2sβ γ−1 |Δϕ|2 dx dt

+ sλ2

∫∫
Q

e−2sβ γ |∇ϕ|2 dx dt + s3λ4

∫∫
Q

e−2sβ γ3 |ϕ|2 dx dt

≤ C s16λ40(1 + T 2)

∫∫
O×(0,T )

e−8sβ̂+6sβ∗
γ̂16 |ϕ|2 dx dt

(3.13)

for all λ ≥ λ(1 + ‖y‖∞ + ‖yt‖2
L2(Lσ) + eλT‖y‖2

∞) and s ≥ s(T 4 + T 8).
The proof of Lemma 3.1 is given in the next subsection. Notice that the hypothe-

ses imposed above over y are not completely satisfactory. In fact, it is expected (and
desirable) that an inequality like (3.13) hold for any y ∈ L∞(Q)N , but for the moment
this is unknown.

Now, from this Carleman inequality, one can deduce the null controllability of
(3.7) in a classical way.

Theorem 3.2. Let us assume that (3.9) holds. Then for any T > 0, the linear
system (3.7) is null controllable with controls v ∈ L2(O × (0, T ))N at time T .

After some additional work, one can also deduce some local controllability results
for the Navier–Stokes equations. Specifically, we mean local exact controllability to
the trajectories. Thus, let us introduce the Navier–Stokes system

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

yt − Δy + ∇ · (y ⊗ y) + ∇p = v1O in Q,

∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω.

(3.14)

We have the following.
Theorem 3.3. Let (y, p) be a solution to the Navier–Stokes problem

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

yt − Δy + ∇ · (y ⊗ y) + ∇p = 0 in Q,

∇ · y = 0 in Q,

y = 0 on Σ,

y(0) = y0 in Ω

(3.15)

verifying (3.9), and let us introduce the space E, with

E = H if N = 2 and E = H ∩ L4(Ω)3 if N = 3.(3.16)

Then there exists ε > 0 such that for each y0 ∈ E satisfying ‖y0 − y0‖E ≤ ε, there
exist controls v ∈ L2(O×(0, T ))N and associated states (y, p) such that one has (3.14)
and

y(T ) = y(T ) in Ω.(3.17)

This result can be proved by arguing as follows. We deduce in a first step a null
controllability result for (3.7) with suitable right-hand side f .
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More precisely, let us set Ly = yt −Δy +∇ · (y ⊗ y + y ⊗ y) and let us introduce
the spaces EN , with

E2 = { (y, v) : e2sb̂−sb∗ γ̂−15/4y, e4sb̂−3sb∗ γ̂−8v1ω ∈ L2(Q)2,

esb
∗/2(γ∗)−1/4y ∈ L2(0, T ;V ) ∩ L∞(0, T ;H),

∃p : esb
∗
(γ∗)−1/2(Ly + ∇p− v1ω) ∈ L2(0, T ;H−1(Ω)2) }

and

E3 = { (y, v) : e2sb̂−sb∗ γ̂−15/4y, e4sb̂−3sb∗ γ̂−8v1ω ∈ L2(Q)3,

esb
∗/2(γ∗)−1/4y ∈ L2(0, T ;V ) ∩ L∞(0, T ;H),

esb
∗/2(γ∗)−1/4y ∈ L4(0, T ;L12(Ω)3),

∃p : esb
∗
(γ∗)−1/2(Ly + ∇p− v1ω) ∈ L2(0, T ;W−1,6(Ω)3) },

where the new weight functions b, b∗, etc., are given by

b(x, t) =
e5/4λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))

�(t)4
,

b̂(t) = min
x∈Ω

b(x, t), b∗(t) = max
x∈Ω

b(x, t),

γ(x, t) =
eλ(m‖η0‖∞+η0(x))

�(t)4
,

γ̂(t) = max
x∈Ω

γ(x, t), γ∗(t) = min
x∈Ω

γ(x, t).

Here, we have introduced

�(t) =

{
T 2/4 for 0 < t < T/2,

t(T − t) for T/2 < t < T.
We then have the following.
Proposition 3.4. Assume that y satisfies (3.9) and
• y0 ∈ H, esb

∗
(γ∗)−1/2f ∈ L2(0, T ;H−1(Ω)2) if N = 2;

• y0 ∈ L4(Ω)3 ∩H, esb
∗
(γ∗)−1/2f ∈ L2(0, T ;W−1,6(Ω)3) if N = 3.

Then there exists a control v ∈ L2(ω × (0, T ))N such that if y is the associated
solution to (3.7), we have (y, v) ∈ EN .

Notice that this is actually a null controllability result for (3.7). Indeed, if (y, v) ∈
EN , we have in particular that y(T ) = 0 in Ω.

The rest of the proof of Theorem 3.3 relies on an appropriate inverse mapping
theorem. More precisely, we use the following result from [1].

Proposition 3.5. Let X, F be two Banach spaces and let A : X �→ F satisfy A ∈
C1(X;F ). Assume that e0 ∈ X, A(e0) = h0, and A′(e0) : X �→ F is an epimorphism.
Then there exists δ > 0 such that for every h ∈ F satisfying ‖h − h0‖F < δ, there
exists a solution of the equation

A(e) = h, e ∈ X.

Let us consider the mapping A : X �→ F , given by

A(y, v) = (Ly + (y · ∇)y + ∇p− v1ω, y(·, 0)) ∀(y, v) ∈ X,
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where X = EN and

F =

{
L2(esb

∗
(γ∗)−1/2;H−1(Ω)2) ×H if N = 2,

L2(esb
∗
(γ∗)−1/2;W−1,6(Ω)3) × (L4(Ω)3 ∩H) if N = 3.

From the definition of EN , one can easily check that A is well defined and satisfies
A ∈ C1(X;F ). Furthermore, the identity

Im(A′(0, 0)) = F

is equivalent to the result stated in Proposition 3.4. Therefore, we can apply Propo-
sition 3.5 to A with e0 = (0, 0) and h0 = (0, 0). This ends the proof of Theorem 3.3.

For more details concerning the local exact controllability of (3.14), see [24]; see
also [25].

3.2. Proof of the Carleman inequality. In this subsection, we sketch the
proof of Lemma 3.1. This is contained in a more general case covered by the results
in [24]. Throughout the proof, C will denote a generic positive constant that may
depend on Ω and O and can change its value from one line to the next.

For easier comprehension, we will divide the proof in several steps.

3.2.1. Carleman estimate for the heat equation and first estimate of
the pressure. Let us apply the Carleman inequality (1.18) to each component ϕi

with right-hand side

−∂iπ + ((Dϕ) y)i (1 ≤ i ≤ N).(3.18)

Introducing the notation

I(s, λ;ϕ) = s−1

∫∫
Q

e−2sb γ−1 (|ϕt|2 + |Δϕ|2) dx dt

+ sλ2

∫∫
Q

e−2sβ γ |∇ϕ|2 dx dt + s3λ4

∫∫
Q

e−2sβ γ3 |ϕ|2 dx dt,
(3.19)

one has

I(s, λ;ϕ) ≤ C

(
s3λ4

∫∫
O5×(0,T )

e−2sβ γ3 |ϕ|2 dx dt

+

∫∫
Q

e−2sβ (|∇π|2 + |(Dϕ) y|2) dx dt
)(3.20)

for λ ≥ C and s ≥ C(T 7 + T 8).
Taking λ ≥ C ‖y‖∞ and s ≥ C T 8, one can eliminate the term |(Dϕ) y|2 on the

right-hand side, whence we obtain

I(s, λ;ϕ) ≤ C

(
s3λ4

∫∫
O5×(0,T )

e−2sβ γ3 |ϕ|2 dx dt +

∫∫
Q

e−2sβ |∇π|2 dx dt
)

(3.21)

for λ ≥ C(1 + ‖y‖∞) and s ≥ C(T 4 + T 8).
Let us now present an estimate of the last integral. To this end, we will apply

the main result in [38] to the elliptic equation

−Δπ(t) = −∇ · ((Dϕ) y)(t) in Ω(3.22)
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for each t ∈ (0, T ). This provides

∫
Ω

e2τeλη |∇π(t)|2 dx ≤ C

(∫
O5

e2τeλη

(|∇π(t)|2 + τ2λ2 e2λη |π(t)|2)dx

+ τ

∫
Ω

e2τeλη

eλη |(Dϕ) y(t)|2 dx + τ1/2 e2τ ‖π(t)‖2
H1/2(∂Ω)

)

(3.23)

for λ, τ ≥ C.
One can readily see that the local term of |∇π|2 can be eliminated by arguing as

in the proof of Lemma 1.3, so we obtain

∫
Ω

e2τeλη |∇π(t)|2 dx ≤ C

(
τ2λ2

∫
O4

e2τeλη

e2λη |π(t)|2dx

+ τ

∫
Ω

e2τeλη

eλη |(Dϕ) y(t)|2 dx + τ1/2 e2τ ‖π(t)‖2
H1/2(∂Ω)

)

(3.24)

for an open subset O4 verifying O5 ⊂⊂ O4 ⊂⊂ O.
Next, we put

τ =
s

t4(T − t)4
eλk‖η‖∞ ,(3.25)

we multiply (3.24) by

exp

{
−2s

e5/4λk‖η‖∞

t4(T − t)4

}
,(3.26)

and we integrate with respect to t in (0, T ). This yields∫∫
Q

e−2sβ |∇π|2 dx dt ≤ C

(
s2λ2

∫∫
O4×(0,T )

e−2sβ γ2 |π|2 dx dt

+ s

∫∫
Q

e−2sβ γ |(Dϕ) y|2 dx dt

+ s1/2

∫ T

0

e−2sβ∗
(γ∗)1/2 ‖π(t)‖2

H1/2(∂Ω) dt

)
(3.27)

for λ ≥ C and s ≥ C T 8.
Let us now estimate the term containing the trace of π following the ideas of [37].

Thus, let us introduce the functions

ϕ∗ = s1/4 e−sβ∗
(γ∗)1/4 ϕ and π∗ = s1/4 e−sβ∗

(γ∗)1/4 π,(3.28)

which satisfy⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−ϕ∗
t − Δϕ∗ + ∇π∗ = (Dϕ∗) y − s1/4 (e−sβ∗

(γ∗)1/4)t ϕ in Q,

∇ · ϕ∗ = 0 in Q,

ϕ∗ = 0 on Σ,

ϕ∗(T ) = 0 in Ω.

(3.29)
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Using well-known regularity properties of the Stokes system, we find

‖π∗‖2
L2(0,T ;H1/2(∂Ω)) ≤ C

(∫∫
Q

(|Dϕ∗ y|2 + s1/2|(e−sβ∗
(γ∗)1/4)t|2 |ϕ|2) dx dt

)

≤ C

(
s1/2

∫∫
Q

e−2sβ∗
(γ∗)1/2 |(Dϕ) y|2 dx dt

+ s5/2 T 2

∫∫
Q

e−2sβ∗
(γ∗)3 |ϕ|2 dx dt

)

(3.30)

for s ≥ C T 8. This, used in combination with (3.27), leads to the inequality∫∫
Q

e−2sβ |∇π|2 dx dt ≤ C

(
s2λ2

∫∫
O4×(0,T )

e−2sβ γ2 |π|2 dx dt

+ s

∫∫
Q

e−2sβ γ |(Dϕ) y|2 dx dt

+ s5/2 T 2

∫∫
Q

e−2sβ γ3 |ϕ|2 dx dt
)
,

(3.31)

which must hold for λ ≥ C and s ≥ C T 8.
We finally insert this inequality into (3.21) and absorb the last two terms on the

right-hand side:

I(s, λ;ϕ) ≤ C s2λ2

∫∫
O4×(0,T )

e−2sβ(sλ2 γ3 |ϕ|2 + γ2 |π|2) dx dt(3.32)

for λ ≥ C(1 + ‖y‖∞) and s ≥ C(T 4 + T 8).

3.2.2. Local estimate of the pressure. The goal of this paragraph is to esti-
mate the local integral of π appearing in (3.32). This is the most complicated part of
the proof. Let us assume that we have chosen π such that∫

O4

π(t) dx = 0 ∀t ∈ (0, T ).(3.33)

Then from the definition of the weight functions and the Poincaré–Wirtinger inequal-
ity, we have

s2λ2

∫∫
O4×(0,T )

e−2sβ γ2 |π|2 dx dt ≤ s2λ2

∫∫
O4×(0,T )

e−2sβ̂ γ̂2 |π|2 dx dt

≤ C s2λ2

∫∫
O4×(0,T )

e−2sβ̂ γ̂2 |∇π|2 dx dt.
(3.34)

Recall that β̂ = β̂(t) and γ̂ = γ̂(t) are given as follows:

β̂(t) = min
Ω

β(x, t), γ̂(t) = max
Ω

γ(x, t).(3.35)

From the differential equation in (3.10), we deduce that in order to estimate the
last integral in (3.34), it suffices to bound locally the Laplacian and the time derivative
of the velocity field ϕ.
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A local estimate of Δϕ. Let us first introduce two open sets O2 and O3, with

O4 ⊂⊂ O3 ⊂⊂ O2 ⊂⊂ O,(3.36)

and a function ρ ∈ D(O2), with ρ ≡ 1 in O3.
Next, we put

u(x, t) = p̂(t) ρ(x) Δϕ(x, T − t) ∀(x, t) ∈ RN × (0, T ),(3.37)

where we have denoted by p̂ the function p̂(t) = sλ e−sβ̂ γ̂.
From (3.10), we obtain

(Δϕ(T − t))t − Δ(Δϕ(T − t)) = f in Q,(3.38)

with

f(t) = Δ((Dϕ) y)(T − t) −∇(∇ · ((Dϕ) y)(T − t)).(3.39)

This provides the following heat problem for the function u:{
ut − Δu = F in RN × (0, T ),

u(0) = 0 in RN ,
(3.40)

with

F (t) = p̂ ρ f + p̂′ ρΔϕ(T − t) − 2p̂∇ρ · ∇Δϕ(T − t) − p̂ΔρΔϕ(T − t)(3.41)

for all t ∈ (0, T ). Then we rewrite F in the form F = F1 + F2, with

F1(t) = p̂Δ(ρ((Dϕ) y)(T − t)) − p̂∇(∇ · (ρ((Dϕ) y)(T − t)))

+ p̂′ Δ(ρϕ(T − t))
(3.42)

and

F2(t) = −2p̂∇ρ · ∇((Dϕ)y)(T − t) − p̂Δρ ((Dϕ) y)(T − t)

+ p̂∇(∇ρ · ((Dϕ) y)(T − t)) + p̂∇ρ · (∇ · ((Dϕ) y)(T − t))

− 2p̂′ ∇ρ · ∇ϕ(T − t) − p̂′ Δρϕ(T − t) − 2p̂∇ρ · ∇Δϕ(T − t)

− p̂ΔρΔϕ(T − t),

(3.43)

and we define ui (i = 1, 2) as the solution to{
ui
t − Δui = Fi in RN × (0, T ),

ui(0) = 0 in RN .
(3.44)

An estimate of u1. Let us remark that F1 ∈ L2(0, T ;H−2(RN )N ), while we would
like to estimate the L2-norm of u1. Accordingly, we have to define u1 like a solution by
transposition. More precisely, u1 is the unique function in L2(RN ×(0, T ))N verifying∫∫

RN×(0,T )

u1 · k dx dt =

∫∫
RN×(0,T )

p̂ ρ((Dϕ) y(T − t)) · Δz dx dt

−
∫∫

RN×(0,T )

p̂ ρ((Dϕ) y(T − t)) · ∇(∇ · z) dx dt

+

∫∫
RN×(0,T )

p̂′ ρϕ(T − t) · Δz dx dt

(3.45)
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for any k ∈ L2(RN × (0, T ))N , where z is the solution of{
−zt − Δz = k in RN × (0, T ),

z(T ) = 0 in RN .
(3.46)

Then we get the following directly from (3.45):∫∫
RN×(0,T )

|u1|2 dx dt

≤ C

(∫∫
RN×(0,T )

|p̂ ρ (Dϕ) y|2 dx dt +

∫∫
RN×(0,T )

|p̂′ ρϕ|2 dx dt
)

≤ C

(∫∫
O2×(0,T )

|p̂|2 |(Dϕ) y|2 dx dt +

∫∫
O2×(0,T )

|p̂′|2 |ϕ|2 dx dt
)
.

(3.47)

An estimate of u2. This time we must take into account the fact that the function
F2 belongs to the space L2(0, T ;H−1(RN )N ). But it is also essential to remember
that supp F2 ⊂ O2 \ O3, since derivatives of ρ appear everywhere. This allows us to
write, for x ∈ O4,

u2(x, t) =

∫ t

0

∫
O2\O3

G(x− y, t− s)F2(y, s) dy ds,(3.48)

where G is the fundamental solution of the heat equation, i.e.,

G(x, t) =
1

(4πt)N/2
e−

|x|2
2t ∀(x, t) ∈ RN × R+.(3.49)

Now, we integrate by parts with respect to y in (3.48), taking all the space derivatives
out of (Dϕ) y and ϕ. This gives the following equality:

u2(x, t) =

∫ t

0

∫
O2\O3

∑
α∈I,β∈J

Dα
yG(x− y, t− s)Dβ

y ρ(y)wα,β(y, s) dy ds,(3.50)

where

wα,β(y, s) = (Aα,β p̂(s) + Bα,β p̂
′(s))ϕ(y, s) + Cα,β p̂(s) ((Dϕ) y)(y, s)(3.51)

for appropriate constants Aα,β , Bα,β , and Cα,β ,

I ⊂ {γ ∈ NN : |γ| ≤ 3} and J ⊂ {γ ∈ NN : 1 ≤ |γ| ≤ 4}.(3.52)

Next, we denote by d the quantity d = dist(∂O3, ∂O4), we fix δ ∈ (0, d), and we
observe that

|Dα
yG(x− y, t− s)| ≤ C exp

(
− δ2

2(t− s)

)
∀x ∈ O4, ∀y ∈ O2 \ O3.(3.53)

Therefore, we deduce from (3.50) that

|u2(x, t)| ≤ C

∫ t

0

∫
O2\O3

e−
δ2

2(t−s) |w(y, s)| dy ds ∀(x, t) ∈ O4 × (0, T ),(3.54)
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where

w(y, s) = (p̂(s) + p̂ ′(s))ϕ(y, s) + p̂(s) ((Dϕ) y)(y, s).(3.55)

Integrating with respect to x and t in O4 × (0, T ), we find that∫∫
O4×(0,T )

|u2|2 dx dt ≤ C T

∫ T

0

∫ t

0

e−δ2/(t−s) ‖w(y, s)‖2
L2(O2)

ds dt

= C T

∫ T

0

(f1 ∗ f2)(t) dt,

(3.56)

where

f1(t) = e−δ2/t and f2(t) = ‖w(t)‖2
L2(O2)

.(3.57)

Notice that f1, f2 ∈ L1(0, T ). As a consequence of Young’s inequality, we have∫∫
O4×(0,T )

|u2|2 dx dt ≤ C T

∫∫
O2×(0,T )

|w|2 dx dt

≤ C T

(∫∫
O2×(0,T )

(|p̂|2 + |p̂′|2)|ϕ|2 dx dt

+

∫∫
O2×(0,T )

|p̂|2 |(Dϕ) y|2 dx dt
)
.

(3.58)

Combining this with (3.47), we obtain the local estimate of Δϕ:

s2λ2

∫∫
O4×(0,T )

e−2sβ̂ γ̂2 |Δϕ|2 dx dt ≤ C(1 + T )

(∫∫
O2×(0,T )

(|p̂|2 + |p̂′|2)|ϕ|2 dx dt

+

∫∫
O2×(0,T )

|p̂|2 |(Dϕ) y|2 dx dt
)
.

(3.59)

A local estimate of ϕt. Let us first introduce the weight function p, with

p(t) = s15/4 e−2sβ̂+sβ∗
γ̂15/4.(3.60)

By setting (ψ, θ) = (pϕ, p π), we have⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−ψt − Δψ − (Dψ) y + ∇θ = −p′ ϕ in Q,

∇ · ψ = 0 in Q,

ψ = 0 on Σ,

ψ(T ) = 0 in Ω.

(3.61)

Recall that the term we have to estimate is

∫∫
O4×(0,T )

|p̂|2 |ϕt|2 dx dt =

∫∫
O4×(0,T )

p−2 |p̂|2 |pϕt|2 dx dt

= s−11/2λ2

∫∫
O4×(0,T )

e−2sβ∗+2sβ̂ γ̂−11/2 |ψt − p′ ϕ|2 dx dt.

(3.62)
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Hence, we will try to estimate the (weighted) L2-norm of the time derivative of ψ. To
this end, we integrate by parts with respect to t:

s−11/2λ2

∫∫
O4×(0,T )

e−2sβ∗+2sβ̂ γ̂−11/2 |ψt|2 dx dt

=
1

2
s−11/2λ2

∫∫
O4×(0,T )

(e−2sβ∗+2sβ̂ γ̂−11/2)tt |ψ|2 dx dt

−s−11/2λ2

∫∫
O4×(0,T )

e−2sβ∗+2sβ̂ γ̂−11/2 ψtt ψ dx dt.

(3.63)

One can easily check that

s−11/2λ2(e−2sβ∗+2sβ̂ γ̂−11/2)tt ≤ C s−7/2λ2 T 2 e−2sβ∗+2sβ̂ γ̂−3(3.64)

for s ≥ C T 8.
Therefore, we must concentrate on estimating the last term in (3.63). Now, we

first denote by p∗ the function

p∗ = s−11/2λ−4 e−2sβ∗+2sβ̂ γ̂−11/2(3.65)

and then use Hölder’s inequality:

λ6

∫∫
O4×(0,T )

p∗ ψtt ψ dx dt ≤ λ6 ‖p∗ ψtt‖L2(0,T ;Lq(O4)) ‖ψ‖L2(0,T ;Lq′ (O4))

≤ 2‖p∗ ψtt‖2
L2(0,T ;Lq(O4))

+ 2λ12‖ψ‖2
L2(0,T ;Lq′ (O4))

,

(3.66)

where q is chosen lower than σ but greater than 1 in dimension N = 2 and greater
than 6/5 in dimension N = 3, and q′ is the conjugate exponent of q (recall that σ > 1
if N = 2 and σ > 6/5 if N = 3).

Let us first deal with the second term on the right-hand side of (3.66). Let
ρ ∈ C2(O3) be a cut-off function satisfying

supp ρ ⊂ O3 and ρ ≡ 1 in O4.(3.67)

Then

‖ψ‖2
L2(Lq′ (O4))

≤ ‖Δ(ρψ)‖2
L2(L2(O3))

= ‖Δρψ + 2∇ρ · ∇ψ + ρΔψ‖2
L2(L2(O3))

.
(3.68)

Following the same steps as in the previous section for obtaining the local estimate of
Δϕ, after some long computations, one can readily get an estimate of the last term
on the right-hand side of (3.68). Consequently, we have

‖ψ‖2
L2(0,T ;Lq′ (O4))

≤ C(1 + ‖y‖2
∞)(1 + T )

∫∫
O1×(0,T )

(|ψ|2 + |∇ψ|2 + |p′ϕ|2) dx dt,

(3.69)

where O1 is an open set verifying

O2 ⊂⊂ O1 ⊂⊂ O.(3.70)
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Finally, we treat the norm of p∗ψtt in (3.66).
Observing the problem verified by (p∗ ψt, p

∗ θt), one can obtain the next a priori
estimate for ψtt:

‖p∗ ψtt‖L2(Lq) ≤ (1 + ‖y‖∞) eC(1+T‖y‖2
∞)

(
‖p∗ p′′ ϕ‖L2(L2)

+ ‖p∗ p′ ϕt‖L2(L2) + ‖(p∗)′ ψt‖L2(L2) + ‖p∗ (Dψ) yt‖L2(Lq)

)
.

(3.71)

Consequently, from (3.62)–(3.66) and (3.69)–(3.71), we have∫∫
O4×(0,T )

|p̂|2 |ϕt|2 dx dt

≤ (1 + ‖y‖2
∞) eC(1+T‖y‖2

∞)
(
λ12(1 + T )(‖pϕ‖2

L2(L2(O1))

+ ‖p∇ϕ‖2
L2(L2(O1))

+ ‖p′ϕ‖2
L2(L2(O1))

) + ‖p∗ p′′ ϕ‖2
L2(L2)

+ ‖p∗ p′ ϕt‖2
L2(L2) + ‖(p∗)′ ψt‖2

L2(L2) + ‖p∗ (Dψ) yt‖2
L2(Lq)

)
.

(3.72)

An estimate of p∗ (Dψ) yt. Let � ∈ (1,+∞) be given. In this section, we will
prove that for y ∈ L∞(Q)N , we have p∗ ψ ∈ L∞(0, T ;W 1,�(Ω))N for all � < ∞, and
we will get an estimate of its norm. Once this is established, we will directly obtain
an estimate of p∗ (Dψ) yt in L2(Lq) (taking � large enough).

Thus, let us look at the system fulfilled by (p∗ ψ, p∗ θ):⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−(p∗ ψ)t − Δ(p∗ ψ) −D(p∗ ψ) y + ∇(p∗ θ) = −(p∗)′ ψ − p∗ p′ ϕ in Q,
∇ · (p∗ ψ) = 0 in Q,

p∗ ψ = 0 on Σ,

(p∗ ψ)(T ) = 0 in Ω.

(3.73)

We can first view ψ as a function in

L2(0, T ;H2(Ω)N ) ∩ L∞(0, T ;V ).(3.74)

Then, using interpolation inequalities, we have that D(p∗ ψ) y ∈ Lk1(Lk2), with 2 <
k1 < 4 and 3 < k2 < 6 (which will be chosen below) verifying

4/3

k1
+

2

k2
= 1.(3.75)

Using well-known regularity properties of the Stokes system (see [32]), we obtain from
(3.73) that

p∗ ψ ∈ Lk1(0, T ;W 2,k2(Ω)N )(3.76)

and

‖p∗ ψ‖Lk1 (W 2,k2 ) ≤ C(‖(p∗)′ ψ + p∗ p′ ϕ‖Lk1 (Lk2 ) + ‖y‖∞‖∇(p∗ ψ)‖Lk1 (Lk2 ).(3.77)

We can now perform a bootstrap argument again based on a priori estimates of
the Stokes system but this time with a right-hand side in Lk1(L�) with

2

k1
+

6

�
= 1.(3.78)
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This determines the value of k1 and, consequently, of k2 as well. This yields ∇(p∗ θ) ∈
Lk1(L�) and

‖∇(p∗ θ)‖Lk1 (L�) ≤ C(‖(p∗)′ ψ + p∗ p′ ϕ‖Lk1 (Ll) + ‖y‖∞ ‖∇(p∗ ψ)‖Lk1 (L�)).(3.79)

Combining this last inequality and (3.77), we get

‖∇(p∗ θ)‖Lk1 (L�) ≤ C(1 + ‖y‖2
∞)(‖(p∗ + (p∗)′) Δψ‖L2(L2)

+ ‖((p∗ + (p∗)′)ψ)t‖L2(L2) + ‖p∗ p′ Δϕ‖L2(L2)

+ ‖(p∗ p′ ϕ)t‖L2(L2)).

(3.80)

This tells us that we can view (3.73) as a system of N heat equations with right-
hand sides in Lk1(0, T ;L�(Ω)). Then, using the representation of the solution of heat
systems in terms of the semigroup, we deduce that

‖p∗ ψ(t)‖W 1,�(Ω) ≤
∫ t

0

(t− s)−1/2‖B(s)‖L�(Ω) ds ∀t ∈ (0, T ),(3.81)

where B(s) = −(p∗)′ ψ − p∗ p′ ϕ + D(p∗ ψ) y −∇(p∗ θ). See [40] for more details.
Since k1 > 2, from Young’s inequality we see that ‖p∗ ψ‖W 1,�(Ω) ∈ L∞(0, T ) and

‖p∗ ψ‖L∞(W 1,�) ≤ (1 − k′1/2)−1/k′
1 T−1/2+1/k′

1 ‖B‖Lk1 (L�).(3.82)

Hence, from (3.80), we obtain the estimate

‖p∗ ψ‖L∞(W 1,�) ≤ C T−1/2+1/k′
1(1 + ‖y‖2

∞)(‖(p∗ + (p∗)′) Δψ‖L2(L2)

+ ‖((p∗ + (p∗)′)ψ)t‖L2(L2) + ‖p∗ p′ Δϕ‖L2(L2) + ‖(p∗ p′ ϕ)t‖L2(L2))

(3.83)

and, consequently, with a proper choice of �, we have

‖p∗ Dψ yt‖L2(Lq) ≤ ‖p∗ (Dψ)‖L∞(L�) ‖yt‖L2(Lσ) ≤C ‖yt‖L2(Lσ) T
−1/2+1/k′

1(1 + ‖y‖2
∞)(

‖(p∗ + (p∗)′) Δψ‖L2(L2) + ‖((p∗ + (p∗)′)ψ)t‖L2(L2)

+ ‖p∗ p′ Δϕ‖L2(L2) + ‖(p∗ p′ ϕ)t‖L2(L2)

)
.

(3.84)

Finally, we put (3.84) together with (3.72) to obtain the desired local estimate of
ϕt: ∫∫

O4×(0,T )

|p̂|2 |ϕt|2 dx dt

≤ (1 + ‖y‖6
∞) ‖yt‖2

L2(Lσ) e
C(1+T‖y‖2

∞)
(
λ12(1 + T )(‖pϕ‖2

L2(L2(O1))

+ ‖p∇ϕ‖2
L2(L2(O1))

+ ‖p′ ϕ‖2
L2(L2(O1))

) + T−1+2/k′
1(‖p∗ p′′ ϕ‖2

L2(L2)

+ ‖(p∗)′ p′ ϕ‖2
L2(L2) + ‖p∗ p′ ϕt‖2

L2(L2) + ‖p∗ p′ Δϕ‖2
L2(L2)

+ ‖p∗ ψt‖2
L2(L2) + ‖(p∗)′ ψt‖2

L2(L2) + ‖(p∗)′ ψ‖2
L2(L2)

+ ‖(p∗)′′ ψ‖2
L2(L2) + ‖p∗ Δψ‖2

L2(L2) + ‖(p∗)′ Δψ‖2
L2(L2))

)
.

(3.85)



CARLEMAN, PARABOLICITY, AND CONTROLLABILITY 1441

3.2.3. Conclusion. In this subsection we will end the proof of Lemma 3.1. We
will first see that the global integrals in (3.85) can be absorbed by the terms in
I(s, λ;ϕ), and then we will combine the local estimates to end the proof.

Notice that the next bounds hold for the weight functions:

|p∗p′| + |(p∗)′p| ≤ C T s−3/4λ−4e−sβ∗
γ̂−1/2,(3.86)

|(p∗)′p′| + |(p∗)′′p| + |p∗p′′| ≤ C T 2 s1/4λ−4e−sβ∗
(γ∗)3/4.(3.87)

Combining this and (3.85), we get∫∫
O4×(0,T )

|p̂|2 |ϕt|2 dx dt

≤ (1 + ‖y‖6
∞) ‖yt‖2

L2(Lσ)e
C(1+T ‖y‖2

∞)

(
λ12(1 + T )(‖pϕ‖2

L2(L2(O1))

+ ‖p′ ϕ‖2
L2(L2(O1))

+ ‖p∇ϕ‖2
L2(L2(O1))

)

+ s3λ−8

∫∫
Q

e−2sβ∗
(γ∗)3|ϕ|2 dx dt

+ s−1λ−8

∫∫
Q

e−2sβ∗
γ̂−1(|ϕt|2 + |Δϕ|2) dx dt

)

(3.88)

for s ≥ C(T 4 + T 8).

Taking now λ ≥ C(1 + ‖y‖∞ + ‖yt‖2
L2(Lσ) + eC T ‖y‖2

∞), we obtain

∫∫
O4×(0,T )

|p̂|2 |ϕt|2 dx dt ≤ C λ20(1 + T )(‖pϕ‖2
L2(L2(O1))

+ ‖p′ ϕ‖2
L2(L2(O1))

+ ‖p∇ϕ‖2
L2(L2(O1))

) + ε I(s, λ;ϕ).

(3.89)

Let us finally combine (3.89), (3.32), (3.34), and (3.59). This yields

I(s, λ;ϕ) ≤ C λ20(1 + T )
(
‖pϕ‖2

L2(L2(O1))
+ ‖p′ ϕ‖2

L2(L2(O1))

+ ‖p∇ϕ‖2
L2(L2(O1))

)(3.90)

for s ≥ C(T 4 + T 8) and λ ≥ C(1 + ‖y‖∞ + ‖yt‖2
L2(Lσ) + eC T ‖y‖2

∞).

It remains only to absorb the last norm in (3.90). This can be achieved using
localization arguments. Indeed, we have

∫∫
O1×(0,T )

|p|2 |∇ϕ|2 dx dt ≤ C

(
sλ20(1 + T )

∫∫
O×(0,T )

e2sβ∗ |p|4 γ̂ |ϕ|2 dx dt

+ ε s−1λ−20(1 + T )−1

∫∫
O×(0,T )

e−2sβ∗
γ̂−1|Δϕ|2 dx dt

)

(3.91)

for a constant ε = ε(Ω,O) > 0 small enough.
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In conclusion, we get from (3.90)

I(s, λ;ϕ) ≤ C s16λ40(1 + T 2)

∫∫
O×(0,T )

e−8sα̂+6sα∗
ξ̂16 |ϕ|2 dx dt(3.92)

for s ≥ C(T 4 + T 8) and λ ≥ C(1 + ‖y‖∞ + ‖yt‖2
L2(Lσ) + eC T ‖y‖2

∞), which is exactly

(3.13).

3.3. Some additional comments. In this subsection, we will indicate several
recent results. The first two concern the controllability of the three-dimensional Stokes
and Navier–Stokes systems with two scalar controls. The third one is related to the
null controllability of the Stokes system with slip boundary conditions.

3.3.1. Three-dimensional Stokes and Navier–Stokes systems and two
scalar controls. Let us consider system (3.7) with N = 3. What we would like
to do now is to control acting over a (small) part of Ω just in two directions. More
precisely, if we denote the control by v = (v1, v2, v3), we intend to drive the system
(3.7) to zero at time t = T with the restriction

v1 = 0 or v2 = 0 or v3 = 0.(3.93)

In the context of approximate controllability, this question was considered (and
solved) in [49] for cylindrical domains Ω.

We will have to impose an additional restriction on the control domain O, namely,

∃x0 ∈ ∂Ω, ∃ε > 0 such that O ∩ ∂Ω ⊃ B(x0; ε) ∩ ∂Ω.(3.94)

The following result holds.
Theorem 3.6. Let T be an arbitrary positive time. Let (3.9) and (3.94) be

fulfilled. Then, for every y0 ∈ H, there exists a two-dimensional L2 control v such
that the solution to (3.7) satisfies

y(T ) = 0 in Ω.(3.95)

Let us indicate briefly the idea of the proof. It is not restrictive to assume that

B(x0; ε) ∩ Ω ⊂ O

and, for instance,

n3(x) 
= 0 ∀x ∈ B(x0; ε) ∩ ∂Ω.

In view of the general arguments proved in section 1, the key point is to get a
Carleman inequality of the form

s−1

∫∫
Q

ρ2|ϕ|2 dx dt ≤ C

∫∫
O×(0,T )

ρ2
(
|ϕ1|2 + |ϕ2|2

)
dx dt(3.96)

for the solutions to (3.10).
Let us set O0 = B(x0; ε) ∩ Ω. We start from (3.13), which must hold for some

C > 0. In O0, we have

ϕ3(x, t) =

∫
l(x,t)

(∂1ϕ1 + ∂2ϕ2)(x1, x2, ξ3, t) dξ3,(3.97)

where l(x, t) is an appropriate segment in O0 that starts from (x, t), is parallel to e3,
and ends at a point on ∂Ω.
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Using (3.97) in (3.13), in view of Fubini’s formula, Hölder’s inequality, and stan-
dard localization arguments, together with the particular definition of the set O0, one
can find a Carleman inequality with local terms of |ϕ1|2 and |ϕ2|2 on the right-hand
side. This and the dissipativity of system (3.10) imply, in a usual way, an observability
inequality for the associated solutions with only these two terms on the right-hand
side, which yields the result stated in Theorem 3.6.

As a consequence of Theorem 3.6, following again the arguments developed in [37]
and [24], one can deduce the local exact controllability to the trajectories of the
Navier–Stokes system with two scalar controls:

Theorem 3.7. Let (y, p) be a solution of (3.15) verifying (3.9) and y(0) ∈ E =
H ∩ L4(Ω)3. There exists ε > 0 such that, for each y0 ∈ E satisfying

‖y0 − y(0)‖L4 ≤ ε,

one can find a two-dimensional L2 control v and an associated solution (y, p) to (3.14)
for which we have

y(T ) = y(T ) in Ω.(3.98)

3.3.2. Stokes systems with slip boundary conditions. Let us introduce the
following system:⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

yt − Δy + ∇p = v1O in Q,

∇ · y = 0 in Q,

y · n = 0, ((Dy) · �n)tg + (A(x, t) y)tg = 0 on Σ,

y(0) = y0 in Ω.

(3.99)

Here, we have used the notation atg to denote the tangential component of any vector
a ∈ RN :

atg = a− (a · n)n.(3.100)

We will impose the following assumptions on A:

A ∈ H(3−δ)/2(0, T ;H1/2(∂Ω)N×N ),

A ∈ H1−δ(0, T ;H−1+N/2+2δ′(∂Ω)N×N ),
(3.101)

where 0 < δ < 1/2 arbitrarily close to 1/2 and δ < δ′ < 1/2. Then we have the next
result from [35].

Theorem 3.8. Let us assume that A is a uniformly elliptic matrix verifying
A ∈ L∞(Σ)N×N and (3.101). Then, for each y0 ∈ H, there exists v ∈ L2(O×(0, T ))N

such that the solution to (3.99) satisfies

y(T ) = 0 in Ω.(3.102)

Remark 10. It would be interesting to know if this result still holds, for general
uniformly elliptic A ∈ L∞(Σ)N×N , without the hypotheses (3.101). However, this
seems to be a difficult question.

For similar systems for the Stokes or Navier–Stokes equations involving nonlinear
slip boundary conditions, the situation is much more complicated. See [35] for more
details.
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PHASE-FIELD RELAXATION OF TOPOLOGY OPTIMIZATION
WITH LOCAL STRESS CONSTRAINTS∗

MARTIN BURGER† AND ROMAN STAINKO‡

Abstract. We introduce a new relaxation scheme for structural topology optimization problems
with local stress constraints based on a phase-field method. In the basic formulation we have a
PDE-constrained optimization problem, where the finite element and design analysis are solved
simultaneously. The starting point of the relaxation is a reformulation of the material problem
involving linear and 0-1 constraints only. The 0-1 constraints are then relaxed and approximated by
a Cahn–Hilliard-type penalty in the objective functional, which yields convergence of minimizers to
0-1 designs as the penalty parameter decreases to zero. A major advantage of this kind of relaxation
opposed to standard approaches is a uniform constraint qualification that is satisfied for any positive
value of the penalization parameter. The relaxation scheme yields a large-scale optimization problem
with a high number of linear inequality constraints. We discretize the problem by finite elements and
solve the arising finite-dimensional programming problems by a primal-dual interior point method.
Numerical experiments for problems with local stress constraints based on different criteria indicate
the success and robustness of the new approach.

Key words. topology optimization, local stress constraints, phase-field methods, interior-point
methods, one-shot methods
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1. Introduction. Topology optimization denotes problems of finding optimal
material distributions in given design domains subject to certain criteria and, pos-
sibly, satisfying several additional constraints. In the last two decades, advances in
homogenization, optimization theory, and numerical analysis as well as new engineer-
ing approaches caused topology optimization techniques to become a standard tool
of engineering design (cf. [5, 18] for an overview), in particular in structural me-
chanics. In structural optimization there are two design-constraint combinations of
particular importance, namely the maximization of material stiffness at given mass
and the minimization of mass while keeping a certain stiffness. The formulation of the
first combination as the so-called minimal compliance problem has become standard,
and seems to be well understood with respect to its mathematical properties (cf.,
e.g., [2, 8, 26]), and various successful numerical techniques have been proposed (cf.,
e.g., [3, 7, 20, 27, 31]). The treatment of the second problem is, by far, less under-
stood, although this problem characterizes one of the oldest mechanical requirements
in structural design, e.g., in aeronautics minimization of mass without material failure
under loading is an important issue. Until now there seems to have been no approach
capable of computing reliable (global) optima with respect to local stress constraints
within reasonable computational effort.
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The main source of difficulties in this problem is a lack of constraint qualification
in the feasible set defined by the local stress constraints, which already appear for
simple truss structures (cf. [24, 29]). Moreover, there are several complications for
specific methods, e.g., convergence issues of homogenized stress criteria for material
interpolation schemes (cf. [5, 17]).

We start by describing the main mathematical setup used in what follows. By
Ω ⊂ R

d (d = 2, 3) we denote the design domain, which we assume to be sufficiently
regular. The function u : Ω ⊂ R

d → R
d denotes the elastic displacement, the strain

eij :=
1

2

(
∂ui

∂xj
+

∂uj

∂xi

)

and the stress σ, determined from the strain via a standard linearly elastic relation

σij =
∑
k,�

Cijk�ek�

with a suitable symmetric positive definite elasticity tensor (Cijk�); i.e.,∑
i,j,k,�

Cijk�eijek� ≥ η
∑
ij

e2
ij

for some η > 0. Below we shall abbreviate the stress-strain relation as σ = C : e. The
scaled density of the material is denoted by χ : Ω → {0, 1}, which we normalize to
χ(x) = 1 if there is material at the point x and χ(x) = 0 otherwise. Then the stress
constrained topology optimization problem is given by∫

Ω

χ dx → min
χ∈{0,1} a.e.

,

div σ = 0 in {χ = 1},
σ = C : e in Ω,

u = 0 on ΓD ⊂ ∂Ω,
σ · n = t on ΓN ⊂ ∂Ω,
σ · n = 0 on ∂{χ = 1} ∪ (∂Ω − ΓD − ΓN ),

σmin ≤ σ ≤ σmax in {χ = 1},
umin ≤ u ≤ umax in Ω,

where n denotes the outward unit normal and t is a traction force applied on a part
ΓN of the boundary ∂Ω. In the current geometrical setup, the material is kept fixed
on ΓD, while the remaining part ∂Ω − ΓD − ΓN does not need to represent material
boundaries. Moreover, we have ignored body forces for simplicity, but they could be
incorporated by adding a right-hand side to the divergence equation.

The matrices σmin and σmax denote the allowed minimal and maximal value for
the local stresses, respectively. We shall call this criterion total stress constraints.
Alternatively, the case of von Mises stress constraints is of interest, where the local
constraints on σ are replaced by

Φ(σ) ≤ Φmax,(1.1)

where the von Mises stress is denoted via the functional Φ : R
d×d → R given by

Φ(σ) =

√∑
i,j(λi − λj)2

2
,
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where λj , j = 1, . . . , d, are the principal stresses (the eigenvalues of σ). Note that for
d = 2, the case we are focusing on, we simply have

Φ(σ) = |λ1 − λ2| =
√

(σ11 − σ22)2 + 4σ2
12.

A frequently used approach to overcome the difficulties with the missing constraint
qualification is the so-called epsilon-relaxation approach (cf. [15, 24]), originally used
in the optimization of truss structures, which perturbs the stress criterion by some
small parameter ε. In the topology optimization of continuum structures, the ε-
relaxation can be combined with standard material interpolation schemes and finite
element discretization in order to compute approximations of solutions, an approach
carried out by Duysinx and Bendsøe [17]. A drawback of the ε-relaxation approach is
the fact that the constraint qualification is not uniform for positive ε and there could
still be cases where the Slater qualifications is violated (see [17] for a discrete setting).
Recently, it has been shown for such examples by Stolpe and Svanberg [29] that
the trajectories of minimizers of the ε-relaxed approach can have a discontinuity for
arbitrarily small ε, and as a consequence it is difficult (or even impossible) to compute
reliable minimizers of topology optimization problems with local stress constraints
using this approach.

Due to the well-known ill-posedness of topology optimization problems (see [26]),
we add a perimeter penalization to the objective functional; i.e., we minimize

Jγ(χ) = γ

∫
Ω

χ dx + |χ|BV(1.2)

for a (large) parameter γ > 0, where

|χ|BV := sup
g∈C∞

0 (Ω;Rd)
‖g‖∞≤1

∫
Ω

div g χ dx.

The additional perimeter term equals the length of the curve ∂{χ = 1} for d = 2
and the area of the surface ∂{χ = 1} for d = 3. The boundedness of the perimeter
regularizes the topology optimization problem; in particular it excludes checkerboard
effects and mesh-dependent results (cf. [19, 23]).

In this paper we use a different approach to the relaxation of the local constraints.
The starting point of our analysis is a reformulation of the equality constraints de-
scribing the elastic equilibrium and the local inequality constraints for stresses and
displacements into a system of linear inequality constraints, as recently proposed by
Stolpe and Svanberg [30]. This reformulation is approximate at the continuum level
but exact for finite element discretizations with suitable parameter choice. The main
difficulty is that the arising problem also involves 0-1 constraints in addition to the
linear inequalities. The computational effort of methods for the global minimization
of these mixed linear programming problems grows fast with the number of degrees
of freedom (DOFs) in the discretization, so that the problem could be solved only
for very coarse discretizations so far (cf. [28, 30]). Instead of solving mixed linear
programming problems, we propose using a phase-field relaxation of the reformulated
problem. The phase-field relaxation consists in using an interpolated material den-
sity ρ, similar to material interpolation schemes. In addition, a Cahn–Hilliard-type
penalization functional (see [14]) of the form
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P ε(ρ) =
ε

2

∫
Ω

|∇ρ|2 dx +
1

ε

∫
Ω

W (ρ) dx(1.3)

is used to approximate the perimeter, where W : R → R ∪ {+∞} is a scalar function
with exactly two minimizers at 0 and 1 satisfying W (0) = W (1) = 0. The second term
of the penalty functional ensures that the values of the material density ρ converge to
0 or 1 as ε → 0, while the first term controls the perimeter of level sets of ρ. Due to
a famous result by Modica and Mortola [22] (cf. also [1, 21]), minimizers of P ε with
fixed volume

∫
Ω
ρ dx converge to minimizers χ of the perimeter at fixed volume over

functions satisfying χ ∈ {0, 1} almost everywhere in Ω. This convergence arises in
the framework of Γ-convergence (see [10] and the references therein), which ensures,
in particular, convergence of minimizers. Together with finite element discretization,
we shall use a continuation ε → 0 and solve the arising discretized problems by an
interior-point method. Obviously, the phase-field approach is not the only possibility
to relax the reformulated constraints; one could, e.g., use a direct relaxation without
further approximations, standard material interpolation schemes, or level set methods
(cf., e.g., [12]), which are closely related to phase-field methods (see [4]). However,
the phase-field relaxation incorporates a variety of advantages with respect to such
approaches:

• In contrast to a direct relaxation to a continuous density variable (and also
in contrast to material interpolation schemes), the phase-field method still
provides geometric information. In particular, one can expect {ρ > η} (with
η 
 1

2 small) to be a superset of the limit {χ = 1} and {ρ < 1 − η} to be a
subset (for ε sufficiently small). Moreover, geometric quantities such as mean
curvature can be approximated in terms of derivatives of ρ for small ε.

• With the phase-field relaxation one can still use the density linearly in the
constraints, which is not true for material interpolation (e.g., in SIMP one
has ρp, p > 1) or for level set methods (where the unknown is a signed
distance function to some boundary, and in the relaxation one usually takes
an application of a smoothed Heaviside function). The additional nonlinearity
does not only complicate the constraints but might also destroy constraint
qualifications.

• The parameter ε can be used for continuation. For ε being large, the func-
tional P ε is strictly convex, so that one can compute global optima for arbi-
trary initial values. When decreasing ε, the minimizer of the previous step
can be expected to provide a good initial guess for the next step carried out
with a smaller ε.

To our knowledge, the phase-field approach in topology optimization was first intro-
duced by Bourdin and Chambolle [9] for a design problem with design-dependent
loads, another type of problem where standard material interpolation schemes en-
counter difficulties. The approach has recently been applied to minimal compliance-
type problems by Wang and Zhou [33].

The remainder of this paper is organized as follows: in section 2 we review the
constraint reformulation due to [30] and extend the approach to an approximate
reformulation of the continuous problem. In section 3 we introduce the phase-field
relaxation and analyze its basic properties. The finite element discretization yielding
linearly constrained programming problems is discussed in section 4 and the solution
of these programming problems by interior-point methods in section 5. Finally, we
present numerical results obtained for local as well as for von Mises stress constraints.
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2. Reformulation of constraints. In the following we consider a reformulation
of constraints on subsets of locally bounded stresses; i.e.,

β|σij | ≤ 1 in Ω, i, j = 1, . . . , d,(2.1)

for some (small) β > 0 such that β maxi,j σ
max
ij < 1 and β mini,j σ

min
ij > −1 (i.e., the

original total stress constraints are more restrictive for χ = 1). Condition (2.1) is an
additional restriction on the design set, which will be needed for the reformulations
below. Since the original stress constraint is stronger than (2.1) in regions with
material, the additional constraint just states that the stresses should continue in a
reasonable (in particular finite) way in regions without material. The total constraints
for the displacement u, the stress σ, and the density χ are given by

div σ = 0 in {χ = 1},
σ = C : e(u) in Ω,

u = 0 on ΓD ⊂ ∂Ω,
σ · n = t on ΓN ⊂ ∂Ω,
σ · n = 0 on ∂{χ = 1} ∪ (∂Ω − ΓD − ΓN ),
χ ∈ {0, 1} a.e. in Ω,

Φmin ≤ Φ(σ) ≤ Φmax in {χ = 1},
umin ≤ u ≤ umax in Ω.

(2.2)

We shall reformulate the constraints (2.1), (2.2) as linear inequality constraints for
the case of total stress and von Mises stress constraints.

2.1. Reformulation of total stress constraints. We start with the reformu-
lation in the case of total stress constraints, i.e., Φ(σ) = σ. For this sake we introduce
the approximate constraint sets

Cβ := {(χ,u, σ) ∈ BV (Ω; [0, 1]) ×H1(Ω; Rd) × L∞(Ω; Rd×d) |
(χ,u, σ) satisfies (2.1), (2.2)}

and an additional artificial stress variable s ∈ L∞(Ω; Rd×d).
Let (χ,u, σ) ∈ Cβ , and let s = σ if χ = 1 and s = 0 if χ = 0, i.e., s = χσ. Then

the constraints

−(1 − χ)1 ≤ β(σ − s) ≤ (1 − χ)1(2.3)

with the matrix 1 = (1)ij and

σminχ ≤ s ≤ σmaxχ(2.4)

are satisfied. Vice versa, assume that

(χ,u, σ, s) ∈ BV (Ω; [0, 1]) ×H1(Ω; Rd) × L∞(Ω; Rd×d) × L∞(Ω; Rd×d)

fulfills (2.3), (2.4) and χ ∈ {0, 1} almost everywhere. Then, for χ = 0 (2.4) implies
s = 0 and (2.3) gives −1 ≤ βσij ≤ 1. For χ = 1 (2.3) implies s = σ and (2.4) becomes

σminχ ≤ σ ≤ σmaxχ.

Moreover, since either s = σ or s = 0, we obtain that div s = 0 almost everywhere
in Ω.
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Due to the above arguments we conclude that (χ,u, σ) ∈ Cβ if and only if there
exists s such that

div s = 0 in Ω,
σ = C : e(u) in Ω,

u = 0 on ΓD ⊂ ∂Ω,
s · n = t on ΓN ⊂ ∂Ω,
s · n = 0 on ∂Ω − ΓD − ΓN ,

−(1 − χ)1 ≤ β(σ − s) ≤ (1 − χ)1 in Ω,
χ ∈ {0, 1} a.e. in Ω,

σminχ ≤ s ≤ σmaxχ in Ω,
umin ≤ u ≤ umax in Ω.

(2.5)

We mention that the conditions div s = 0, s ·n = t on ΓD, and s ·n = 0 on ∂Ω−ΓD−
ΓN have to be understood in a weak sense, namely, as

∫
Ω

s : e(v) dx =
∫
ΓN

v · t da

for all v ∈ {v ∈ H1(Ω; Rd) | v|ΓD
= 0}.

Note that (except χ ∈ {0, 1}) the constraints (2.5) are linear with respect to
the new vector of unknowns (χ,u, σ, s); in particular all constraints are formulated
on Ω and not on the unknown set {χ = 1}. We would like to mention that the
drawback of the reformulation is an increase in the number of unknowns and a high
number of inequality constraints. On the other hand, this higher number of unknowns
and constraints seems to be a reasonable price for the linear reformulation of the
complicated original constraints.

2.2. Reformulation of von Mises stress constraints. In the following we
discuss the reformulation of the inequalities in the case of von Mises stress constraints
for dimension d = 2 (similar computations are possible for d = 3). Since both sides of
the constraint (1.1) are positive, we can square them, and since the constraint must
hold only for χ = 1, it can be written equivalently as

χ(σ11 − σ22)
2 + 4χσ2

12 ≤ χ(Φmax)2.

A more conservative version of the von Mises criterion (see [30]) is given by

χ|σ11 − σ22| + 2χ|σ12| ≤ χΦmax.(2.6)

As above we introduce an artificial stress variable s = χσ, and since χ2 = χ, we can
reformulate the von Mises constraint as

(s11 − s22)
2 + 4(s12)

2 ≤ χ(Φmax)2.

The reformulation of the von Mises stress constraints on the constraint set Cβ is given
by

div s = 0 in Ω,
σ = C : e(u) in Ω,

u = 0 on ΓD ⊂ ∂Ω,
s · n = t on ΓN ⊂ ∂Ω,
s · n = 0 on ∂Ω − ΓD − ΓN ,

−(1 − χ)1 ≤ β(σ − s) ≤ (1 − χ)1 in Ω,
(s11 − s22)

2 + 4(s12)
2 ≤ χ(Φmax)2 in Ω,

χ ∈ {0, 1} a.e. in Ω,
umin ≤ u ≤ umax in Ω.

(2.7)
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Since the von Mises stress is nonnegative, we do not state a lower bound Φmin on the
stresses in (2.7) (we could choose the redundant constraint Φmin = 0). Note that in
this case, χ = 0 in the von Mises stress constraint does not imply directly s = 0 but
only s11 − s22 = 0 and s12 = 0. However, since s is divergence-free in addition, we
may conclude for those special stresses that ∇s11 = 0. Hence, s is of the form

s = χσ + (1 − χ)

(
C 0
0 C

)

for any constant C ∈ R. Since such artificial stresses will not change the von Mises
stress, and since s does not have a physical meaning for χ = 0, the additional terms
will not play a major role (we are basically free to define s arbitrarily in {χ = 0}).
The reformulation (2.7) involves convex quadratic constraints but only with respect
to the stress variable s, which still yields constraint qualification after relaxation and
discretization.

In this paper we rather use the conservative von Mises stress criterion (2.6), which
can actually be reformulated into linear inequalities. Again we use s = χσ to obtain

|s11 − s22| + 2|s12| ≤ χΦmax.

Moreover, we introduce functions p and q such that p ≥ 0, q ≥ 0 and

−p ≤ s11 − s22 ≤ p, −q ≤ s12 ≤ q.

From these constraints we obtain that

|s11 − s22| ≤ p, |s12| ≤ q.

Finally, we impose the constraint

p + 2q ≤ χΦmax

and obtain as a consequence the conservative von Mises stress for s. On the other
hand, if the constraint is satisfied by s, the variables

p = max{−(s11 − s22), s11 − s22},
q = max{−s12, s12}

satisfy the new linear constraints, and thus we conclude equivalence to the original
conservative von Mises constraints. The reformulation of the conservative von Mises
stress constraints on the constraint set Cβ is given by

div s = 0 in Ω,
σ = C : e(u) in Ω,

u = 0 on ΓD ⊂ ∂Ω,
s · n = t on ΓN ⊂ ∂Ω,
s · n = 0 on ∂Ω − ΓD − ΓN ,

−(1 − χ)1 ≤ β(σ − s) ≤ (1 − χ)1 in Ω,
p ≥ 0, q ≥ 0 in Ω,

−p ≤ s11 − s22 ≤ p in Ω,
−q ≤ s12 ≤ q in Ω,

p + 2q ≤ χΦmax in Ω,
χ ∈ {0, 1} a.e. in Ω,

umin ≤ u ≤ umax in Ω.
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3. Phase-field relaxation. We now turn our attention to the relaxation of
the stress constrained topology optimization problem. For this sake we replace the
indicator function χ by a density ρ : Ω → [0, 1] and approximate the perimeter term
in the regularized objective functional Jγ (1.2) by the Cahn–Hilliard term P ε (1.3).
The resulting relaxation in the case of total stress constraints is given by

M(ρ) = γ

∫
Ω

ρ dx + P ε(ρ) → min,

div s = 0 in Ω,
σ = C : e(u) in Ω,

u = 0 on ΓD,
s · n = t on ΓN ,
s · n = 0 on ∂Ω − ΓD − ΓN ,

ρ = 1 on ΓN ,
−(1 − ρ)1 ≤ β(σ − s) ≤ (1 − ρ)1 in Ω,

σminρ ≤ s ≤ σmaxρ in Ω,
0 ≤ ρ ≤ 1 a.e. in Ω,

umin ≤ u ≤ umax in Ω.

(3.1)

The function space setting for this relaxation is given by

(ρ,u, σ, s) ∈ (H1(Ω) ∩ L∞(Ω)) × (H1(Ω; Rd) ∩ L∞(Ω; Rd)) × L∞(Ω; Rd×d)2.

Note that, in addition to the original constraint reformulation (2.5), we have added a
Dirichlet boundary condition for ρ on ΓN , which is well defined in the sense of traces
of functions in H1(Ω). The reasoning for adding this condition is as follows: in the
original constraint we have s · n = t �= 0 on ΓN . Hence, there exists a small open
neighborhood of ΓN in Ω, where χ = 1 (since otherwise χ = 0 would imply s = 0
and thus s · n = 0 on ΓN ). In the relaxed formulation, the trace of ρ is positive by
analogous arguments but not necessarily equal to one. Thus, the additional constraint
will not change the limit of the constraint set, but, on the other hand, it restricts the
relaxation and simplifies the analysis of the relaxed problem.

In a similar way we can state a relaxed formulation of the problem with conser-
vative von Mises stress constraints (d = 2) as

M(ρ) = γ

∫
Ω

ρ dx + P ε(ρ) → min,

div s = 0 in Ω,
σ = C : e(u) in Ω,

u = 0 on ΓD,
s · n = t on ΓN ,
s · n = 0 on ∂Ω − ΓD − ΓN ,

ρ = 1 on ΓN ,
−(1 − ρ)1 ≤ β(σ − s) ≤ (1 − ρ)1 in Ω,

p ≥ 0, q ≥ 0 in Ω,
−p ≤ s11 − s22 ≤ p in Ω,

−q ≤ s12 ≤ q in Ω,
p + 2q ≤ χΦmax in Ω,

0 ≤ ρ ≤ 1 a.e. in Ω,
umin ≤ u ≤ umax in Ω,

(3.2)
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with variables

(ρ,u, σ, s, p, q) ∈ (H1(Ω) ∩ L∞(Ω)) × (H1(Ω; Rd) × L∞(Ω; Rd))

×L∞(Ω; Rd×d)2 × L∞(Ω)2,

with the notation p = (p1, p2) and q = (q1, q2). In our discussion below we will focus
on total stress constraints, i.e., the relaxed optimization problem (3.1), but analogous
reasoning is possible for von Mises stress constraints.

The basis of the relaxation idea is the Γ-convergence of problem (3.1) to (2.5) as
ε tends to zero (respectively, Γ-convergence of (3.2) to (2.7) for the conservative von
Mises constraints). This can be derived from the Γ-convergence of the perimeter term
P ε (cf. [21, 22]) to which only a continuous functional is added (compare Proposition
6.2.1 in [16]).

3.1. Structure of the relaxed problem. In the following we further examine
the structure of the relaxed problem (3.1). Due to the term W (ρ) in the Cahn–Hilliard
penalty, we have to expect the objective functional to be nonconvex, in particular for
small ε, when minimizers are forced to take values close to 0 or 1. For large ε, the
first term of the Cahn–Hilliard energy dominates, and thus the optimization problem
is convex.

Theorem 3.1. Let W ∈ C2([0, 1]). Then there exists ε0 > 0 dependent on Ω
only, such that the objective functional ρ 
→ M(ρ) = γ

∫
Ω
ρ dx + P ε(ρ) is convex for

all ε > ε0.
Proof. The objective functional is twice continuously differentiable with deriva-

tives

M ′(ρ)ψ = γ

∫
Ω

ψ dx + ε

∫
Ω

∇ρ · ∇ψ dx +
1

ε

∫
Ω

W ′(ρ)ψ dx

and

M ′′(ρ)(ψ1, ψ2) = ε

∫
Ω

∇ψ1 · ∇ψ2 dx +
1

ε

∫
Ω

W ′′(ρ)ψ1ψ2 dx.

Due the constraint 0 ≤ ρ ≤ 1, we obtain |W ′′(ρ)| ≤ W0, where W0 ∈ R is the
maximum of W ′′ in the interval [0, 1]. Moreover, since ρ = 1 on ΓN , admissible
variations satisfy ψ = 0 on ΓN , and due to a Friedrich-type inequality, there exists a
constant CP > 0 such that ∫

Ω

ψ2 dx ≤ CP

∫
Ω

|∇ψ|2 dx

for all admissible variations ψ ∈ H1(Ω) with ψ = 0 on ΓN . Hence,

M ′′(ρ)(ψ,ψ) ≥
(
ε− W0CP

ε

)∫
Ω

|∇ψ|2 dx.

Consequently, for ε ≥ ε0 :=
√
W0CP , M is convex. Since all constraints are linear,

the relaxed optimization problem (3.1) is convex.
So far, we have not discussed possible choices for the function W . Commonly

used in phase-field simulations of phase-transition problems (e.g., in the Allen–Cahn
and Cahn–Hilliard equation; cf., e.g., [4, 13]) is the double-well potential

W (r) = r2(1 − r)2, r ∈ R.
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Recently, the so-called double-obstacle potential

W (r) = r(1 − r), r ∈ [0, 1],(3.3)

has received further attention (see [6]). In the case of evolutions such as the Allen–
Cahn equation, the use of the double-obstacle potential is rather a computational
complication, since 0 ≤ ρ ≤ 1 has to be enforced (in contrast to the evolution with the
double-well potential), and the PDE has to be reformulated as a variational inequality.
In our case, the choice of the double-obstacle potential (3.3) seems more attractive,
since we enforce the bound constraints on ρ anyway (within our system of inequality
constraints), and the double-obstacle problem causes a polynomial nonlinearity of
lower degree than the double-well potential. Using (3.3) in P ε, we observe that (3.1)
and (3.2) are quadratic optimization problems subject to linear constraints.

3.2. Existence of solutions. We now investigate the existence of solutions of
the relaxed problem (3.1). For this sake we introduce the Banach spaces of functions
with essentially bounded strain

BS∞(Ω) := {u ∈ L∞(Ω; Rd) | e(u) ∈ L∞(Ω; Rd×d)}

and square-integrable strain

BS2(Ω) := {u ∈ L2(Ω; Rd) | e(u) ∈ L2(Ω; Rd×d)}

with norms

‖u‖BS∞ := max{‖u‖∞, ‖e(u)‖∞}

and

‖u‖BS2 :=
√

‖u‖2
2 + ‖e(u)‖2

2.

One can verify by standard arguments that BS∞(Ω) is a Banach space (including all
elements of the Sobolev space W 1,∞(Ω; Rd)) and that BS2(Ω) is a Hilbert space with
scalar product

〈u,v〉BS2 := 〈u,v〉L2 + 〈e(u), e(v)〉L2 .

As usual for weak solutions of PDEs, we understand the equality constraints on
s in a standard weak sense, i.e.,∫

Ω

s : ∇Ψ dx =

∫
ΓN

t · Ψ da ∀ Ψ ∈ W 1,2(Ω; Rd),Ψ|ΓD
= 0.

Similarly, we interpret the stress-strain relation in an L2-sense, i.e.,∫
Ω

[σ : Ψ − Ψ : C : e(u)] dx = 0 ∀ Ψ ∈ L2(Ω; Rd×d).

We start the analysis with a lower semicontinuity property.
Lemma 3.1. Let W be defined by (3.3). Then the functional M : H1(Ω) → R is

sequentially weakly lower semicontinuous.
Proof. Due to the compact embedding H1(Ω) ↪→ L2(Ω), the linear functional

ρ 
→ γ
∫
Ω
ρ dx and the quadratic functional ρ 
→ 1

ε

∫
Ω
W (ρ) dx are weakly continuous.
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Together with the sequential weak lower semicontinuity of the square of the norm in
Hilbert spaces applied to the third term in M , we obtain the assertion.

Besides lower semicontinuity, a fundamental ingredient for the existence of solu-
tions is compactness in appropriate topologies. In order to obtain some weak com-
pactness, we examine the boundedness of the constraint set.

Lemma 3.2. Let ε > 0, and let

(ρ,u, σ, s) ∈ L∞(Ω) ×BS∞(Ω) × L∞(Ω; Rd×d)2

satisfy the constraints in (3.1). Then (ρ,u, σ, s) lies in a bounded set with respect to
the corresponding norms.

Proof. From the bound constraints 0 ≤ ρ ≤ 1 we immediately conclude that ρ
lies in the unit ball of L∞(Ω). Consequently, we deduce that

min
{
0, σmin

}
≤ s ≤ max {σmax,0} ,

and hence s is bounded in the norm of L∞(Ω; Rd×d). Due to

s − 1 − ρ

β
1 ≤ σ ≤ s +

1 − ρ

β
1

we further conclude the boundedness of σ in the norm of L∞(Ω; Rd×d). Finally,
the bound constraints on u imply its boundedness in the norm of L∞(Ω; Rd), and
together with the stress-strain relation and the positive definiteness we may conclude
the boundedness of u in the norm of BS∞(Ω).

With these preliminary results we can provide an existence result for the relaxed
topology optimization problem for arbitrary positive ε.

Theorem 3.2. Let ε > 0, β > 0, and let W be defined by (3.3). Moreover, let
the admissible set defined by the constraints in (3.1) be nonempty. Then there exists
a solution

(ρ,u, σ, s) ∈ (H1(Ω) ∩ L∞(Ω)) ×BS∞(Ω) × L∞(Ω; Rd×d)2

of the constrained optimization problem (3.1).
Proof. For admissible densities ρ ≥ 0, the objective functional M is bounded

below by zero, and hence the infimum m0 of M on the admissible set is finite. Hence,
we can find a minimizing sequence

(ρn,un, σn, sn) ∈ (H1(Ω) ∩ L∞(Ω)) ×BS∞(Ω) × L∞(Ω; Rd×d)2

such that M(ρn) → m0. Since M(ρn) converges, the sequence is bounded in particu-
lar, and since

2

ε
M(ρn) ≥

∫
Ω

|∇ρn|2dx,

we obtain boundedness of ρn in H1(Ω). Due to Lemma 3.2 and standard precom-
pactness results for bounded sets in weak or weak-* topologies, we can extract a
subsequence (again denoted by the superscript n) such that

ρn → ρ̂ weak in H1(Ω) and weak-* in L∞(Ω),

un → û weak in BS2(Ω) and weak-* in L∞(Ω; Rd),

σn → σ̂ weak-* in L∞(Ω; Rd×d),

sn → ŝ weak-* in L∞(Ω; Rd×d).
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Due to closedness of simple bounds with respect to weak-* convergence in L∞, we
can conclude that the limit (ρ̂, û, σ̂, ŝ) satisfies all the inequalities in (3.1). Moreover,
since for Ψ ∈ W 1,2(Ω; Rd) we have in particular ∇Ψ ∈ L1(Ω), we may conclude that∫

ΓN

t · Ψ da =

∫
Ω

sn : ∇Ψ dx →
∫

Ω

s : ∇Ψ dx

due to weak-* convergence in L∞. Hence, ŝ satisfies the associated equality con-
straints. From the weak convergence of un in BS2(Ω) we conclude that û satisfies the
stress-strain relation, and hence (ρ̂, û, σ̂, ŝ) is in the admissible set. With the sequen-
tial lower semicontinuity from Lemma 3.1 we finally obtain that, thus, (ρ̂, û, σ̂, ŝ) is a
solution of the optimization problem (3.1).

4. Discretization. In the following we consider the discretization of the relaxed
problems for Ω ⊂ R

2, detailing the analysis again for the case of (3.1). For simplicity
(and motivated by the typical choices of design domains), we assume that Ω is of
polygonal shape.

Our aim is to construct a finite element approximation on a triangular grid;
i.e., we decompose Ω =

⋃
T∈T h T for a suitable family T h of triangles satisfying

standard regularity conditions (see [11]). The parameter h > 0 denotes the grid
size (equal to the maximal diameter of triangles in T h). We shall use two different
discrete subspaces, namely the H1-subspace of linear elements (for the density ρ and
displacement components ui)

Vh := {ϕ ∈ C(Ω) | ϕ is affinely linear in T ∀ T ∈ T h}

and the L∞-subspace of constant elements (for the stress components σij and sij)

Wh := {ϕ ∈ L∞(Ω) | ϕ is constant in T ∀ T ∈ T h}.

Note that for u ∈ Vh × Vh ⊂ BS∞(Ω), we obtain ∂ui

∂xj
∈ Wh.

The equality constraints are discretized by a standard finite element approach;
i.e., we look for s ∈ (Wh)2×2, σ ∈ (Wh)2×2, and u ∈ Vh × Vh satisfying∫

Ω

s : ∇Ψ dx =

∫
ΓN

t · Ψ da ∀ Ψ ∈ Vh × Vh,Ψ|ΓD
= 0

and ∫
Ω

[σ : Ψ − Ψ : C : e(u)] dx = 0 ∀ Ψ ∈ (Wh)2×2.

The bound constraints on the displacement and density ρ ∈ Vh can be enforced
directly; for piecewise linear functions, the constraints hold if and only if they hold in
all nodes of the grid.

Finally, we need to discretize the inequality constraints involving both stress
variables and the density. Since the components of σ and s are in a different subspace
than ρ, the discretization is not straightforward. In particular, we cannot pose local
constraints in the grid nodes or on edges, since functions in Wh are discontinuous over
the edges. Consequently, the more promising approach is to interpret the inequality
constraints as constraints in Wh. For this sake we introduce the discrete projection
operator (with respect to the L2-norm) Ph : Vh → Wh,

(Phv)|T :=
1

|T |

∫
T

v dx ∀ T ∈ T h,∀ v ∈ Vh.
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The discretized formulation of constraints in Wh can then be formulated as

−(1 − Phρ)1 ≤ β(σ − s) ≤ (1 − Phρ)1 in Ω,

σminPhρ ≤ s ≤ σmaxPhρ in Ω.

Let the coefficients R ∈ R
N , U ∈ R

2N , S ∈ R
3M , and Σ ∈ R

3M contain the
coefficients Rj , U

i
j , S

ij
k , and Σij

k (using the symmetry Sij
k = Sji

k and Σij
k = Σji

k ) of
the finite element functions of ρ, u, s, and σ, respectively. The discretized problem
can now be written equivalently as a quadratic programming problem with linear
constraints for the unknown (R,U,Σ,S) ∈ R

3N+6M :

γETR +
ε

2
RTKR +

1

ε
RT (E − MR) → min,(

I − LT
1 L1

)
BTS = T,

DΣ − CBU = 0,
L1U = 0,
L2R = 1,

−Q(1 − PR) ≤ β(Σ − S) ≤ Q(1 − PR),
σminQPR ≤ S ≤ σmaxQPR,

0 ≤ R ≤ 1,
umin ≤ U ≤ umax.

(4.1)

In the objective functional, E ∈ R
N is a vector representing the coefficients of the

constant function 1 with respect to the basis functions φj . K ∈ R
N×N is a stiffness

matrix arising from the finite element discretization of the negative Laplacian in Vh,
and M ∈ R

N×N is a mass matrix for the identity in Vh. In the discretized formulation
of the constraints, the matrix BT ∈ R

3M×2N is the discretization of the divergence
operator (restricted to symmetric stress tensors), C ∈ R

3M×3M represents the stress-
strain relation, D is a (diagonal) mass matrix for the identity in Wh, and T ∈ R

2N

is a discrete representation of the traction force. The matrices L1 ∈ R
2N1×2N and

L2 ∈ R
N2×N with entries 0 or 1 realize the boundary conditions, where N1 is the

number of node points on ΓD and N2 is the number of node points on ΓN . σmin

and σmax are diagonal matrices, representing the corresponding entries of σmin and
σmax. Finally, Q ∈ R

3M×M is an extension matrix, and P ∈ R
M×N is the matrix

representation of the projection operator Ph.
The above reasoning shows that after discretization we end up with a linearly

constrained quadratic programming problem for the variable

X = (R,U,Σ,S) ∈ R
3N+6M

with 2N + 3M + 2N1 + N2 equality, 12M inequality constraints, and 6N bound
constraints. Note that 2N1 equalities corresponding to the divergence constraint for
nodal points in ΓD are actually in the form 0 = 0 and can be eliminated. In addition,
we can eliminate the components of U corresponding to nodal points on ΓD and
the corresponding bound constraints (we have to assume umin ≤ 0 ≤ umax in order
to obtain feasible points anyway). Moreover, we can eliminate the components of
R corresponding to nodal values on ΓN and the corresponding bound constraints.
Since all values of Σ are determined by the corresponding equality constraints, we
remove these constraints and replace Σ by CBU in the inequality constraints. We
consequently end up with a smaller programming problem with 3N +3M −2N1 −N2

unknowns, 2N − 2N1 equality constraints, 12M inequality constraints, and 6N −
4N1 − 2N2 bound constraints.
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The existence of solutions for the reduced programming problem can be verified
in an analogous way to the infinite-dimensional situation under the assumption that
there exists a feasible point.

4.1. Constraint qualification. In order to obtain constraint qualification for
the linear constraints, it suffices to show that the equality constraints are linearly
independent and that there exists a feasible point satisfying all inequalities strictly.
Note again that the feasible set does not depend on the relaxation parameter ε, and
hence the constraint qualification is always uniform with respect to the relaxation.

The linear independence of the equality constraints can be verified by standard
reasoning for finite element discretizations, and we therefore turn our attention to the
inequality constraints. In order to verify constraint qualification, we shall use a natural
assumption, namely, that the stress and displacement obtained from a design domain
completely filled with material satisfy the displacement and stress constraints strictly.
This assumption is natural, since one expects the maximal stress and displacement
to increase for decreasing mass. Thus, if the constraints are active at maximal mass
already, it is quite unlikely to find an optimal design with lower mass anyway, or,
in other words, the constraints are too severe to compute a different optimum. In
mathematical terms, the assumption can be formulated as follows: Let R1 = 1, and
let U1 and S1 = Σ1 be the solutions of the corresponding elasticity problem:

(I − LT
1 L1)B

TS1 = T, DΣ1 − CBU1 = 0, L1U
1 = 0,

which can be shown to be uniquely defined from standard finite element theory. Then
we assume that

σminQPR1 < S1 < σmaxQPR1, umin < U1 < umax,(4.2)

where < means strict inequality for each component. Then we obtain the following
result.

Theorem 4.1. Let (4.2) be satisfied, and let β > 0 be sufficiently small. Then the
constraint set in (4.1) with the elimination of variables and constraints as explained
above satisfies the Slater condition.

Proof. As noticed above, it suffices to find a feasible point satisfying the con-
straints strictly. For this sake we choose a density Rη = η1 with 0 < η < 1. Then
‖R1 − Rη‖ = N(1 − η); i.e., the distance to R1 becomes arbitrarily small as η → 1.
Because of continuity, we can find 0 < η < 1, and a solution Uη, Sη = ηΣη of

(I − LT
1 L1)B

TSη = T, DΣη − CBUη = 0, L1U
η = 0,

such that

σminQPRη < Sη < σmaxQPRη, umin < Uη < umax

holds. Moreover, we have

0 < Rη = η1 < 1

and

−Q(1 − η)1 = −Q(1 − PRη) < β(Ση − Sη)

= β(1 − η)Ση < Q(1 − PRη) = Q(1 − η)1,

provided β is sufficiently small. Hence, all (reduced) inequality constraints are satisfied
strictly by (Rη,Uη,Sη,Ση), which implies the assertion.
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5. Solution of the discretized problem.

5.1. Continuation in ε. As motivated in the introduction and in section 3.1
the problem (4.1) will be solved for a decreasing sequence of ε. As ε → 0, in analogy
to Γ-convergence of the perimeter functional, we expect convergence of the sequence
of the minimum solutions to a final solution. Moreover, since the double obstacle
term is of leading order in ε, such a final solution will have a sharp interface between
material ({ρ=1}) and void ({ρ=0}).

To achieve this we will use a continuation method such that we choose a decreas-
ing sequence {εl} with εl → 0 for l = 0, . . . , L, where L describes the total number
of continuation levels. The corresponding optimization problems are then solved by
an interior-point method, as described in the next section. Between the levels ε can
be reduced, e.g., like εl+1 := δεl with 0 < δ < 1 or like εl+1 := (ε0)l if 0<ε0 < 1.
If we decrease ε too slowly, we may expect from theory and observations from nu-
merical tests that the final solution is not changed, but we end up with a possibly
unnecessary high number of levels L. On the other hand, if ε is decreased too quickly,
the optimization process might get stuck in some undesired local minimum, since the
objective functional M(ρ) is turned from convex to concave too quickly.

5.2. Adaption of the problem to IPOPT. We solve the problem (4.1) with
IPOPT, which is a freely available optimization code realizing a primal-dual interior-
point method. IPOPT, implemented by A. Wächter and L. T. Biegler, is able to solve
problems of the following form:

min
x∈Rn

f(x)

s.t. cE(x) = 0,
xmin ≤ x ≤ xmax.

More information about the implementation of IPOPT can be found in Wächter
and Biegler [32]. Tailoring the problem to a black-box optimizer is not the most
efficient approach for the numerical solution. However, the aim of this paper is rather
to develop and test the general relaxation approach instead of constructing efficient
optimization methods.

General nonlinear programming problems with inequality constraints can be writ-
ten in the above framework using slack variables. So we reformulate (4.1) in the above
form by introducing some vector Z = (Z1,Z2,Z3,Z4) ∈ R

12M of slack variables, lead-
ing to

γETR +
ε

2
RTKR +

1

ε
RT (E − MR) → min

(R,U,S,Z)∈R3N+15M
,(

I − LT
1 L1

)
BTS − T = 0,

−Q(1 − PR) − β(CBU − S) + Z1 = 0,
β(CBU − S) − Q(1 − PR) + Z2 = 0,

σminQPR − S + Z3 = 0,
S − σmaxQPR + Z4 = 0,

0 ≤ R ≤ 1,
umin ≤ U ≤ umax,

0 ≤ Z.

(5.1)

Finally we solve a programming problem with 3N +15M−2N1−N2 unknowns, 2N +
12M −2N1−N2 equality constraints, and 6N +12M −4N1−2N2 bound constraints.
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A similar discrete programming problem for the problem with the conservative von
Mises stress constraints (3.2) can be deduced in an analogous way.

6. Numerical results. For the numerical examples we have chosen two sim-
ple examples where the global optimal designs are known on very coarse grids for
maximum safety factor problems (see [30]); nevertheless, the topological structure of
the final beams for the minimal mass problems are similar. Since we solve perimeter
constrained optimization problems, we can expect the results to be independent of
the mesh size, which was indeed supported by our numerical tests. For the sake of
simplicity Young’s modulus and Poisson’s ratio of the given material are E = 1N/m2

and ν = 0.3. We used the plain strain model for the computations, and also, for
simplicity, all structures have a unit thickness of 1m and are loaded with half of the
unit load. Reasonable bounds for the displacements u and the stresses σ are provided
by the unique solutions u and σ of the corresponding elasticity problem when the
whole design domain Ω is filled with material ρ = 1. Then the displacement bounds
are, e.g., set to

umax
i = −umin

i = 2 max{|ui(x)| : x ∈ Ω}, i = 1, 2,

and the stress bounds to

σmax
11 = σmax

22 = max{|σ11(x)|, |σ22(x)| : x ∈ Ω},
σmax

12 = σmax
21 = max{|σ12(x)|, |σ21(x)| : x ∈ Ω}

with σmin = −σmax. The von Mises stress bound is given by

Φmax = max{Φ(σ(x)) : x ∈ Ω}.

All numerical examples are performed on a PC using a 2.4 GHz Intel CPU and
2 GB memory. For the mesh generation and the finite element part of the computa-
tions the software package NETGEN/NGSolve was used. The optimization part was
done using the interior-point code IPOPT. As IPOPT is used as a “black-box,” we
did not adjust its linear solver and its stopping criterion to our needs. So we stop
the optimization process per continuation level if the stopping criterion of IPOPT is
fulfilled with a tolerance of 10−5 or a maximum number of iterations is reached. For
an approximation of the Hessian of the Lagrange functional a BFGS routine is used.
In both examples the scaling parameter γ of the mass term in the objective is set to
γ = 2, and we start the ε-continuation for L = 5 levels with ε0 = 1. Between the
levels ε is reduced like εl+1 = 0.25εl.

We want to point out that these numerical examples just show the potential of
this solution approach. Since there has been no emphasis on efficiency so far, the
computational times are far from being optimal. To decrease ε in a more sophisti-
cated way (e.g., in combination with the continuation of μ, the barrier parameter of
the interior-point formulation), a proper stopping criterion and a linear solver with
optimal complexity for the IPOPT package would decrease the runtimes significantly.
So far most of the CPU time is spent in solving linear systems in IPOPT.

6.1. A short beam example. As a first example we treat the problem shown
in Figure 6.1. There the load condition, bearings, and geometry are illustrated with
a design domain of dimension 2m × 1m. Here we consider stress constraints with
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Table 6.1

Computational data from the short beam example.

Level Obj. evaluations Time (h) Iterations ε

0 629 3.48 150 1
1 1350 6.00 225 0.25
2 1208 7.26 300 0.0625
3 307 3.36 300 0.015625
4 309 3.62 300 0.003906

Fig. 6.1. A short beam example. Fig. 6.2. A long beam example.

Fig. 6.3. Optimal material distribution. Fig. 6.4. σ11 of the optimal design.

respect to local stresses. The corresponding bound constraints are

umax =

(
0.525
0.525

)
m, σmax =

⎛
⎝σmax

11

σmax
22

σmax
12

⎞
⎠ =

⎛
⎝ 0.65

0.65
0.262

⎞
⎠ N

m2

with umin = −umin and σmin = −σmax. A mesh with 14182 elements is used for the
optimization process, so we finally end up with 234532 unknowns. In more details we
have 7260, 14182, 42546, and 170184 DOFs for the density, displacements, stresses,
and slacks, respectively. The total number of equality constraints is 184725 and
191986 for the bound constraints. The overall computational time for the 5 levels is
about 23.5 hours, and the volume of the final optimal design is 0.356 m3 (17.8% of
|Ω|). We can see some more detailed information about the short beam computation
in Table 6.1. The optimal design and the σ11 stress distribution we show in Figures
6.3 and 6.4.

6.2. A long beam example. For the second example we consider the load
condition, bearings, and geometry shown in Figure 6.2, where the dimensions of the
design domain are 3m × 1m. Here we choose to calculate an optimal design with
respect to bounded conservative von Mises stress, and again we list the corresponding
bound constraints:

umax =

(
0.99
0.99

)
m, Φmax = 0.78

N

m2

with umin = −umin. For the discretization and the optimization process we use
a mesh with 17291 elements, which results in 355098 unknowns and 8849, 17698,
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Fig. 6.5. Optimal material distribution. Fig. 6.6. von Mises stress distribution.

Level 0, ε = 1 Level 1, ε = 0.25.

Level 2, ε = 0.0625 Level 3, ε = 0.015625.

Level 4, ε = 0.003906.

Fig. 6.7. ε-continuation over 5 levels.

51873, 51873, and 224784 DOFs for the density, displacements, stresses, conservative
von Mises approximation, and slacks, respectively. Here we end up with a total
number of 242503 equality constraints and 251352 bound constraints. In Figure 6.5
we see the optimal design of the problem and in Figure 6.6 the corresponding von
Mises stress distribution. Moreover, we show in Figure 6.7 a sequence of optimal
designs. For solving 5 levels it takes about 26.5 hours, and the volume is reduced to
1.1 m3 (36.73% of |Ω|). More details about the ε-continuation are given in Table 6.2.

Table 6.2

Computational data from the long beam example.

Level Obj. evaluations Time (h) Iterations ε

0 769 3.72 150 1
1 1294 6.41 225 0.25
2 1254 9.65 300 0.0625
3 302 5.23 300 0.015625
4 88 1.51 59 0.003906
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Fig. 6.8. x- and y-displacements of the optimal design.

Fig. 6.9. σ11, σ22, and σ12 distribution of the optimal design.

Finally, in Figures 6.8 and 6.9 we show the displacement and stress distribution of the
optimal design. Here we can see that the corresponding displacements and stresses
are only nonzero over the parts of the domain occupied with material.

7. Conclusions. A new method for solving structural topology optimization
problems with local stress constraints has been presented. The reformulation of
the problem and the phase-field relaxation leads to a parameter-dependent family
of large-scale optimization problems satisfying uniform constraint qualifications. Us-
ing parameter continuation it is possible to compute optima in a robust way with
reasonable effort (e.g., compared to mixed linear programming techniques).

So far no particular emphasis has been laid on the efficient solution of the dis-
cretized problems for very large number of unknowns (as appearing, e.g., in three-
dimensional applications), but there is a lot of potential to speed up the solution
techniques, which will be investigated in future research.
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STABILITY AND STABILIZATION OF MULTIDIMENSIONAL
INPUT/OUTPUT SYSTEMS∗
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Abstract. In this paper we discuss stability and stabilization of continuous and discrete multi-
dimensional input/output (IO) behaviors (of dimension r) which are described by linear systems of
complex partial differential (resp., difference) equations with constant coefficients, where the signals
are taken from various function spaces, in particular from those of polynomial-exponential functions.
Stability is defined with respect to a disjoint decomposition of the r-dimensional complex space into
a stable and an unstable region, with the standard stable region in the one-dimensional continuous
case being the set of complex numbers with negative real part. A rational function is called stable
if it has no poles in the unstable region. An IO behavior is called stable if the characteristic variety
of its autonomous part has no points in the unstable region. This is equivalent to the stability of
its transfer matrix and an additional condition. The system is called stabilizable if there is a com-
pensator IO system such that the output feedback system is well-posed and stable. We characterize
stability and stabilizability and construct all stabilizing compensators of a stabilizable IO system
(parametrization). The theorems and proofs are new but essentially inspired and influenced by and
related to the stabilization theorems concerning multidimensional IO maps as developed, for instance,
by Bose, Guiver, Shankar, Sule, Xu, Lin, Ying, Zerz, and Quadrat and, of course, the seminal papers
of Vidyasagar, Youla, and others in the one-dimensional case. In contrast to the existing literature,
the theorems and proofs of this paper do not need or employ the so-called fractional representation
approach, i.e., various matrix fraction descriptions of the transfer matrix, thus avoiding the often
lengthy matrix computations and seeming to be of interest even for one-dimensional systems (at least
to the author). An important mathematical tool, new in systems theory, is Gabriel’s localization
theory which, only in the case of ideal-convex (Shankar, Sule) unstable regions, coincides with the
usual one. Algorithmic tests for stability, stabilizability, and ideal-convexity, and the algorithmic
construction of stabilizing compensators, are addressed but still encounter many difficulties; see in
particular the open problems listed by Xu et al.
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1. Introduction. Stabilization theory is a part of control theory and usually
involves the following ingredients [7, p. 60].

1. Stability : Select the class of admissible systems and define and characterize
the stable systems in this class.

2. Stabilizability : Determine which admissible systems can be stabilized by out-
put feedback.

3. Stabilization: Construct a stabilizing compensator for a given stabilizable
system.

4. Parametrization: Classify or construct all stabilizing compensators for a given
stabilizable system.

In this paper we discuss these problems for continuous and discrete multidimen-
sional input/output (IO) behaviors, which are described by linear systems of complex
partial differential equations on R

r (resp., difference equations on N
r) with constant
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coefficients, where the signals are taken from various function spaces—in particu-
lar from those of polynomial-exponential functions. Polderman and Willems in [15,
sec. 10.8] and Rocha [19] suggest renouncing the IO structure and output feedback
in favor of more general behavior interconnections. The first stabilization results for
multidimensional systems in this generality are due to Shankar [21], [22].

In contrast to our approach, most multidimensional stabilization papers use a
commutative integral domain S of “SISO-stable plants” and describe the admissible
systems, often called plants, by a transfer operator or IO map, which is a matrix
with coefficients in the quotient field of S; cf., for instance, [26], [6], [23], [25], [31],
[32], [7], [8], [16], [17], [18]. This approach to stabilization theory is originally due
to Desoer, Kucera, Vidyasagar, Youla, and their coworkers. These systems are called
structurally [6] or internally [17] stable if their transfer matrix has entries in S. In
their recent paper [29], Wood, Sule, and Rogers treat stability and causality, but not
stabilization of continuous multidimensional IO systems.

An IO behavior B gives rise to its autonomous part B0, its transfer matrix H,
and the largest controllable subbehavior Bcont which, in turn, has the autonomous
part B0

cont. The entries of the transfer matrix are complex rational functions in r
indeterminates sρ, i.e., contained in the quotient field C(s) of the polynomial algebra
A := C[s] = C[s1, . . . , sr]. In general, the transfer matrix does not act on arbitrary
inputs as an operator or IO map, and it is an important task to identify those inputs
on which it does. Associated with these behaviors is the complex variety sing(B)
of rank singularities and the characteristic varieties char(B0) ⊇ char(B0

cont) of the
autonomous subbehaviors, the latter coinciding with the variety of poles of H. In
the one-dimensional theory, the elements of char(B0) are called the poles, modes,
characteristic values, or natural frequencies of the system.

Stability and stabilization of an IO system are defined with respect to a disjoint
decomposition C

r = Λ1 � Λ2 of the complex space into a stable region Λ1 and an
unstable region Λ2, with the standard continuous (resp., discrete) cases being

Λ2 = C+
r
, C+ := {z ∈ C; �(z) ≥ 0} or Λ2 = C+ × iRr−1 ([29]),

resp., Λ2 = {z ∈ C; |z| ≥ 1}r or Λ2 = {z ∈ C; |z| ≥ 1} × (S1)r−1.
(1)

A rational function is called stable if it has no poles in the unstable region. The ring
of all stable rational functions or SISO-stable plants is the quotient ring AT ⊆ C(s)
with T := {t ∈ A; ∀λ ∈ Λ2 : t(λ) 	= 0} [25]. The discrete IO maps in the literature are
usually assumed to be causal or proper and are considered rational functions in the
indeterminates s−1

ρ ; then the set Λ2 from (1) is replaced with the closed unit polydisc
[6], [7]. Properness is not assumed in the present paper because it is rather restrictive
for partial differential equations, but properness and the ensuing BIBO stability will
be discussed in the paper [20].

An IO system B is called stable if the characteristic variety of its autonomous part
is contained in the stable region or, equivalently, if all polynomial-exponential trajec-
tories in B0 are stable, i.e., involve exponents in the stable region only. In [29] this is
called a characteristic variety (CV) condition and used to define stable autonomous
systems. Stability of B in this sense is equivalent to the stability of the transfer ma-
trix and an additional condition (see Theorem/Definition 5.1 and Remark 5.2). In
particular, a one-dimensional IO system is stable if and only if its autonomous part is
asymptotically stable or, equivalently, if its transfer matrix is stable and its singular
variety is contained in the stable region. One of the reviewers points out that these
two equivalent descriptions of the stability of one-dimensional IO systems should be
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called time domain (resp., frequency domain) stability. Multidimensional stable IO
systems are externally or IO stable in the sense that the transfer matrix acts as an
operator on interesting classes of inputs and generates outputs of the same type as
shown in Theorem/Definition 5.3 and Theorem 5.4; the latter applies results on par-
tial differential equations from [4] as do Theorems 6.4 and 7.2 in [29] which, however,
hold in special cases only. Theorem 7.6.2 of [15, p. 265], for instance, treats the
connection between asymptotic stability and bounded input/bounded output (BIBO)
stability of one-dimensional IO systems as done already by Kalman in his fundamen-
tal work. The paper [29] contains the interesting idea that stable systems should
generate stable outputs from stable inputs and initial conditions, with a necessary
requirement that the initial value problem be defined and uniquely solvable. For dis-
crete multidimensional systems this is the case for which we give a partial answer and
pose Open Problem 5.13, whose study is also worthwhile for continuous systems and
certain function spaces.

An IO system B is called stabilizable if there is an IO system B′ such that the
feedback system (in (20), (21)) of B and B′ is well-posed [26] and stable; then B′

is called a stabilizing compensator. In Theorems 4.4 and 5.8 we characterize sta-
bilizability of B and construct one stabilizing compensator, whereas Theorems 2.14
and 4.6 describe the parametrization or construction of all stabilizing compensators
of a stabilizable IO behavior. The famous prototype of such a parametrization is that
of Kucera, Youla, Bongiorno, and Jabr and is detailed by Vidyasagar in [26, Chap. 5].
The theorems on the stabilization of general multidimensional IO systems and their
proofs are new but essentially influenced and inspired by and related to the results
on the stabilization of IO maps in the references given above.

The proofs employ localization, after the work of Gabriel, as a new mathematical
tool in systems theory which is described in Stenström’s book [24] and in section 3 of
this paper. At no time do the results and proofs need or employ the so-called fractional
representation approach (i.e., matrix fraction descriptions of the transfer matrix of
various kinds and the, sometimes long [26], [17], [18], ensuing matrix computations);
thus they seem simpler and of interest even in the one-dimensional case (at least to
the author). The localization technique also avoids the difficulties in [29] with the lack
of ideal-convexity [23] of the unstable regions Λ2. Such a region is called ideal-convex
if

V (a) ∩ Λ2 = ∅ ⇒ a ∩ T 	= ∅ ∀ ideals a ⊂ C[s], where

V (a) := {λ ∈ C
r; ∀t ∈ a : t(λ) = 0}

(2)

denotes the algebraic variety of a. Ideal-convexity is characterized by the coincidence
of Gabriel localization with the standard localization functor M �→ MT on A-modules
M (see Theorem/Definition 5.6).

Algorithmic problems are addressed in Remark/Open Problem 5.10. The algo-
rithmic test of stability, stabilizability, and ideal-convexity and the algorithmic con-
struction of one or all stabilizing compensators still encounter many difficulties; see
in particular the open problems in [7] and [30] which, however, address these difficul-
ties only for the closed unit polydisc of arbitrary dimension as region of instability.
Solutions for the closed unit polydisc are known in interesting special cases [6], [7],
[8].

Sections 2, 3, and 4 of this paper consider abstract IO systems whose signal
spaces are injective cogenerators over a factorial Noetherian integral domain as in [11,
Chap. 7] and use, in particular, Matlis’ theory of injective modules over Noetherian
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rings as in [12]. This generality makes the proofs more transparent and may possibly
be used for other types of systems too. As preparation for the stable and stabilizable
systems in section 4, section 2 discusses trivial and trivializable systems and the
construction of all trivializing compensators. An IO behavior is called trivial if its
autonomous part is zero or, equivalently by Theorem/Definition 2.5, if it is controllable
and its transfer matrix is polynomial. In section 5 the results of sections 2, 3, and 4
are specialized to multidimensional systems proper as described above.

Due to the large number of papers on stabilization theory, we list only those
references which are actually used. But the author is fully conscious of many other
important contributions and contributors, such as, for instance, Bisiacco, Fornasini,
Marchesini, and Valcher of the Padovian school.

2. Triviality and trivialization by feedback. Let A denote a commutative
Noetherian integral domain with its quotient field K = quot(A), and let F denote
an injective cogenerator which is used as a signal space with its scalar multiplication
◦. In this section we consider F-systems or F-behaviors as introduced and studied
in [11], in particular [11, Chap. 7, p. 139]. Refer to the first pages of [28] or to [27] for
a newer, more elegant introduction to multidimensional behavioral systems theory.
It was shown that many cases of interest for systems theory can be developed in
this abstract setting. For instance, the continuous case of systems governed by linear
systems of partial differential equations with constant coefficients uses the data

A := C[s] = C[s1, . . . , sr], F � y = y(z), sρ ◦ y = ∂y/∂zρ,

z := (z1, . . . , zr) ∈ R
r, λ = (λ1, . . . , λr) ∈ C

r, λ • z := λ1z1 + · · · + λrzr,

F := C∞(Rr,C) or F := D′(Rr) or

F := C∞(Rr,C)lf := {y ∈ C∞(Rr,C); [C[s] ◦ y : C] < ∞}
= D′(Rr)lf = ⊕λ∈Cr C[z] exp(λ • z),

(3)

whereas multidimensional discrete or r-dimensional systems theory applies the poly-
nomial algebra A as in (3) and the signal space

F := C
N

r

= C[[z]] = C[[z1, . . . , zr]] � y = (yμ)μ∈Nr =
∑
μ∈Nr

yμz
μ

with (sν ◦ y)μ := yμ+ν , μ, ν ∈ N
r.

(4)

The corresponding objects over the real field R instead of the complex field C are
likewise admissible. Recall that an A-module F is an injective cogenerator if the
contravariant duality functor,

D := HomA(−,F) : (ModA)op → ModA, M �→ HomA(M,F),(5)

preserves and reflects exact sequences, where ModA is the category of A-modules.
In [11] we used a large injective cogenerator F , but this is unnecessary, as was observed
in [12]. The column vectors in F l are suggestively called trajectories also in the
abstract module situation.

A matrix R ∈ Ak×l gives rise to the row submodule

U := A1×kR =

k∑
i=1

ARi− ⊂ F := A1×l,(6)
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the factor module

M := A1×l/U =

l∑
j=1

Aδj , δj := (0, . . . , 0,
j

1, 0, . . . , 0) ∈ A1×l,

and the behavior

B := U⊥

:= {w = (wj)j=1,...,l ∈ F l; ∀f = (f1, . . . , fl) ∈ U : f ◦ w = f1 ◦ w1 + · · · + fl ◦ wl = 0}
= {w = (wj)j=1,...,l ∈ F l; R ◦ w = 0} =

ident.
HomA(M,F), w = (δj �→ wj).

Since A is Noetherian, every submodule U ⊂ A1×l arises in this fashion. Like U⊥ we
define, for every submodule B of F l, the orthogonal submodule

B⊥ := {f = (f1, . . . , fl) ∈ A1×l; ∀w ∈ B : f ◦ w = 0} ⊂ A1×l(7)

of all linear equations which are satisfied by all trajectories in B. If B := U⊥ is a
behavior, the relation B⊥⊥ = U⊥⊥⊥ = U⊥ = B holds since (−)⊥ is a Galois corre-
spondence, whereas the identity U = B⊥ = U⊥⊥ is a consequence of the cogenerator
property of F [11, Cor. 2.47].

The matrix R with M and B as in (6) also gives rise to its transfer space (= signal
flow space in [11, Thm./Def. 2.91])

B̃ := {w̃ ∈ Kl; Rw̃ = 0} =
ident.

HomA(M,K) =
ident.

HomK(K ⊗A M,K) ⊂ Kl(8)

and, more precisely, to the contravariant exact functor HomA(−,K) on finitely gen-

erated A-modules or to the covariant exact functor B �→ B̃ on behaviors. Standard
linear algebra over the field K can be applied to the K-space B̃. In particular, it
determines the number

rank(B) := rank(M) := [K ⊗A M : K] = [B̃ : K] = l − rank(R),(9)

where [F : A] denotes the dimension of a free A-module F .
Let w =

(
y
u

)
∈ Fp+m, l = p + m, be a decomposition of the trajectories w into

two components y and u, possibly after a permutation of the components wj of w,
and let R = (P,−Q) ∈ Ak×(p+m) be the corresponding decomposition of the matrix
R such that B := {w =

(
y
u

)
∈ Fp+m; P ◦ y = Q ◦ u}. The matrix P gives rise to the

module M0 := A1×p/A1×kP and the behavior B0 := {y ∈ Fp; P ◦ y = 0}.
Result 2.1 (IO structure and transfer matrix; see [11, Thms. 2.69, 2.94]). The

following assertions are equivalent:
1. rank(P ) = rank(R) = p.
2. The projection

proj := (0 idm)◦ : B̃ =

{
w̃ =

(
ỹ

ũ

)
∈ Kp+m; P ỹ = Qũ

}
→ Km,

(
ỹ

ũ

)
�→ ũ,(10)

is a K-isomorphism, i.e., for each ũ ∈ Km the equation P ỹ = Qũ is uniquely solvable
for ỹ ∈ Kp.

3. The A-module sequence

0 −→ A1×m inj:=◦(0 idm)−→ M
proj:=◦(idp

0 )
−→ M0 −→ 0,

η �→ (0, η), (ξ, η) �→ ξ
(11)
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is exact, and the module M0 is a torsion module or rank(M0) = 0.
4. The dual sequence of behaviors

0 −→ B0
(idp

0 )◦
−→ B proj:=(0 idm)◦−→ Fm −→ 0,

y �→
(
y
0

)
,
(
y
u

)
�→ u

(12)

is exact, and the behavior B0 is autonomous or rank(B0) = 0.
If these equivalent conditions are satisfied, the behavior is called an IO behavior

with the IO structure
(
y
u

)
, the input u, and the output y. The rank of B is m. There

is a unique matrix H ∈ Kp×m, the transfer matrix of B, such that PH = Q. The
inverse of the isomorphism (10) has the graph form ũ �→

(
Hũ
ũ

)
, and for every input

u ∈ Fm there is a trajectory
(
y
u

)
∈ B.

If B is an IO behavior as in the preceding result, the A-sequence

A1×k ◦(P,−Q)−→ A1×(p+m)
◦( H

idm
)

−→ K1×m(13)

is a complex, i.e., (P,−Q)
(

H
idm

)
= PH −Q = 0, and induces an A-epimorphism

M = A1×(p+m)/A1×k(P,−Q)
( H
idm

)
−→ M := im

(
◦
(

H

idm

))
= A1×pH + A1×m,

(ξ, η) �→ ξH + η.

(14)

The A-submodule M of K1×m is a lattice. Lattices play a decisive part in Quadrat’s
treatment of stabilization [17, Eq. (38) and Thm. 3], [18] (see also Quadrat’s earlier
papers quoted there).

Theorem and Definition 2.2 (controllable behaviors and realization). The
module M is torsion free if and only if the sequence (13) is exact or

B⊥ = A1×k(P,−Q) = {(ξ, η) ∈ A1×(p+m); ξH + η = 0}.(15)

If this is the case, the behavior B is called controllable and is indeed the unique con-
trollable IO behavior with transfer matrix H or, in other words, the unique controllable
realization of H, and moreover,

A1×kP = {ξ ∈ A1×p; ξH ∈ A1×m}.(16)

Remark 2.3. As shown by Willems and Rocha for discrete two-dimensional sys-
tems and by Pillai and Shankar [14] for continuous multidimensional ones, the term
controllable is justified by the concatenability of trajectories in controllable systems. A
module is torsion free if and only if it can be embedded into a free module and hence,
by duality, the system B is controllable if and only if there is a system epimorphism
φ : Fm → B, which Pommaret (resp., Willems) calls a parametrization (resp., an
image representation) of B. The first reviewer suggests calling a controllable system
B torsion free or, more generally, to systematically use the attribute of the system
module M also for the system itself. We will stick to the term controllable since it is
used by most researchers. If d is a common denominator of the entries of H, i.e., if
0 	= d ∈ A and dH ∈ Ap×m, the multiplication with d is an isomorphism on K, and
therefore (15) can also be expressed as

A1×k(P,−Q) = ker

(
A1×(p+m)

◦( dH
d idm

)
−→ A1×m

)
.
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Proof. The theorem is a reformulation of [11, Thm. 7.24]. We give a slightly
simpler and more direct proof. If (13) is exact, then (14) is an isomorphism, and hence
M is torsion free. If, conversely, M is torsion free, we obtain the monomorphisms

M = A1×(p+m)/A1×kR → K ⊗A M = K1×(p+m)/K1×kR
◦( H

idm
)

∼= K1×m,

(ξ, η) �→ 1 ⊗ (ξ, η) = (ξ, η) �→ ξH + η,

(17)

which imply A1×kR = {(ξ, η) ∈ A1×(p+m); ξH + η = 0} and the exactness of (13).
The first map in (17) is a monomorphism since its kernel is the torsion submodule of
M and thus zero. The second isomorphism follows from

(P,−Q) = P (idp,−H) and rank(P ) = p; hence K1×k(P,−Q) = K1×p(idp,−H),

and the exactness of

0 −→ K1×p ◦(idp,−H)−→ K1×(p+m)
◦( H

idm
)

−→ K1×m −→ 0

or K1×(p+m)/K1×p(idp,−H)
◦( H

idm
)

∼= K1×m.

Concerning equality (16), the identity PH = Q ∈ Ak×m implies

A1×kP ⊆ {ξ ∈ A1×p; ξH ∈ A1×m}.

If, conversely, η := −ξH ∈ A1×m and thus ξH + η = 0, the monomorphism (17)
implies (ξ,−η) = ζ(P,−Q) for some ζ ∈ A1×k and hence ξ = ζP ∈ A1×kP .

Definition 2.4. A behavior B is called free (resp., projective) if its module M
has this property, and is then controllable. Free behaviors were characterized in [11,
Thm. 7.53] and were called strongly controllable by Rocha in her thesis.

With these preparations we can now draw the following simple conclusion which,
however, is basic for the present paper.

Theorem and Definition 2.5 (trivial IO behaviors). For an IO behavior B as
in Result 2.1, the following conditions are equivalent:

1. The autonomous behavior B0 is zero or M0 = 0 or A1×kP = A1×p; i.e., the
rows of P generate the full free module A1×p.

2. The behavior B is controllable and H ∈ Ap×m.
If these equivalent conditions are satisfied, the IO behavior B is called trivial and the
linear maps

◦(0 idm) : A1×m ∼= M, η �→ (0, η), and proj := (0 idm)◦ : B ∼= Fm,

(
y

u

)
�→ u,(18)

are isomorphisms; in particular M and B are free. In accordance with the literature,
we reserve the term stable to a more general situation in sections 4 and 5.

Proof. ⇒: The exact sequences (11) and (12) and M0 = 0 imply the isomor-
phisms (18) and hence the freeness and controllability of B. The equality

A1×p = A1×kP = {ξ ∈ A1×p; ξH ∈ A1×m} implies A1×pH ⊆ A1×m;

hence H ∈ Ap×m.
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Fig. 2.1.

⇐: The controllability of B implies equality (16) and then, with H ∈ Ap×m, also
A1×p = A1×kP .

In what follows we consider a feedback system given by the following block dia-
gram [11, Chap. 8] as in Figure 2.1.

The two IO subbehaviors Bi, i = 1, 2, of Fp+m are given as

B1 :=

{(
y1

u1

)
∈ Fp+m; P1 ◦ y1 = Q1 ◦ u1

}
, P1H1 = Q1, P1 ∈ Ak1×p,

B2 :=

{(
u2

y2

)
∈ Fp+m; P2 ◦ y2 = Q2 ◦ u2

}
, P2H2 = Q2, P2 ∈ Ak2×m.

(19)

Let l := p + m. The feedback behavior B := feedback(B1,B2) is the behavior

B :=

{(
y

u

)
∈ F2l; y =

(
y1

y2

)
, u =

(
u2

u1

)
∈ Fp+m satisfy (21)

}
(20)

with

P1 ◦ y1 = Q1 ◦ (u1 + y2), P2 ◦ y2 = Q2 ◦ (u2 + y1).(21)

Lemma 2.6. The map

B = feedback(B1,B2) → B1 × B2,

(
y

u

)
�→

((
y1

u1 + y2

)
,

(
y2

u2 + y1

))

is a behavior isomorphism with the inverse map
((

y1

u1

)
,
(
u2

y2

))
�→

(
y
v

)
, with v1 := u1 −y2

and v2 := u2 − y1. In particular, B is controllable (resp., projective) if and only if
both Bi have these properties. If B is trivial, then both Bi are projective.

Proof. It is obvious that the indicated map is indeed the inverse map. Recall
that a trivial behavior is free and that projective modules are precisely the direct
summands of free ones.

From Result 2.1 we know that the transfer space of B1 is

B̃1 =

{(
ỹ1

ũ1

)
∈ Kp+m; ỹ1 = H1ũ1

}

and likewise for B2. Therefore, the equations of the transfer space of B according
to (8) are

ỹ1 = H1(ũ1 + ỹ2), ỹ2 = H2(ũ2 + ỹ1)

⇔ (idp −H1H2)ỹ1 = H1ũ1 + H1H2ũ2, ỹ2 = H2(ũ2 + ỹ1).
(22)
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Theorem 2.7. The feedback behavior B = feedback(B1,B2) is an IO behavior
with input u =

(
u2

u1

)
∈ Fp+m if and only if one or, equivalently, all of the matrices

idp −H1H2, idm −H2H1,

(
idp −H1

−H2 idm

)

are invertible, i.e., contained in Gl•(K). If this is the case, the autonomous part B0

and the transfer matrix of B are given as

B0 =

{
y =

(
y1

y2

)
∈ Fp+m;

(
P1 −Q1

−Q2 P2

)
◦ y = 0

}
= B1 ∩ B2,

H :=

(
idp −H1

−H2 idm

)−1 (
0 H1

H2 0

)
.

Moreover,

B⊥
1 ⊕ B⊥

2 = (B0)⊥.

Vidyasagar then calls the feedback system well-posed [26, p. 100]. Rocha calls B0

a regular interconnection of B1 and B2 [19, Def. 1]. Direct sum decompositions and
regular interconnections of systems have also been treated in [1] and [33] and in papers
on the stabilization of IO maps; see, for instance, [17], [18].

Proof. It is obvious that (22) are uniquely solvable for
(
ỹ1

ỹ2

)
∈ Kp+m for given(

ũ2

ũ1

)
∈ Kp+m if and only if idp −H1H2 ∈ Glp(K). The assertion then follows from

Result 2.1. The simultaneous invertibility of these matrices is standard and follows
trivially by elementary row and column operations. According to Result 2.1, the
equations of B0 follow from (21) of B by setting the input u =

(
u2

u1

)
to zero. The

expression for H is implied by the equations(
P1 −Q1

−Q2 P2

)
H =

(
P1 0
0 P2

)(
idp −H1

−H2 idm

)
H

=

(
0 Q1

Q2 0

)
=

(
P1 0
0 P2

)(
0 H1

H2 0

)

by cancelling the matrix
(
P1 0
0 P2

)
of rank l = p + m on the left.

The sum (B0)⊥ = B⊥
1 + B⊥

2 follows from B0 = B1 ∩ B2 by duality. Moreover,

rank((B0)⊥) = p + m = rank(B⊥
1 ) + rank(B⊥

2 ) implies B⊥
1 ∩ B⊥

2 = 0;

hence (B0)⊥ = B⊥
1 ⊕ B⊥

2 .

Remark 2.8. If the feedback behavior of the preceding theorem is well-posed, the
matrices

G :=

(
0 H1

H2 0

)
and (id−G)−1(id−G) = id in K(p+m)×(p+m)(23)

imply

H = (id−G)−1G and (id−G)−1 = id +H,

and hence that (id−G)−1 and H share many properties, in particular that H belongs
to A(p+m)×(p+m) if and only if (id−G)−1 does [26, Chap. 5, Lem. 9].
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Corollary and Definition 2.9. If the feedback behavior of the preceding the-
orem is well-posed, then B is trivial, i.e., B0 = 0, if and only if

B⊥
1 ⊕ B⊥

2 = A1×l or, by duality, B1 ⊕ B2 = Fp+m.

If this holds, the modules Uj = B⊥
j , j = 1, 2, are complementary direct summands of

A1×l and the modules Mj = A1×l/Uj and the behaviors Bj are projective. We say
that the IO behavior B2 trivializes (instead of stabilizes) B1.

In the following we assume that the IO behavior B1 is given and construct all
trivializing IO behaviors B2. The set of all these B2 is parametrized by an open
subset (in the Zariski topology) of a finitely generated polynomial module. This
parametrization generalizes the important Youla–Kučera parametrization of the one-
dimensional stabilization theory. According to the preceding theorem, we make the
necessary assumption that the behavior B1 is projective. We use the exact sequence

F1 := A1×k1
d0:=◦R1−→ F0 := A1×l can−→ M1 := A1×l/U1 → 0

with l := p + m, R1 = (P1,−Q1), U1 := im(d0) = A1×k1R1.
(24)

The following remark establishes the well-known one-to-one correspondence between
idempotent endomorphisms e = e2 of a module and direct sum decompositions. If

e = e2 ∈ HomA(F0, F0)

is an idempotent or a projection, then

F0 = im(e) ⊕ ker(e) � x = e(x) + (x− e(x)),

x = e(x) ⇔ x ∈ im(e), ker(e) = im(id−e).

Conversely, any direct sum decomposition

F0 = V1 ⊕ V2 � x = x1 + x2 =: e(x) + (x− e(x))

gives rise to the projection e = e2 ∈ HomA(F0, F0). The map

{e ∈ HomA(F0, F0); e = e2} → {F0 = V1 ⊕ V2},
e �→ F0 = im(e) ⊕ ker(e)

is bijective. By restricting the preceding bijection to decompositions F0 = U1 ⊕ U2

with the fixed U1 from above we obtain the following.
Corollary 2.10. For the data from (24) the following map is bijective:

{e ∈ HomA(F0, F0); e = e2, im(e) = U1} → {F0 = U1 ⊕ U2},
e �→ F0 = U1 ⊕ ker(e), ker(e) = im(idl −e).

The preceding decompositions can also be described by means of homomorphisms
g ∈ HomA(F0, F1) ∼= Al×k1 , as was already shown more generally in [9, Lem. 6.2,
p. 88]. This is important for constructive purposes in particular.

Lemma 2.11. The following conditions are equivalent for a submodule U1 of F0

and its factor module M1 = F0/U1 = cok(d0):
1. The module M1 is projective.
2. U1 is a direct summand of F0. Then U1 is also projective and there is an

idempotent e = e2 ∈ HomA(F0, F0) such that U1 = im(e).
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3. There is a homomorphism g ∈ HomA(F0, F1) such that d0gd0 = d0. Then
e := d0g is an idempotent with U1 = im(d0) = im(e).

Proof. The equivalence of 1 and 2 is standard since the projectivity of M1 is
equivalent with the splitting of the exact sequence (24).

2 ⇒ 3: Let e be an idempotent with image im(e) = U1. Then the map e : F0 →
U1 = im(e) is surjective. Since U1 is projective and the map d0 : F1 → U1 is surjective,
there is a linear section

s : U1 → F1 such that idU1 = d0s. Define g := se : F0
e−→ U1

s→ F1. Then
e(x) = d0s(e(x)) ∈ U1 for x ∈ F0; hence e = d0se = d0g and

d0gd0 = d0sed0 = ed0 = d0 since e(d0(x)) = d0(x) for d0(x) ∈ U1 = im(e).

3 ⇒ 2: Assume d0gd0 = d0 and define e := d0g. Then e ∈ HomA(F0, F0) is
an idempotent since e2 = (d0gd0)g = d0g = e and, moreover, im(e) = im(d0g) ⊆
im(d0) = U1. From d0 = d0gd0 = ed0 we infer U1 = im(d0) ⊆ im(e) in the same
fashion; hence U1 = im(e).

Theorem 2.12. Assume that M1 = A1×l/U1 is projective and that g1 ∈ HomA(F0, F1)
and e1 := d0g1 with im(e1) = U1 are constructed according to the preceding lemma.
Then the map

ϕ : {h ∈ HomA(F0, F1); d0hd0 = 0}/{h ∈ HomA(F0, F1); d0h = 0}
→ {e ∈ HomA(F0, F0); e = e2, U1 = im(e)}, h �→ ϕ(h) := e1 + d0h,

is bijective. It furnishes a parametrization of the set of direct complements U2 = ker(e)
with F0 = U1 ⊕U2 by the finitely generated A-module on the left. If A is a field, then
the right side is an affine open subset of the projective Grassmann variety of all m-
dimensional subspaces of A1×(p+m).

Proof. 1. The equation d0gd0 = d0 is an inhomogeneous linear equation for g in
the A-module HomA(F0, F1) and g1 is one solution. Hence

{g ∈ HomA(F0, F1); d0gd0 = d0} = g1 + {h ∈ HomA(F0, F1); d0hd0 = 0}.

2. The map is well defined: If

d0hd0 = 0, then g2 := g1 + h satisfies d0g2d0 = d0, and hence
e2 := d0g2 = d0g1 + d0h = e1 + d0h

is an idempotent with im(e2) = U1 according to the preceding lemma. If h2 and h3

are homogeneous solutions such that

h2 = h3 or d0(h2 − h3) = 0, then e1 + d0h2 = e1 + d0h3.

3. It is obvious that the map ϕ is injective, and it is surjective by the preceding
lemma.

We reformulate the preceding theorem in matrix terms. We identify

Am×n = HomA(A1×m, A1×n), X = ◦X = (ξ �→ ξX),

and emphasize that (◦X)(◦Y ) = ◦(Y X).
Theorem 2.13. Let B1 ⊆ Fp+m be an IO behavior with the transfer matrix H1

and the data

U1 = B⊥
1 = A1×k1R1, M1 = A1×l/B⊥

1 ,

R1 = (P1,−Q1) ∈ Ak1×(p+m), rank(P1) = p, P1H1 = Q1, H1 ∈ Kp×m.
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1. The module M1 or the behavior B1 is projective if and only if there is a matrix

G1 ∈ Al×k1 with R1G1R1 = R1 or, equivalently, with (idp,−H1)G1P1 = idp.(25)

Then E1 := G1R1 = E2
1 ∈ Al×l is an idempotent matrix with B⊥

1 = A1×lE1.
This algorithm is related to the algorithms of [33]; its idea goes back at least to

MacLane [9] as explained above.
2. Assume that B1 is projective with the data from 1. Then the map

ϕ : {X ∈ Al×k1 ; R1XR1 = 0}/{X ∈ Al×k1 ; XR1 = 0}
→ {E ∈ Al×l; E = E2, B⊥

1 = A1×lE}, X �→ ϕ(X) := E1 + XR1,
(26)

is bijective. Moreover,

R1XR1 = 0 if and only if (idp,−H1)XP1 = 0 if and only if (t idp,−tH1)XP1 = 0 and

XR1 = 0 if and only if XP1 = 0,

(27)

where 0 	= t ∈ A is a common denominator of the entries of H1, i.e., tH1 ∈ Ap×m.
The direct complement behavior B2 of B1 in Fp+m, which is constructed by means of
the idempotent E = E1 + XR1, is

B2 := {w ∈ Fp+m; (idl −E1 −XR1) ◦ w = 0} = U⊥
2 , B1 ⊕ B2 = Fp+m,

where U2 := ker(◦(E1 + XR1)) = A1×l(idl −E1 −XR1).
(28)

3. Since B⊥
1 = A1×lE1, the bijection (26) holds if R1 is replaced with E1.

4. If U1 is even free, and if the rows of R1 are a basis of U1, i.e., if R1 =
(P1,−Q1) ∈ Ap×(p+m) and det(P1) 	= 0, then the situation of (26) simplifies to

G1 ∈ Al×p, R1G1 = idp, E1 = G1R1, and

ϕ : {X ∈ Al×k; R1X = 0} ∼= {E ∈ Al×l; E = E2, B⊥
1 = A1×lE},

X �→ E1 + XR1.

(29)

Proof. The equivalence of (25) and (27) follows from

R1 = (P1,−Q1) = P1(idp,−H1) and rank(P1) = rank(idp,−H1) = p,

which imply that P1 (resp., (idp,−H1)) can be cancelled as a left (resp., right) fac-
tor.

Of course, each direct complement behavior

B2 =

{
w2 =

(
u2

y2

)
∈ Fp+m; (idl −E) ◦ w2 = 0

}
with

rank(idl −E) = l − rank(E) = l − p = m

of the preceding theorem admits an IO structure, but not necessarily that with u2 as
inputs, as needed for the feedback construction. To enforce this additional property
we proceed as follows. Let X1, . . . , Xn be a system of A-generators of the submodule

{X ∈ Al×k1 ; R1XR1 = 0( ⇔ R1XP1 = 0)}.(30)
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The same matrices generate {X ∈ Kl×k1 ; (idp,−H1)XP1 = 0} as a K-vector space.
In the relevant examples the Xi can be computed by means of Gröbner bases. The
linear map θ = (θi)i=1,...,n �→

∑n
i=1 θiXi induces the A-isomorphism

ϕ1 : A1×n/V ∼= {X ∈ Al×k1 ; R1XP1 = 0}/{X ∈ Al×k1 ; XP1 = 0},

where ϕ1(θ) :=

n∑
i=1

θiXi and V :=

{
θ ∈ A1×n;

n∑
i=1

θiXiP1 = 0

}
.

(31)

Again, in the relevant examples the submodule V and its factor module A1×n/V can
be computed by means of Gröbner bases. In addition we consider the polynomial map

d : Kl×m → K( l
m), Y �→ d(Y ) = (dα(Y ))α,(32)

where the dα(Y ) are the
(
l
m

)
m × m minors of the matrix Y . The function d is

polynomial in the entries of Y and d(Y ) 	= 0 if and only if rank(Y ) = m. With the
data from above, we obtain the induced map

{E ∈ Al×l; E = E2, B⊥
1 = A1×lE} → A( l

m), E �→ d

(
(idl −E)

(
0

idm

))
.

If

idl −E =: (−Q2, P2) ∈ Al×(p+m), hence (idl −E)

(
0

idm

)
= P2,

the behavior

B2 :=

{
w2 =

(
u2

y2

)
∈ Fp+m; (idl −E) ◦ w2 = 0 or P2 ◦ y2 = Q2 ◦ u2

}

is an IO behavior with input u2 if and only if rank(P2) = m. Composing the maps
just constructed, we obtain the map

Φ : K1×n → K( l
m), θ �→ d

(
(idl −E)

(
0

idm

))
,

with E := E1 + XR1, X :=

n∑
i=1

θiXi,

(33)

which is polynomial in the components of θ; i.e., its components are contained in
K[θ]. Summing up we obtain the final parametrization theorem.

Theorem 2.14 (parametrization of trivializing behaviors). Let B1 = {w1 =(
y1

u1

)
∈ Fp+m} be a projective behavior as in Theorem 2.13, and assume that A is

infinite. Then, with the data introduced above, the map

θ �→ B2 :=

{
w2 =

(
u2

y2

)
∈ Fp+m; (idl −E) ◦ w2 = 0

}
,

where E := E1 + XR1, X :=

n∑
i=1

θiXi,

is a bijection from the nonempty set{
θ ∈ A1×n/V ; Φ(θ) = d

(
(idl −E)

(
0

idm

))
	= 0

}
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onto the set of all IO behaviors B2 ⊆ Fp+m, which trivialize B1. This signifies that
the feedback system B := feedback(B1,B2) is well-posed and trivial. In particular,
such behaviors exist.

Proof. It remains only to show that such behaviors exist. The matrix P1 of rank
p has a left inverse

S1 ∈ Kp×k1 with S1P1 = idp.(34)

Define

E :=

(
idp

0

)
(idp,−H1) =

(
idp −H1

0 0

)
∈ Kl×l and G :=

(
idp

0

)
S1 ∈ Kl×k1 ;

hence idl −E =

(
0 H1

0 idm

)
, (idl −E)

(
0

idm

)
=

(
H1

idm

)
,

rank

(
(idl −E)

(
0

idm

))
= m, (idp,−H1)GP1 = idp, and E := GR1.

Thus X := G −G1 ∈ Kl×k1 satisfies

(idp,−H1)XP1 = 0, E = E1 + XR1 and rank

(
(idl −E)

(
0

idm

))
= m;

in particular, X is of the form

X =
n∑

i=1

θiXi with θ ∈ K1×n and Φ(θ) 	= 0.

Since the components of Φ are polynomials in K[θ] and since A is an infinite subset
of K, there is also a parameter θ′ ∈ A1×n with nonzero Φ(θ′), which induces an
IO behavior B2 such that the feedback system feedback(B1,B2) is well-posed and
trivial.

Remark 2.15. We remark that {θ ∈ K1×n; Φ(θ) 	= 0} is a nonempty open subset
of K1×n with respect to the Zariski topology and is therefore dense. This signifies
that, generically, the behaviors B2 with Fp+m = B1 ⊕ B2 are IO behaviors with the
desired input u2 ∈ Fp.

3. Localization. The assumptions of the preceding section remain in force.
Moreover, we assume that the ring A is factorial. We use Matlis’ structure the-
ory of injective modules over Noetherian rings and refer to [10, pp. 145–150] and [12,
sec. 2], where this theory was used in the system-theoretic context. Moreover, we use
Gabriel’s theory of localization as detailed in the book [24, Chap. IX].

Let Spec(A) (resp., Max(A)) denote the set of prime (resp., maximal) ideals of A.
A prime ideal p is associated with an A-module M if and only if there is an x ∈ M such
that p = ann(x) = {a ∈ A; ax = 0} or, in other words, that A/p is a submodule of M
up to isomorphism. Let Ass(M) ⊂ Spec(A) denote the set of prime ideals associated
with M . A module M is p-coprimary if Ass(M) consists exactly of one prime ideal
p; then

a : M → M, x �→ ax is

{
injective

locally nilpotent
⇔

{
a /∈ p

a ∈ p
.(35)
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Local or almost nilpotency of a on M means that for all x ∈ M there is an index m
such that amx = 0.

The injective module F is a cogenerator if and only if it contains all simple
modules A/m, m ∈ Max(A), up to isomorphism, i.e., if Max(A) ⊂ Ass(F). Each
module M has an injective envelope E(M) ⊃ M which is unique up to noncanonical
isomorphism. This signifies that E(M) is injective and that V ∩ M 	= 0 for each
nonzero submodule V of E(M). Since A is Noetherian, a direct sum or coproduct
of modules is injective if and only if each direct summand has this property. Each
injective module E admits a direct sum decomposition into directly indecomposable
injective modules, and this decomposition is unique up to an automorphism of E.
An indecomposable injective module E is coprimary, and if p is its unique associated
prime ideal, then E = E(A/p). The map

Spec(A) → {E; E indecomposable injective}/isomorphism,

p �→ E(A/p), Ass(E(A/p)) = {p}
(36)

is a bijection of the prime spectrum Spec(A) onto the set of indecomposable injectives
up to isomorphism. Since E(A/p) is injective and indecomposable, the injective map

s : E(A/p) → E(A/p), x �→ sx, s ∈ A \ p,

is even bijective, and therefore E(A/p) is an Ap-module, where

Ap :=
{a

s
; a ∈ A, s ∈ A \ p

}
⊂ K = quot(A)

is the local ring of the prime ideal p with its unique maximal ideal pp = App. For
M ∈ ModA, the adjointness isomorphism

HomA(M,E(A/p)) ∼= HomAp
(Mp, E(A/p)) = HomA(Mp, E(A/p)),

Mp := Ap ⊗A M =
{x

s
; x ∈ M, s ∈ A \ p

}
∈ ModAp

(37)

holds. Together with N = Np for N ∈ ModAp
this shows that the duality functor

HomAp
(−, E(A/p)) on ModAp

is exact, and hence E(A/p) is an injective Ap-module.
Since it contains the unique simple Ap-module (A/p)p = Ap/pp, the module E(A/p)
is the unique minimal injective cogenerator of the category ModAp

to which the con-
siderations of section 2 are applicable. In particular,

Mp = 0 ⇔ HomA(M,E(A/p)) = 0.(38)

Let

F := ⊕i∈I Fi, Ass(Fi) = {pi}, P := Ass(F) = {pi; i ∈ I}(39)

denote a direct sum decomposition of the injective cogenerator F into indecomposable
injectives Fi and let

P := Ass(F) = P1 � P2, P1,P2 	= ∅,(40)

be a disjoint decomposition of Ass(F). All subsequent objects depend on the choice of
F and of the decompositions (39) and (40).
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In particular, the latter imply direct sum decompositions

F = ⊕p∈P F(p) = F1 ⊕ F2 with F(p) := ⊕i∈I, pi=p Fi
∼= E(A/p)(μ(p)),

μ(p) := |{i ∈ I; pi = p}|, Fj := ⊕p∈Pj
F(p), j = 1, 2,

(41)

where E(A/p)(μ(p)) denotes the direct sum of μ(p) copies of E(A/p). All mod-
ules in these direct sum decompositions are injective. Like E(A/p), the module
F(p) ∼= E(A/p)(μ(p)) is an injective cogenerator of the category of Ap-modules. The
decompositions (41) induce corresponding decompositions of F behaviors. Let

R ∈ Ak×l, U := A1×kR, M := A1×l/U,

B := U⊥ =
ident.

HomA(M,F) = {w ∈ F l; R ◦ w = 0}.(42)

Since M is finitely generated, the functor HomA(M,−) preserves direct sums, and
therefore (41) induces direct decompositions

B = ⊕i∈I Bi ⊂ F l = ⊕i∈I F l
i ,

Bi := B ∩ F l
i =

ident.
HomA(M,Fi) =

ident.
{w ∈ F l

i ; R ◦ w = 0},

B = ⊕p∈P B(p) = B1 ⊕ B2,

B(p) := B ∩ F(p)l = HomA(M,F(p)) = {w ∈ F(p)l; R ◦ w = 0}
∼= HomAp

(Mp, E(A/p))(μ(p)),

Bj := B ∩ F l
j = HomA(M,Fj) = {w ∈ F l

j ; R ◦ w = 0}, j = 1, 2.

(43)

We use the following suggestive system-theoretic terminology. The elements of F
(resp., F1) are called signals (resp., stable signals). If y = y1 + y2 ∈ F = F1 ⊕ F2 is
a signal, then y1 is called its stable part and y2 its steady state.

Example 3.1. We indicate the data for the important complex continuous case.
The algebra A is the complex polynomial algebra C[s] = C[s1, . . . , sr]. The map

C
r → Max(C[s]),

λ = (λ1, . . . , λr) �→ mλ :=

r∑
ρ=1

C[s](sρ − λρ) = {t ∈ C[s]; t(λ) = 0}

is bijective. As an injective cogenerator we take the module

F := D′(Rr)lf := {y ∈ D′(Rr); [C[s] ◦ y : C] < ∞} = ⊕λ∈Cr C[z] exp(λ • z),

z = (z1, . . . , zr) ∈ R
r, λ • z := λ1z1 + · · · + λrzr

(44)

of locally finite distributions or polynomial-exponential functions [12, Thm. 6.6]. Then

Ass(F) = Max(C[s]) = {mλ; λ ∈ C
r},

F(λ) := F(mλ) = C[z] exp(λ • z) ∼= E(C[s]/mλ);
(45)

i.e., F is the unique minimal injective cogenerator of the category of C[s]-modules.
We choose a disjoint decomposition

C
r = Λ1 � Λ2 and Ass(F) = Max(C[s]) = P1 � P2, Pj := {mλ; λ ∈ Λj}.(46)
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Standard choices for continuous stability theory are

Λ2 := C+
r
, where C+ := {w ∈ C; �(w) > 0}, C+ := {w ∈ C; �(w) ≥ 0},

or [29, Def. 3.1] Λ2 := C+ × iRr−1.
(47)

A discrete analogue is Λ2 := {w ∈ C; |w| ≥ 1}r; see the end of section 5.
The modules Fj , j = 1, 2, are Fj = ⊕λ∈Λj

C[z] exp(λ • z). For r = 1 and time
z = z1 the two sets Λ2 from (47) coincide and yield

F = ⊕λ∈C C[z] exp(λz) = F1 ⊕ F2 = ⊕	(λ)<0 C[z] exp(λz) ⊕ ⊕	(λ)≥0 C[z] exp(λz).

Then F1 = {y ∈ F ; limz→∞ y(z) = 0}. Hence

lim
z→∞

y1(z) = 0fory = y1 + y2 ∈ F = F1 ⊕ F2.

For practical engineering applications the stable part y1 of y is negligible and the
signal y coincides with its steady state y2. This justifies the suggestive terminology
introduced above.

We go on with the general situation. The set

T := ∩p2∈P2(A \ p2) ⊂ A(48)

is a multiplicative submonoid of A and saturated; i.e., each divisor of an element in
T belongs to T . The set T gives rise to its quotient ring

AT :=
{a

t
; a ∈ A, t ∈ T

}
⊂ Ap ⊂ quot(A), p ∈ P2, and (AT )pT

= Ap.(49)

Lemma 3.2. AT = ∩p∈P2 Ap ⊂ quot(A).
Proof. The inclusion ⊆ follows from (49). For the reverse inclusion we use that

A is factorial. Let x = a
s ∈ quot(A) with relatively prime a, s be contained in all

Ap, p ∈ P2, hence
a

s
=

ap

sp

, sp ∈ A \ p, p ∈ P2.

Then

aps = spa, gcd(a, s) = 1 ⇒ ∀p ∈ P2 : s | sp

⇒ ∀p ∈ P2 : s ∈ A \ p ⇒ s ∈ ∩p∈P2
(A \ p) = T and x =

a

s
∈ AT .

In the context of Gabriel’s localization theory the set P2 ⊂ Ass(F) and its associ-
ated injective module F2 give rise to a full localizing or Serre subcategory or hereditary
torsion class C of ModA and a Gabriel topology T [24, Thm. VI.5.1], where

C := {C ∈ ModA; HomA(C,F2) = 0}
= {C ∈ ModA; ∀p ∈ P2 : HomA(C,E(A/p)) = 0}

= {C ∈ ModA; ∀p ∈ P2 : Cp = 0} and

T := {a ⊆ A; A/a ∈ C}.

(50)

Since F2 is injective, the class C of T-torsion modules is obviously closed under taking
submodules, factor modules, extensions, and direct sums; in particular

C = {C ∈ ModA; ∀x ∈ C : ann(x) = {a ∈ A; ax = 0} ∈ T}(51)
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and T is directed downward. Moreover, C is stable, i.e., closed under taking injective
envelopes [24, Props. VI.7.1 and VII.4.5]. If M is a finitely generated A-module and
a an ideal of A, then

M ∈ C, resp., a ∈ T

⇔ ∀p ∈ P2 ∃sp ∈ A \ p such that spM = 0, resp., sp ∈ a ∩ (A \ p).
(52)

The largest submodule of M in C is called the T-torsion radical of M and denoted
by tT(M). If tT(M) = 0, the module is called T-torsion free. Due to (52) a T-torsion
module is a torsion module in the usual sense, and hence a torsion free module is T-
torsion free. Every subcategory C with the indicated properties arises from a suitable
injective module F2; in other words, there are no other localization functors than
those described below.

An A-module M also induces its quotient module

MT =
{x

t
; x ∈ M, t ∈ T

}
= AT ⊗A M.

Since Mp = (MT )pT
∀p ∈ P2, we see that any module with MT = 0 is a T-torsion

module.
An A-module N is called T-closed if

N ∼= HomA(a, N), x �→ (a �→ ax) ∀a ∈ T.(53)

The full additive subcategory of ModA of all T-closed submodules is denoted by
ModA,T. According to [24, pp. 195–200; 213–216] the inclusion functor inj : ModA,T ⊂
ModA has an exact left adjoint functor

ModA → ModA,T, M �→ MT, with the functorial adjunction morphism

ηM : M → MT, i.e., HomA(MT, N) ∼= HomA(M,N), g �→ gηM ,
(54)

for M ∈ ModA and N ∈ ModA,T, and is given by the directed colimit [24, Prop. IX.1.7]

MT = colim
a∈T

HomA(a,M) = {α : a → M ; a ∈ T}/ ∼� [α : a → M ], where

(α : a → M) ∼ (β : b → M) ⇔ ∃c ∈ T with c ⊆ a ∩ b, α | c = β | c, and

ηM : M → MT, x �→ [A → M, a �→ ax].

(55)

Moreover [24, IX.1.2,1.3],

tT(M) = ker(ηM ) and M ∈ C ⇔ M = tT(M) ⇔ MT = 0.(56)

The functor M �→ MT is called localization with respect to P2, C, or T. A module
N is T-closed if and only if ηN is an isomorphism [24, Prop. IX.1.8]; in particular
MT = (MT)T. The category ModA,T is itself abelian with exact directed colimits;
the localization functor is exact, but the inclusion functor inj is left exact only [24,
p. 214]. This means that the kernels of an A-linear map between T-closed modules
in ModA (resp., ModA,T) are the same, but that an epimorphism in ModA,T is not
surjective in general. Indeed, if f : N1 → N2 is an A-linear map between T-closed
modules and C := cokA(f) := N1/f(N2) is its cokernel in ModA, the exact sequence

N1
f−→ N2

can−→ C → 0 in ModA induces the exact sequence

N1 = (N1)T

f−→ N2 = (N2)T

can−→ CT → 0 in ModA,T,
(57)
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and hence f is an epimorphism in the category ModA,T if and only if C is a T-torsion
module.

Lemma 3.3.

1. The modules F2 = ⊕p∈P2 F(p) and ⊕p∈P2 E(A/p) are injective cogenerators
of the category ModA,T; in particular, as already indicated,

HomA(M,F2) ∼= HomA(MT,F2) = 0 ⇔ MT = 0 ⇔ M ∈ C.(58)

2. These modules are also injective AT -modules. Only in important special cases
are they AT -cogenerators; see Theorem/Definition 5.6 of section 5.

3. The module FT
∼= ⊕i{Fi; pi ∩ T = ∅} is A- and AT -injective.

Proof.
1. This is shown in [24, Prop. X.1.9].
2. Since these AT -modules are injective A-modules, the injectivity as AT -

modules follows from the identity

HomA(N,F2) = HomAT
(N,F2), N = NT ∈ ModAT

.

3. This follows from

E(A/p)T =

{
E(A/p) if p ∩ T = ∅
0 if p ∩ T 	= ∅

.

Since A is Noetherian and hence the functor HomA(a,−) in (53) preserves di-
rect sums, a direct sum of A-modules is T-closed if and only if all summands have
this property. This implies in particular that the injection functor from ModA,T to
ModA also preserves direct sums and that every projective AT -module is contained
in ModA,T since AT = AT is T-closed (see Lemma 3.4).

The module MT is always an AT -module, i.e., the multiplication with t ∈ T is
bijective [24, p. 196], but the functors M �→ MT and M �→ MT coincide only in
exceptional cases [24, Prop. XI.3.4], for instance, for the principal ideal ring C[s1]
in one-dimensional systems theory. Again in Theorem/Definition 5.6 we characterize
this exceptional situation in the most important case and show its relation to ideal-
convexity in the sense of [29]. The difficulties of [29] with the possible absence of
ideal-convexity are avoided in our theory by using MT instead of the standard MT .
But see the following lemma.

Lemma 3.4. AT = AT ⊂ K := quot(A).
Proof. For a ∈ T, the map

HomA(a, A) → K, α �→ xα := α(a)/a, with 0 	= a ∈ a,(59)

is a well-defined A-monomorphism. Indeed, if

0 	= a1, a2 ∈ a, then α(a1a2) = a1α(a2) = a2α(a1); hence
α(a2)/a2 = α(a1)/a1 and α(a2) = a2α(a1)/a1.

Since directed colimits are exact, the injections (59) induce an injection

AT = colim
a∈T

HomA(a, A) =
ident.

{xα = α(a)/a; 0 	= a ∈ a
α→ A} ⊂ K.

But according to (52) and Lemma 3.2,

∀p ∈ P2 ∃ap ∈ a ∩ (A \ p) 	= ∅; hence xα = α(ap)/ap ∈ ∩p∈P2
Ap = AT ,
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and thus AT ⊆ AT . If, conversely, x = a/t ∈ AT , then

∀p ∈ P2 : t ∈ At ∩ (A \ p); hence

At ∈ T, α : At → A, t �→ a, and x = a/t = α(t)/t = xα ∈ AT.

As in the preceding lemma, we define for every A-module M and prime ideal
p ∈ P2 the canonical A-linear map

canp : MT → Mp, [α : a → M ] �→ α(sp)/sp, with sp ∈ a ∩ (A \ p),(60)

independent of the choice of sp.
Lemma 3.5. The map

can : MT →
∏

p∈P2

Mp, [α] �→ (α(sp)/sp)p∈P2 ,

is a functorial monomorphism.
Proof. Only the injectivity has to be shown. Assume therefore that

∀p ∈ P2 : α(sp)/sp = 0, i.e., ∃tp ∈ A \ p such that

tpα(sp) = α(tpsp) = 0.

The ideal a :=
∑

p∈P2
Atpsp belongs to T since it contains the tpsp and, by construc-

tion, α | a = 0, and hence [α] = 0 in MT.
A further functorial homorphism is the map

can : MT → MT,
x

t
�→ [α : At → M, t �→ x],(61)

which, in general, is neither injective nor surjective. The kernel and cokernel of the
canonical map M → MT are modules C with CT = 0 and hence CT = 0, and are
thus T-torsion modules. The same holds for the canonical map ηM : M → MT [24,
Lemmas IX.1.2, IX.1.5]. Application of the exact functors (−)T and (−)p thus yields
canonical isomorphisms

MT
∼= (MT )T and Mp

∼= (MT )p
∼= (MT)p for p ∈ P2,

K ⊗A M ∼= K ⊗Ap
Mp

∼= K ⊗A MT
∼= K ⊗A MT;

hence rank(M) = rank(MT ) = rank(MT) = rank(Mp) = [K ⊗A M : K].

(62)

For the data from (42), the inclusion U ⊂ A1×l induces the inclusions

UT = ATU ⊂ UT ⊂ A1×l
T = A1×l

T
.(63)

Lemma and Definition 3.6. For the data from (42), the submodule Ust :=
UT ∩A1×l of A1×l is the largest one such that

(Ust)T = UT or (A1×l/Ust)T = MT.

Moreover,

Ust = ∩p∈P2 Up ∩A1×l = {x ∈ A1×l; ∀p ∈ P2 ∃sp ∈ A \ p with spx ∈ U},
UT = (Ust)T = ATUst and K ⊗A U = K ⊗A Ust ⊂ K1×l.
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The last equality shows that the behavior Bst := U⊥
st is in the same transfer class, or

has the same controllable subbehavior, as B.
Proof. The exactness of (−)T implies

(Ust)T = (UT ∩A1×l)T = (UT)T ∩A1×l
T

= UT ∩A1×l
T = UT.

If UT = VT, then V ⊂ VT ∩A1×l = UT ∩A1×l = Ust.

Finally,

UT = AT (UT ∩A1×l) = ATUst = (Ust)T .

The last equations follow from the fact that UT is an AT -submodule of A1×l
T and that

V = AT (V ∩A1×l) for each AT -submodule of A1×l
T .

The injection from Lemma 3.5 and the exact sequence

0 → U
inj−→ A1×l can−→ M → 0

induce the exact sequence in ModA,

0 → UT

inj−→ A1×l
T

can−→
∏

p∈P2

A1×l
p /Up,

and this implies

Ust = UT ∩A1×l = ∩p∈P2 Up ∩A1×l.

Remark 3.7. If the matrix R with U = A1×kR is given it is, in general, a difficult
problem to compute a matrix

Rst ∈ Ak1×l such that Ust = A1×k1Rst and hence UT = A1×k1

T Rst.

4. Abstract stability and stabilization. The assumptions and notation of
the preceding section remain in force. We apply the results of the preceding sections
to stability questions, first in the abstract situation and then, in the next section, to
multidimensional systems governed by partial differential or difference equations.

Theorem and Definition 4.1 (equal steady state). 1. Let

B := U⊥ = {w ∈ F l; R ◦ w = 0} and B′ := U ′⊥ = {w ∈ F l; R′ ◦ w = 0}

be two behaviors as in (42) with their corresponding decompositions (43) and the
submodules Ust (resp., U ′

st) according to Lemma/Definition 3.6. Then

B2 := B ∩ F l
2 = B′

2 ⇔ UT = U ′
T ⇔ Ust = U ′

st ⇔ MT = M ′
T.

Then we say that the behaviors B and B′ have the same steady state.
2. The behavior

Bst := U⊥
st = {w ∈ F l; Rst ◦ w = 0} with Ust = A1×k1Rst

is the smallest one with the same steady state as B.
Proof. 1. Replacing B with B + B′, we assume without loss of generality that

B′ ⊆ B or U ⊆ U ′. Let f : U ⊂ U ′ (resp., g : M → M ′) be the canonical injection



1488 ULRICH OBERST

(resp., surjection). Application of the exact functor (−)T furnishes the commutative
diagram with exact rows in ModA,T

0 → UT ⊂ A1×l
T

canT−→ MT → 0
↓ fT ↓ id ↓ gT

0 → U ′
T ⊂ A1×l

T

can′
T−→ M ′

T → 0,

where fT : UT ⊂ U ′
T and gT is the canonical epimorphism. Hence UT = U ′

T if and
only if gT : MT → M ′

T is an isomorphism. Moreover,

Hom(g,F2) =
ident.

Hom(gT,F2) =
ident.

inj :

B′
2 =

ident.
HomA(M ′,F2) =

ident.
HomA(M ′

T,F2)

→ B2 =
ident.

HomA(M,F2) =
ident.

HomA(MT,F2).

By Lemma 3.3 F2 is an injective cogenerator in ModA,T and hence

B′
2 = B2 ⇔ inj = Hom(gT,F2) is an isomorphism

⇔ gT : MT → M ′
T is an isomorphism ⇔ MT = M ′

T.

2. This is a reformulation of Lemma/Definition 3.6.

In what follows we assume that an IO system B ⊂ F l is given with the data

l = p + m, R = (P,−Q) ∈ Ak×(p+m), rank(P ) = rank(R) = p, PH = Q,

U := A1×kR ⊂ A1×l, U0 := A1×kP ⊂ A1×p,

M := A1×l/U, M0 = A1×p/U0,

B := U⊥ =

{
w =

(
y

u

)
∈ Fp+m; P ◦ y = Q ◦ u

}
,

B0 := {y ∈ Fp; P ◦ y = 0}.

(64)

Theorem and Definition 4.2 (stable systems). For the data from (64) the
following assertions are equivalent:

1. B0 ⊆ Fp
1 , i.e., B0

2 = 0 or B0(p) = 0 ∀p ∈ P2. In other words, all trajectories
of the autonomous part B0 of B are stable. Recall that the signals y ∈ F1 are
suggestively called stable.

2. M0
T = 0, i.e., for all p ∈ P2 M0

p = 0 or A1×k
p P = A1×p

p or, in the terminology
of Theorem/Definition 2.5, the Ap IO behavior

{(
y

u

)
∈ F(p)p+m; P ◦ y = Q ◦ u

}
with the Ap-cogenerator F(p)

is trivial.
3. For all p ∈ P2 the module Mp is torsion free, and H ∈ Ap×m

p .

4. The module MT is torsion free, and H ∈ Ap×m
T .

If these conditions are satisfied, the IO system B is said to be stable with respect to
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the decompositions (39) and (40), and then the A-linear map

A1×m → M, η �→ (0, η), induces the isomorphisms

A1×m
T

∼= MT and

proj = (0 idm)◦ : B2 → Fm
2 ,

(
y2

u2

)
�→ u2, with the inverse u2 �→

(
H ◦ u2

u2

)
;

hence B := B1 ⊕
{(

H ◦ u2

u2

)
; u2 ∈ Fm

2

}
.

(65)

Here ◦ denotes the scalar multiplication of F2 as an AT -module. In other words,
the module MT is AT -free of dimension m. For every input u2 ∈ Fm

2 ,
(
H◦u2

u2

)
is the

unique trajectory in B ∩ F l
2 with input u2. We remark that H acts on Fm

2 as an
operator although no analogue of the customary properness of H is assumed.

Proof. 1 ⇔ 2: This follows from

B0(p) ∼= HomA(M0,F(p)) ∼= HomAp
(M0

p ,F(p))

and the cogenerator property of F(p) as an Ap-module.
2 ⇔ 3: This is a special case of Theorem/Definition 2.5.
3 ⇔ 4: The property of H follows from AT = ∩p∈P2 Ap according to Lemma 3.2.

If all Mp, p ∈ P2, are torsion free, Lemma 3.5 implies the same property for MT.
Conversely, if MT is torsion free, then so are all Mp

∼= (MT)p, p ∈ P2, according
to (62).

The condition M0
T = 0 and the application of the exact functors

(−)T and HomA(−,F2) ∼= HomA((−)T,F2)

to the exact IO sequence

0 → A1×m ◦(0 idm)−→ M
can−→ M0 → 0

furnishes the isomorphisms (65).
Recall that F2 is T-closed and an AT -module in particular; hence a ◦ y is defined

for a ∈ AT and y ∈ F2. The equation PH = Q of matrices with coefficients in AT

hence implies P ◦ (H ◦ u2) = Q ◦ u2 for u2 ∈ Fm
2 and therefore the asserted inverse

map of the projection proj = (0 idm)◦ : B2
∼= Fm

2 .
Theorem and Definition 4.3 (stabilizable systems). An IO system as in (64)

is called stabilizable with respect to the decompositions (39) and (40) if there is

another IO system B′ =
{(

u′

y′

)
∈ Fp+m; P ′ ◦ y′ = Q′ ◦ u′} such that the feedback

system B′′ := feedback(B,B′) according to (20) and 21 is well-posed and stable in the
sense of Theorems 2.7 and 4.2. If this is the case, then

A1×l
T = UT ⊕ U ′

T and Fp+m
2 = B2 ⊕ B′

2,(66)

and B′ is called a stabilizing compensator of B.
Proof. According to Theorem 2.7 the direct sum decomposition

(B′′0)⊥ = B⊥ ⊕ B′⊥ holds and implies (B′′0)⊥T = B⊥
T ⊕ B′⊥

T .

The stability of B′′ signifies that B′′0
2 = 0 or (B′′0)⊥T = A1×l

T , and hence we have the
assertion.
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Direct decompositions as in (66) appear in almost all stabilization theories, often
disguised as Bezout identities for matrices. The next theorem contains a test for
stabilizability of the IO system B and the construction of a stabilizing compensator.
It is just a reformulation of Theorem 2.13.

Let

Ust = A1×k1Rst, Rst = (Pst,−Qst) ∈ Ak1×(p+m)(67)

be the largest submodule of

A1×l with UT = (Ust)T = A1×k1

T Rst; hence

A1×k
p R = Up = (Ust)p = A1×k1

p Rst ∀p ∈ P2

(68)

according to (62) and Lemma/Definition 3.6. The use of Rst is necessary since epi-
morphisms in ModA,T are not surjective, and hence UT is not generated over AT by
the rows of R in general. Since U ⊂ Ust, there is a matrix X such that

R = XRst; hence P = XPst and p = rank(P ) ≤ rank(Pst) ≤ rank(Rst).
Moreover, p = rank(R) = rank(U) = rank(Ust) = rank(Rst), and therefore

p = rank(Pst) = rank(Rst).

Thus the behavior

Bst := U⊥
st =

{(
y

u

)
; Pst ◦ y = Qst ◦ u

}
⊂ B(69)

is an IO behavior with the same IO structure and steady state as B. Due to K⊗AU =
K⊗AUst from Lemma/Definition 3.6, B and Bst have also the same transfer matrix H.

Theorem 4.4 (characterization of stabilizable behaviors). The following asser-
tions are equivalent for the IO behavior (64):

1. The behavior B is stabilizable.
2. UT = A1×k1

T Rst is a direct summand of A1×l
T .

3. There is a matrix

G1 ∈ Al×k1

T such that Rst = RstG1Rst, and then

E1 := G1Rst = E2
1 ∈ Al×l

T with UT = A1×l
T E1 = UT.

4. With G1 and E1 from item 3 there is a matrix

X ∈ Al×k1

T with RstXRst = 0 such that E := E1 + XRst = E2 ∈ Al×l,

UT = A1×l
T E and rank

(
(idl −E)

(
0

idm

))
= m.

If these conditions are satisfied, choose E ∈ Al×l
T according to item 4. Let t ∈ T be 1

or the greatest common divisor of the denominators of E. Define

R′ := (−Q′P ′) := t(idl −E) ∈ Al×(p+m); hence

rank(R′) = l − rank(E) = l − p = m = rank(P ′) and

B′ :=

{(
u′

y′

)
∈ Fp+m; P ′ ◦ y′ = Q′ ◦ u′

}
.
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Then B′ is a stabilizing compensator of B, i.e., B′ is an IO behavior with input u′,
and the feedback system B′′ = feedback(B,B′) is well-posed and stable.

Proof. 1 ⇒ 2: This follows from Theorem 4.3.
2 ⇔ 3: This is an application of Theorem 2.13(1) to the AT -module A1×l

T /UT.
3 ⇒ 4: This implication follows from Theorem 2.14.
4 ⇒ 1: Construct R′ and B′ as indicated. The equalities rank(R′) = rank(P ′) =

m show that B′ is an IO system with the desired IO structure. By construction,

UT = A1×k1

T Rst = A1×l
T E, p = rank(U) = rank(E),

U ′ := B′⊥ = A1×lt(idl −E) ⇒ U ′
T = A1×l

T t(idl −E) = A1×l
T (idl −E),

U ∩ U ′ ⊆ UT ∩ U ′
T = 0 ⇒ A1×(k+l)

(
P −Q

−Q′ P ′

)
= U ⊕ U ′.

The last equation shows that B′′ is well-posed with

(B′′0)⊥ = U ⊕ U ′ and (B′′0)⊥T = UT ⊕ U ′
T = A1×l

T E ⊕A1×l
T (idl −E) = A1×l

T .

The last equation signifies the stability of B′′.
Remark 4.5. Condition 2 of the preceding theorem is equivalent to the AT -

projectivity of A1×l
T /UT, and then this module coincides with MT. This does not

imply that UT is a direct summand of A1×l
T or that MT is AT -projective. If, however,

this is the case, then condition 2 follows and UT = UT, MT = MT. We remark that,
in general, AT is not projective in ModA,T since epimorphisms are not surjective in
this category. Therefore condition 2 has been expressed without using the notion of
projectivity.

Theorem 4.6 (parametrization of stabilizing controllers). Assume that B from
(64) is stabilizable and that E1 is the matrix from item 3 of the preceding theorem.
The steady state parts B′

2 ⊂ F l
2 of the stabilizing compensators B′ of B are uniquely

determined by the idempotent matrices

E = E2 ∈ Al×l
T with rank

(
(idl −E)

(
0

idm

))
= m,

B⊥
T = A1×l

T E, B′⊥
T = A1×l

T (idl −E),

and these are parametrized by the bijection of Theorem 2.14 applied to the direct
summand B⊥

T of A1×l
T or the projective AT -module A1×l

T /B⊥
T .

5. Continuous and discrete stability and stabilization. We specialize the
results of the preceding section to complex partial differential equations on R

r � z;
i.e., we assume A := C[s] = C[s1, . . . , sr], the data from (64), and Example 3.1 with
an arbitrary decomposition

C
r = Λ1 � Λ2, F := D′(Rr)lf , F(λ) := C[z] exp(λ • z) ∼= E(C[s]/mλ),

Ass(F) = Max(C[s]) = P1 � P2, Pj := {mλ; λ ∈ Λj},
F = ⊕λ∈Cr F(λ) = F1 ⊕ F2, F1 := ⊕λ∈Λ1 F(λ), F2 := ⊕λ∈Λ2 F(λ).

(70)

Standard examples for such decompositions are those from (47).
The main goal of this section is to show that for these data the stable sys-

tems according to Theorem 4.2 have various stability properties known from the
one-dimensional theory, and that therefore the stability terminology and the abstract
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theorems of the preceding section are justified. At the end of this section we explain
the necessary modifications for the discrete case.

For any polynomial ideal a ⊂ C[s] we define its algebraic variety as usual as

V (a) := {λ ∈ C
r; ∀t ∈ a : t(λ) = 0},

in particular V (t) := V (C[s]t) = {λ ∈ C
r; t(λ) = 0}.

(71)

The maximal ideals of A = C[s] are the

mλ := {t ∈ C[s]; t(λ) = 0 or λ ∈ V (t)}, λ ∈ C
r; hence

λ ∈ V (a) ⇔ a ⊆ mλ,

and the multiplicative monoid T from (48) is

T := ∩λ∈Λ2(A \ mλ) = {t ∈ A; ∀λ ∈ Λ2 : t(λ) 	= 0}
= {t ∈ A; V (t) ⊂ Λ1}; hence λ ∈ Λ2 ⇒ mλ ∩ T = ∅.

(72)

The quotient rings Ap, p ∈ P2, and AT are

A(λ) := Amλ
=

{a

t
∈ C(s); t(λ) 	= 0

}
,

AT =
{a

t
∈ C(s); ∀λ ∈ Λ2 : t(λ) 	= 0

}
.

(73)

Quotient rings AT of this type are customarily used in stabilization theory as rings
of SISO-stable plants [26], [25]. From (70) and (43) we further obtain direct decom-
positions of B and likewise of B0:

B := ⊕λ∈Cr B(λ) = B1 ⊕ B2, where

B1 := B ∩ F l
1, B2 := B ∩ F l

2, B(λ) := B ∩ F(λ)l

=
ident.

HomC[s](M,F(λ)) =
ident.

HomA(λ)(Mmλ
,F(λ)).

(74)

For the system B from (64) its variety sing(B) of rank singularities (resp., the char-
acteristic variety char(M0) = char(B0)) of its autonomous part are [11, Thm. 7.69,
Cor. 7.71, Rem. 7.72, Cor. 7.78], [28, Thm. 4.4]

sing(B) := {λ ∈ C
r; Mmλ

is not free} = {λ ∈ C
r; rank(R(λ)) < rank(R) = p},

char(B0) := char(M0) := sing(B0) = {λ ∈ C
r; M0

mλ
	= 0}

= {λ ∈ C
r; rank(P (λ)) < rank(P ) = p} = V (ann(M0)),

where ann(M0) := {t ∈ A; tM0 = 0}.

(75)

We remark that the characteristic variety of a nonautonomous system B coincides
with C

r since ann(M) = 0. The elements of char(B0) are called the modes or poles
or characteristic values of B. The decomposition (74) implies

B0 = ⊕λ∈char(B0) B(λ).(76)

We further need the controllable subbehavior Bcont of B, its autonomous part B0
cont,

and their dual modules Mcont (resp., M0
cont). There are the exact sequences [28,

diagram (5.1)]

0 → t(M) → M0 can−→ M0
cont → 0 and hence, ∀λ ∈ Λ2,

0 → t(M)mλ
= t(Mmλ

) → M0
mλ

can−→ M0
cont,mλ

→ 0,
(77)
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where t(M) is the torsion submodule of M .
These exact sequences and (16) directly imply [28, Thm. 5.3, Cor. 5.4]

char(B0
cont) = set of poles of H ⊂ char(B0) = char(B0

cont) ∪ char(t(M)),

where char(t(M)) = {λ ∈ C; t(M)mλ
	= 0}.

(78)

The modes or poles of B in char(B0
cont) are called controllable and coincide with the

poles of H. In the trivial one-dimensional example s2
1 ◦ y = s1 ◦ u we have

t(M) ∼= A/As1 	= 0 and char(B0) = char(B0
cont) = char(t(M)) = {0}.

The following simple theorem characterizes stable behaviors and is related to the
principal Theorem 7.2 from [29] which has, however, been shown only for the cases p =
k = 1 or r ≤ 2 or for regions Λ2 which are ideal-convex (see Theorem/Definition 5.6
and Example 5.7 below).

Theorem and Definition 5.1 (Λ2-stability). For the behavior B from (64)
and the decomposition (70) the following statements are equivalent:

1. B is stable in the sense of Theorem/Definition 4.2, i.e., B0 ⊂ Fp
1 or M0

mλ
= 0

∀λ ∈ Λ2.
2. char(B0) ⊂ Λ1 or char(B0) ∩ Λ2 = ∅.
3. M0

cont,mλ
= t(Mmλ

) = 0 ∀λ ∈ Λ2 or, in other words,
(i) char(B0

cont) ∩ Λ2 = ∅.
(ii) For all λ ∈ Λ2 the module Mmλ

is torsion free.
4. (i) The transfer matrix H is stable; i.e., by definition, H ∈ Ap×m

T .
(ii) For all λ ∈ Λ2 the module Mmλ

is torsion free or the F(λ) behavior
B(λ) :=

{(
y
u

)
∈ F(λ)p+m; P ◦ y = Q ◦ u

}
is controllable.

Then B is called Λ2-stable.
Proof. 1 ⇔ 2 according to definition (75).
1, 2 ⇔ 3 follows from the exactness of the sequences in (77) and the equivalence

1 ⇔ 2 applied to B0
cont instead of B0.

1 ⇔ 4 is a special case of Theorem/Definition 4.2, 1 ⇔ 4.
Remarks 5.2.

1. Once the data from (70) have been chosen we call the region Λ1, the poly-
nomials in T , the rational functions in AT , and the polynomial-exponential
functions in F1 stable and Λ2 the unstable region or domain of instability [25,
p. 1692]. Stable rational functions are those without poles in the unstable
region. Of course, not all unstable regions Λ2 are of practical importance.

2. The preceding theorem shows that stability of B in the sense of this paper is
characterized both by properties 1 and 2 of its autonomous part, and by the
stability of the transfer matrix H together with 4(ii), interpreted as external
stability due to the following theorems.

3. Trivial systems satisfying B0 = 0 are stable for each Λ2.
4. A one-dimensional IO system (r = 1) is stable with respect to Λ1 := {z ∈ C;

�(z) < 0} if and only if its autonomous part is asymptotically stable or,
equivalently, if its transfer matrix is stable and its singular variety is also
contained in Λ1. In this case, condition 4(ii) is equivalent to

sing(B) ∩ Λ2 = ∅ or rank(R(λ)) = rank(R) ∀λ ∈ Λ2

since torsion freeness and freeness of Mmλ
coincide in dimension 1. Recall

that B is controllable if and only if sing(B) = ∅. Lemma 17 from [26, p. 103]
is a special case of the implication 4 ⇒ 1 of Theorem/Definition 5.1.
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5. In most papers on multidimensional stabilization the systems are discrete and
described by a transfer operator or IO map H, and stability signifies just the
stability of H [26], [6], [23], [25], [31], [32], [7], [8], [17], [18], so our stability
notion is stronger. We remark, however, that for multidimensional systems
and nonproper H this transfer matrix cannot, in general, be considered as
an operator on the usual function spaces, and therefore properness of H is
usually required in the literature. We do not assume this since properness is
rather restrictive for multidimensional systems in contrast to one-dimensional
systems. For instance, none of the standard equations

P ◦ y = u, P = s1 + s2, s1 − s2
2, s

2
1 + / − s2

2

has a proper transfer function.
6. If the first independent variable z1 is distinguished as time and if Λ2 =

C+ × iRr−1, Wood, Sule, and Rogers [29, Def. 3.1] call the condition

char(B0) ∩ Λ2 = ∅ (resp., char(B0
cont) ∩ Λ2 = ∅)

the CV condition for the autonomous behavior B0 (resp., B0
cont) and consider

it as the stability condition for autonomous behaviors [29, p. 1500].
7. For the unstable regions Λ2 from (47) and r > 1 the system B0 ⊂ Fp

1 contains,
in general, many polynomial-exponential functions which are not stable in a
naive sense. This is unavoidable due to the interplay of conditions 2 and 4(i)
of the theorem. Indeed, with increasing Λ1 the sets of stable polynomial-
exponential functions, polynomials, and rational functions also grow; hence
the generally desired existence of sufficiently many stable rational functions
implies the same for the stable polynomial-exponential functions. For in-
stance, for Λ1 = ∅ a stable system is trivial, whereas for Λ1 = C

r each system
is stable.

8. Consider Λ2 := {(λ1, λ2) ∈ C
2; �(λ1),�(λ2) ≥ 0} and the simple system

(s1 + 1) ◦ y = u

with the characteristic variety

char(B0) = {−1} × C and B0 = ⊕λ2∈C C[z2] exp(−z1) exp(λ2z2).

This is obviously Λ2-stable and B0 contains the functions f(z) = exp(−z1)g(z2)
with g(z2) := exp(λ2z2), �(λ2) > 0, which grow exponentially with increasing
z2 and are not stable in a naive sense. However, they share this property with
their initial part f(0, z2) = g(z2) and such initial conditions are not permit-
ted according to [29, pp. 1499–1500] and the idea that a stable system should
generate stable outputs for stable inputs and initial conditions. This requires
that the initial value problem can be formulated and uniquely solved. Open
Problem 5.13 below addresses this problem for discrete systems.

We are going to show next that a stable system is also IO stable in the sense that
inputs of various types generate outputs of the same type. Since the used signals are
not necessarily bounded, we do not use the acronym BIBO.

The modules F(λ) = C[z] exp(λ • z) = E(A/mλ) (resp., F2) are A(λ)-modules
(resp., AT -modules). The module F(λ) has the canonical increasing filtration of
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finite-dimensional A(λ)-submodules [12, Eq. 1.17, Thm. 1.25, Thm. 6.6]

F(λ) = ∪∞
k=0 F(λ)k with

F(λ)k := {y ∈ D′(Rr); m
k+1
λ ◦ y = 0} = C[z]≤k exp(λ • z), where

C[z]≤k := {f ∈ C[z]; deg(f) ≤ k}
(79)

and deg denotes the total degree of a polynomial in C[z1, . . . , zr].
Theorem and Definition 5.3 (IO stability).
1. Let t ∈ A \mλ or t(λ) 	= 0 and y ∈ F(λ)k. Then t is invertible in the C finite-

dimensional local ring A/mk+1
λ or At+ m

k+1
λ = A. Via Gröbner bases one constructs

t1 ∈ A such that

t1t ≡ 1(mk+1
λ ) or t1t = 1 ∈ A/mk+1

λ .

Then the differential operator t◦ : F(λ)k → F(λ)k is bijective and its inverse is the
differential operator t1◦ : F(λ)k → F(λ)k. Therefore the scalar multiplication with
a
t ∈ A(λ) = C[s]mλ

on F(λ)k is given by the differential operator

a

t
◦ : F(λ)k → F(λ)k, y �→ (at1) ◦ y.

2. If H ∈ Ap×m
T is a stable rational matrix and u ∈ Fm

2 = ⊕λ∈Λ2
C[z]m exp(λ • z)

is an input of the form

u =
∑
λ∈Λ2

fλ(z) exp(λ • z) with fλ ∈ C[z]m≤k ∀λ ∈ Λ2

and fλ = 0 for almost all λ, then the corresponding output y := H ◦ u has the same
form

y =
∑
λ∈Λ2

gλ(z) exp(λ • z) with gλ ∈ C[z]p≤k ∀λ ∈ Λ2

and can be computed with the algorithm from part 1. This property of the operator H◦ :
Fm

2 → Fp
2 is suggestively called its IO stability with respect to the decomposition (70).

3. Item 2 is applicable to any stable system B according to Theorem/Definition
5.1 with its stable transfer matrix H; in particular B2 := B ∩ F l

2 =
{(

H◦u
u

)
; u ∈ Fm

2

}
is its steady state part.

Proof. Item 1 follows from

tt1 + a = 1, a ∈ m
k+1
λ , m

k+1
λ ◦ y = 0 ⇒ t1 ◦ t ◦ y = y.

Items 2 and 3 are direct consequences of 1 and Theorem/Definition 4.2.
The next IO stability theorems are just reformulations of the results [4, Thm. on

p. 16 and Thm. 2 on p. 24]. These results also play an essential part in the stability
paper [29, subsections 5, 6, 7]. As in [4, pp. 10–12] let S (⊃ C∞

0 (Rr)) denote the space
of rapidly decreasing C∞ functions and S ′ (⊂ D′(Rr)) its topological dual space of
temperate distributions. Further we consider the space O (⊃ S) of slowly increasing
C∞ functions f for which there is an index m > 0 and C > 0 such that

|f (μ)(z)| ≤ C(1 + |z|)m ∀ z ∈ R
r, μ ∈ N

r,
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and finally the space O′ (⊂ S ′) of rapidly decreasing distributions. In the paper [29]
the first variable t := z1 is distinguished as time. In this case the spaces

R
r
+ := {z ∈ R

r; t = z1 ≥ 0} and

F3,+ := {y ∈ F3; supp(y) ⊂ R
r
+}, F3 = S,S ′,O,O′,

play an important part in [4] and [29]. In the next theorem we use the data from
(70)–(79).

Theorem 5.4 (IO stability).
1. Let F3 be one of the spaces S,S ′,O,O′. If Λ2 ⊃ iRr, then F3 is an AT -

module. In particular, if H ∈ Ap×m
T is a rational matrix and u ∈ Fm

3 is an input,
then y := H ◦ u ∈ Fp

3 is an output of the same type. If B is stable, then according to
Theorem/Definition 5.1 this holds.

2. If the variable t := z1 is distinguished and if

Λ2 ⊃ C+ × iRr−1, C+ := {λ ∈ C; �(λ) ≥ 0}

as in [29], then the statement of item 1 applies to the spaces S+ and (O′)+.
If, in addition, B0 is time-autonomous in the sense of [29, Def. 2.1, Thm. 2.2],

then

Fm
3

∼= B ∩ ((D′)p+ × Fm
3 ), u �→

(
H ◦ u

u

)
, F3 = S+, (O′)+.(80)

3. If in the situation of item 2

Λ2 ⊃ C+ × iRr−1, C+ := {λ ∈ C; �(λ) > 0},

then the statement of item 1 applies to the space (S ′)+.
Proof. 1. Since iRr ⊂ Λ2, each t ∈ T has no zero in iRr. According to [4, Thm. on

p. 16] this is necessary and sufficient for t◦ : F3 → F3 to be bijective, and this in turn
implies that F3 is an AT -module with the scalar multiplication

a

t
◦ u =: y with t ◦ y = a ◦ u.

2, 3. These assertions follow from [4, Thm. 2, p. 22] in the same fashion. It
remains to show the surjectivity of (80). Assume that

u ∈ Fm
3 , y := H ◦ u, y1 ∈ (D′)p+, and

(
y1

u

)
∈ B, i.e., P ◦ y1 = Q ◦ u. Then

y1 − y ∈ (D′)p+ and P ◦ (y1 − y) = 0.

The time-autonomy and [29, Thm. 2.2] imply y1 = y = H ◦ u and hence the asser-
tion.

Remarks 5.5.

1. The preceding theorem suggests to require iRr ⊂ Λ2 for the decomposi-
tions (70) in context with stability questions of partial differential equations.
The standard set

Λ2 := {λ ∈ C
r; ∀ρ = 1, . . . , r : �(λρ) ≥ 0} = C+

r

satisfies the assumptions of items 1–3.
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2. The condition
(
H◦u
u

)
∈ B∩Fp+m

3 implies in particular that the input u can be
freely chosen in Fm

3 and therefore condition 1 of Theorem 7.2 of [29] which,
however, was shown only for p = m = 1 or r ≤ 2. The isomorphism (80)
is the IO stability of B according to [29, Def. 7.1]. Theorem/Definition 5.1
and Theorem 5.4 show that stability in the sense of the present paper for
Λ2 = C+ × iRr−1 implies the various stability notions of that paper.

The next theorem characterizes those sets Λ2 ⊂ C
r for which the localization

functor M �→ MT from section 3 is perfect, i.e., isomorphic to M �→ MT . It turns out
that this coincides with ideal-convexity of Λ2 in the sense of [23, Def. on p. 25] or [29,
Def. 5.4]. Recall from (62) that MT = 0 implies MT = (MT )T = 0, in particular {a;
a ∩ T 	= ∅} ⊆ T.

Theorem and Definition 5.6 (perfect localization and ideal-convexity). For
the decomposition (70) and A := C[s] the following assertions are equivalent:

1. An A-module is T -torsion if and only if it is T-torsion, i.e.,

MT = 0 ⇔ MT = 0 ⇔
(50)

∀λ ∈ Λ2 : Mmλ
= 0.

2. T = {a; a ideal of A, T ∩ a 	= 0}.
3. For each M ∈ ModA the canonical map (61) MT = AT ⊗A M → MT is an

isomorphism.
4. ModAT

= ModA,T.
5. The set Λ2 is ideal-convex according to [29, Def. 5.4]; i.e., for each ideal a

of A the implication

V (a) ∩ Λ2 = ∅ ⇒ a ∩ T 	= ∅ or ∃t ∈ a with V (t) ∩ Λ2 = ∅

holds.
6. The ideals (mλ)T ⊂ AT , λ ∈ Λ2, are the only maximal ideals of AT .
7. The module F2 from (70) is a cogenerator in ModAT

. Recall from Lemma 3.3
that F2 is an injective AT -module and an injective cogenerator in ModA,T.

Stenström [24, Chap. XI, Prop. 3.4] talks about perfect localization in this context.
Proof. The equivalence of items 1–4 follows from [24, Chap. XI, Prop. 3.4].
2 ⇔ 5 follows from the equivalences

V (a) ∩ Λ2 = ∅ ⇔ ∀λ ∈ Λ2 : a 	⊂ mλ or (A/a)mλ
= 0 ⇔

(50)
a ∈ T.

The equivalence of items 5 and 6 is a consequence of [23, Prop. 3.1.19], but we give
the short proof for completeness.

5 ⇒ 6: The maximal ideals of AT are exactly the ideals n = mT , where m is
an ideal of A maximal with respect to m ∩ T = ∅. Such an m is always prime, but
not necessarily a maximal ideal of A [10, Thm. 4.1]. Recall that mλ ∩ T = ∅ for
λ ∈ Λ2. Consider such an n = mT . If V (m)∩Λ2 = ∅, condition 5 implies m∩T 	= ∅, a
contradiction. Hence V (m)∩Λ2 	= ∅ and therefore there is a λ ∈ Λ2 such that m ⊆ mλ

and mλ ∩ T = ∅; hence m = mλ by the maximality of m.
6 ⇒ 5: Assume indirectly that a ∩ T = ∅ and let m be maximal with a ⊂ m and

m ∩ T = ∅. Then mT is a maximal ideal of AT and therefore by 6 of the form

mT = (mλ)T , λ ∈ Λ2 ⇒ a ⊂ m = mλ ⇒ λ ∈ V (a) ∩ Λ2.

4 ⇒ 7: The module F2 = ⊕λ∈Λ2 E(A/mλ) is an injective cogenerator in ModA,T

and hence by 4 in ModAT
.
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7 ⇒ 6: Let n = mT be a maximal ideal of AT as before. The primeness of m

implies

A/m ⊂ (A/m)T = AT /mT = AT /n.

Since F2 is an injective AT -cogenerator it contains the simple AT -module AT /n and
thus A/m; hence

m ∈ AssA(F2) = {mλ; λ ∈ Λ2} and m = mλ for some λ ∈ Λ2.

Examples 5.7.

1. If Λ2 ⊂ C
r is ideal-convex, then

Λ2 := {λ ∈ C
r; ∀t ∈ T : t(λ) 	= 0} or Λ1 = C

r \ Λ2 = ∪t∈T V (t),(81)

i.e., Λ1 is a union of hypersurfaces. Equation (81) is false for

Λ2 := {λ ∈ C
2; �(λ1) ≥ 0 or �(λ2) ≥ 0},

Λ1 = {λ ∈ C
r; �(λ1) < 0,�(λ2) < 0}, T = C \ {0}, ∪t∈T V (t) = ∅.

2. In dimension 1 each Λ2 is ideal-convex.
3. If r = 2, (81) characterizes ideal-convexity. In particular, the noncompact

regions C
2
+ and C+ × iR from Theorem 5.4 are ideal-convex, whereas for

r > 2 this is an open question [29, Thm. 5.5].
4. Each polynomially convex compact subset Λ2 of C

r is ideal-convex [23, Prop.
3.1.20, Rem. on p. 28]. Polynomial convexity signifies that

Λ2 =

{
λ ∈ C

r; ∀ f ∈ C[s] : |f(λ)| ≤ sup
z∈Λ2

|f(z)|
}
.

In particular, the closed unit polydisc U
r
, U := {z ∈ C; |z| ≤ 1}, is ideal-

convex [23, Prop. 3.1.20, Rem. on p. 28].
5. Each compact cuboid Λ2 of the form

Λ2 := {λ ∈ C
r; ∀ρ = 1, . . . , r : aρ ≤ �(λρ) ≤ bρ, cρ ≤ �(λρ) ≤ dρ},

where aρ ≤ bρ, cρ ≤ dρ in R, ρ = 1, . . . , r,
(82)

is ideal-convex. The proof is similar to that of the preceding item in [23] and
uses the cohomological theorems A and B concerning coherent modules on
Stein spaces for these cuboids and the approximation of holomorphic func-
tions by polynomials on such Λ2. The proof is omitted.

The proofs of the last two examples use the compactness of K in different places
essentially, in particular for the approximation of analytic functions on Λ2 by poly-
nomials. It seems difficult to derive constructive algorithms from these proofs; see
Remark/Open Problem 5.10 below. The theorems A and B, however, are valid in
much more generality and can possibly be used to prove ideal-convexity also for cer-
tain noncompact subsets Λ2 of C

r.
Theorem 5.8 (stabilizability and ideal-convexity).
1. If B is stabilizable with respect to (70), then

sing(B) ∩ Λ2 = ∅ or rank(R(λ)) = rank(R) ∀λ ∈ Λ2.
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2. If Λ2 is ideal-convex, the following assertions are equivalent:
(a) B is stabilizable.
(b) MT is a projective AT -module.

(c) i. The AT -lattice M := A
1×(p+m)
T

(
H

idm

)
= A1×p

T H + A1×m
T ⊂ C(s)1×m

is projective.
ii. MT is torsion free; i.e., B2 := B ∩ Fp+m

2 is a controllable AT
F2

behavior.
(d) sing(B) ∩ Λ2 = ∅ or rank(R(λ)) = rank(R) ∀λ ∈ Λ2.

Proof. 1. According to Theorem 4.4, UT is a direct summand of A1×l
T . Hence for

all λ2 ∈ Λ2 also Umλ
= (UT)mλ,T

is a direct summand of (AT )1×l
mλ,T

= A1×l
mλ

. Therefore

Mmλ
= A1×l

mλ
/Umλ

is projective and thus free, and λ2 is not contained in sing(B)
according (75).

2. (a) ⇔ (b): Due to the assumed ideal-convexity, we have

UT = UT, MT = MT = A1×l
T /UT . Hence

B is stabilizable ⇔
Thm. 4.4

UT is a direct summand ⇔ MT is projective.

(b) ⇔ (c): The assumed torsion freeness of MT implies the exact sequence (13)

A1×k
T

◦(P,−Q)−→ A
1×(p+m)
T

◦( H
idm

)
−→ C(s)1×m, hence

MT = A
1×(p+m)
T /A1×k

T (P,−Q) ∼= A
1×(p+m)
T

(
H

idm

)
= M.

Hence MT is AT -projective if and only if the lattice M has this property.

(a) ⇒ (d) follows from 1.

(d) ⇒ (b): Condition (d) implies that for all λ ∈ Λ2 Mmλ
= (MT )mλ,T

is projec-
tive. Since, by Theorem/Definition 5.6(6), the mλ,T , λ ∈ Λ2, are all maximal ideals
of AT , the projectivity of MT follows from [10, Thm. 7.12].

Remarks 5.9.

1. For general, not ideal-convex unstable regions, stabilizability is characterized
in Theorem/Definition 4.3 and Theorem 4.4.

2. For r = 1 and Λ2 := {λ ∈ C; �(λ) ≥ 0} condition 2(d) coincides with
condition 4(ii) from Theorem/Definition 5.1; see item 4 of Remark 5.2. The
equivalence (a) ⇔ (d) is Theorem 5.2.30 of [15], where the stabilizability of B
is, however, defined by asymptotic controllability to zero of its trajectories.

3. The condition 2(c)i of the preceding theorem characterizes internally stabi-
lizable systems according to Quadrat [17, Thm. 3, Eq. (38)] with AT as a
ring of SISO-stable plants.

Remarks and open problems 5.10 (algorithmic questions). The assumptions
are those from (64) and (70)–(75). It turns out that basic algorithmic problems cannot
currently be solved. Refer to [7] and to [30] where the history, the state of the art,
and open problems concerning algorithms in multidimensional stability theory are
described.

1. According to Theorem/Definition 5.1, the stability of B is checked via

char(B0) ⊂ Λ1 or char(B0) ∩ Λ2 = ∅, where

char(B0) = V (a) and a := ann(M0) = {f ∈ C[s]; fM0 = 0},



1500 ULRICH OBERST

and a can be computed from the matrix P ∈ C[s]k×p via Gröbner bases.
Recall from Theorem/Definition 5.6 that

V (a) ∩ Λ2 = ∅ ⇔ a ∩ T 	= ∅ ∀ ideals a

if and only if Λ2 is ideal-convex. If this is not the case, it is the analogue of
the open problem 3 from [7, p. 73] for Λ2 instead of the closed unit polydisc
to decide whether V (a) ∩ Λ2 = ∅. No algorithm is presently known. If Λ2 is
ideal-convex, then to decide a ∩ T 	= ∅ and to actually construct a t ∈ a ∩ T
is the analogue of the open problem 4 from [7, p. 73] or problem 1 from [30].
For compact, polynomially convex sets Λ2, such as the closed unit polydisc,
this requires a constructive version of the proof of Example 5.7(4), and even
this seems hard to obtain. If

[M0 : C] < ∞ ⇔ a is Krull–zero-dimensional ⇔ V (a) = char(B0) is finite,

then the finite variety V (a) can be computed via Gröbner bases, and V (a) ∩
Λ2 = ∅ can be decided (compare [7, p. 73, Rem.]).

2. Theorem 4.4 is used to test stabilizability and to construct a stabilizing com-
pensator. Presently the computation of a matrix Rst ∈ Akst×l such that

Ust = {x ∈ A1×l; ∀λ ∈ Λ2 ∃sλ ∈ A with

sλ(λ) 	= 0 and sλx ∈ U = A1×kR}
= A1×kstRst and hence UT = A1×kst

T Rst

is unsolved. If, however, Λ2 is ideal-convex and MT = MT for all A-modules
M , then UT = UT = A1×k

T R and the construction of Rst is superfluous. See
Theorem 5.14 for a partial result on the construction of Rst. If, in general, a
matrix Rst ∈ Akst×l with UT = A1×kst

T Rst is known, one computes the module
L of all solutions (G′

1, t1) ∈ Al×kst ×A of the polynomial linear system

RstG
′
1Rst − t1Rst = 0 ⇔ if t1 	= 0 : Rst

G′
1

t1
Rst = Rst(83)

via Gröbner bases and obtains a system of generators of the ideal

a := {t1 ∈ A; ∃(G′
1, t1) ∈ L}.(84)

According to Theorem 4.4(3), the system is stabilizable if and only if a∩T 	= ∅.
This is again the open problem quoted in item 1. If

t1 ∈ a ∩ T and (G′
1, t1) ∈ L, then G1 :=

G′
1

t1
∈ Al×kst

T

is a matrix according to Theorem 4.4(3), and

E1 := G1Rst = E2
1 ∈ Al×l

T , UT = A1×l
T E1.

Generically, but not always, this matrix already satisfies the rank condition
rank((idl −E1)

(
0

idm

)
) = m and can be used to construct a stabilizing compen-

sator of B according to Theorem 4.4.
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3. All stabilizing compensators or idempotent matrices

E = E2 ∈ Al×l
T with UT = A1×l

T E and rank

(
(idl −E)

(
0

idm

))
= m

are constructed according to Theorems 2.14 and 4.6 in the form

E = E1 + XRst, X =

n∑
i=1

ΘiXi, Θi ∈ AT ,

where the Xi generate the solution module of the polynomial linear system
RstX

′Rst = 0, X ′ ∈ Al×kst . Generically, these E satisfy the rank condi-
tion rank((idl −E)

(
0

idm

)
) = m and can be used to construct all stabilizing

compensators of B.
In the remainder of this section we indicate the necessary modifications of the

preceding theory for the discrete case of complex partial difference equations and the
locally finite elements of the A-module C

N
r

[12, Thm. 1.25, Cor. 1.26] with the left
shift action

(sμ ◦ y)(ν) := y(μ + ν), y ∈ C
N

r

, μ, ν ∈ N
r.

For

α ∈ C, k, i ∈ N, λ ∈ C
r, μ, ν ∈ N

r define eα,k ∈ C
N, eλ,μ ∈ C

N
r

by

eα,k(i) :=

{(
i
k

)
αi−k if α 	= 0

δi,k if α = 0
, eλ,μ(ν) :=

r∏
ρ=1

eλρ,μρ
(νρ). Then

(s− λ)ν ◦ eλ,μ =

{
eλ,μ−ν if μ ∈ ν + N

r

0 otherwise
and

F := C
N

r

lf := {y ∈ C
N

r

; [C[s] ◦ y : C] < ∞} = ⊕λ∈Cr, μ∈Nr Ceλ,μ.

(85)

Again F is the minimal injective cogenerator in ModA; indeed

F(λ) := ⊕μ∈Nr Ceλ,μ = E(A/mλ) ∀λ ∈ C
r.(86)

The Borel isomorphism

C
N

r

= C[[z]] ∼= C[[z]], y =
∑
μ∈Nr

y(μ)zμ �→
∑
μ∈Nr

y(μ)
zμ

μ!

induces the C[s] isomorphism

F(λ) = ⊕μ∈Nr Ceλ,μ ∼= C[z] exp(λ • z), eλ,μ �→ zμ

μ!
exp(λ • z).(87)

The decomposition C
r = Λ1 � Λ2 with its implied data from (70) is again arbitrary,

but, of course, interesting choices in the discrete case are different from those in the
continuous case. Equations (70) to (77) remain valid, and so do Theorems/Definitions
5.1 and 5.3 if F(λ)k from (79) is replaced with

F(λ)k := {y ∈ C
N

r

; m
k+1
λ ◦ y = 0} = ⊕μ∈Nr, |μ|≤k Ceλ,μ, |μ| := μ1 + · · · + μr.(88)



1502 ULRICH OBERST

A standard example for Λ2 in the discrete case, in particular for r = 1, is

Λ2 := {w ∈ C; |w| ≥ 1}r, but not U
r

with U := {w ∈ C; |w| ≤ 1},(89)

where U
r

is the closed unit polydisc [7, p. 60], and for simplicity we assume this Λ2 in
what follows. This seeming contrast to [7] and most other papers in this field comes
from the fact that these papers do not consider IO systems, but systems defined by a
proper or causal IO map H [6], [32, sec. 3.2]. To explain this connection we identify

zρ := s−1
ρ , A := C[s] ⊂ C(s) = C(z) = quot(A), C[z] ⊂ C

N
r

= C[[z]]. Let

n :=C[z] 〈z1, . . . , zr〉 := {g ∈ C[z]; g(0) = 0}
(90)

be the distinguished maximal ideal of C[z]. Then [6, Def. 3.16], [11, sec. 6, Thm. 60]

C[z]n = {n(z)/d(z); n, d ∈ C[z], d(0) 	= 0} = quot(A) ∩ C[[z]](91)

is the ring of proper or causal rational functions where the term “causal” is due to
the following property. The power series ring C

N
r

= C[[z]] is a module over itself via
convolution, also denoted by ◦, and therefore also a module over the ring of proper
rational functions. In particular [11, sec. 6, Cor. 45], if the transfer matrix H of B is
proper, any input u ∈ (CN

r

)m = C[[z]]m gives rise to an output

y := H ◦ u ∈ C[[z]]p with P ◦ y = P ◦ (H ◦ u) = (PH) ◦ u = Q ◦ u or

(
y

u

)
∈ B.

As noted before, properness is a rather restrictive property in the multidimensional
situation and therefore we do not assume it in the present paper. For instance, the
transfer functions (s1 + s2)

−1 = z1z2
z1+z2

of (s1 + s2) ◦ y = u and of other standard
partial difference or differential equations are not proper.

With the data from (89) and the terminology from [6, Def. 3.47], [7, p. 60], we
see that

S :=

{
h =

n(z)

d(z)
∈ C(z) = C(s); ∀w ∈ U

r
: d(w) 	= 0

}
⊂ C[z]n(92)

is the ring of structurally stable rational functions, whereas the denominators d(z) are
called structurally stable polynomials.

Lemma 5.11. S ⊆ AT ∩ C[z]n = AT ∩ C[[z]].

Proof. Let h = n(z)
d(z) ∈ S be structurally stable with relatively prime n and d.

Choose ν ∈ N
r such sνn, sνd ∈ C[s]; hence

h =
n(z)

d(z)
=

sνn(z)

sνd(z)
=

p(s)

q(s)
with relatively prime p, q ∈ C[s].

The factoriality of C[s] implies the existence of f(s) ∈ C[s] such that

q(s)f(s) = sνd(z) ∈ C[s], hence q(λ)f(λ) = λνd(w) 	= 0 ∀
λ ∈ Λ2 or |λρ| ≥ 1, ρ = 1, . . . , r, and w := (λ−1

1 , . . . , λ−1
r ) ∈ U

r
,

where h ∈ S implies d(w) 	= 0. Hence q ∈ T and h ∈ AT as asserted.
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Remarks 5.12.

1. Thus structural stability of h implies properness and stability, i.e., h ∈ AT , in
the sense of this paper. Equality holds in the preceding lemma if and only if
an irreducible polynomial d(z) ∈ C[z] is already structurally stable if d(0) 	= 0

and if it has no zero w in U
r

with wρ 	= 0 ∀ρ = 1, . . . , r. For r = 1 this is the
case; in general it is unknown (to the author). This is another example of the
difficulty of characterizing and manipulating the multiplicatively closed sets
T of polynomials which have no zero in a given subset Λ2 of C

r.
2. The standard one-dimensional continuous (resp., discrete) stabilization the-

ory for systems with a given proper transfer operator uses the Euclidean ring
S = AT ∩ C[[z]] [26, Chap. 5] instead of AT here with

Λ2 := {λ ∈ C; �(λ) ≥ 0}, resp., Λ2 := {λ ∈ C; |λ| ≥ 1}.

A counterpart to Theorem 5.4 is the BIBO stability of structurally stable transfer
matrices [6, sec. 3.4], i.e., the result that the space

l∞ :=

{
u =

∑
μ∈Nr

uμz
μ ∈ C

N
r

= C[[z]]; ∃M > 0 ∀μ ∈ N
r : |uμ| ≤ M

}

of bounded multisequences is an S-submodule of C
N

r

. This is “well-known” and
follows from the fact that a structurally stable rational function is a convergent power
series in an open polydisc containing U

r
.

For general stable discrete systems, we pose the following open problem. Consider
Λ2 from (89), an arbitrary discrete IO system (64) with signals from C[[z]] = C

N
r

.
Let Γ ⊂ {1, . . . , p} × N

r denote the associated canonical initial region [13, Eq. (14)]
with respect to a chosen term order on {1, . . . , p} × N

r. Then the canonical Cauchy
problem [13, Thms. 5 and 8]

P ◦ y = Q ◦ u, u ∈ C[[z]]m, y =

( ∑
μ∈Nr

yi,μz
μ

)
i≤p

∈ C[[z]]p,

y | Γ =

(∑
μ

{yi,μzμ; (i, μ) ∈ Γ}
)

i≤p

= x ∈ C
Γ ⊂ C[[z]]p

(93)

has a unique solution y for given input u and initial data x, and this can be computed
using Gröbner bases. The space C〈z〉 of locally convergent power series is [13, Eq.
(54)]

C〈z〉 =

{
u =

∑
μ∈Nr

uμz
μ ∈ C[[z]]; ∃M > 0 ∃R ∈ R

r
>0 ∀μ ∈ N

r :

|uμ| ≤ MRμ

}
=

{
u =

∑
μ∈Nr

uμz
μ ∈ C[[z]]; ∃R̃ ∈ R

r
>0 :

∑
μ∈Nr

|uμ|R̃μ < ∞
}

and l∞, l1 :=

{
u =

∑
μ∈Nr

uμz
μ ∈ C[[z]];

∑
μ∈Nr

|uμ| < ∞
}

⊂ C〈z〉
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are C[s]-submodules of C〈z〉. The unique solvability of the Cauchy problem (93) also
holds for C〈z〉 instead of C[[z]] [13, Cor. 25], especially

B0 = {y ∈ C〈z〉p; P ◦ y = 0}

∼=
{
x ∈ C

Γ; ∀i = 1, . . . , p :
∑
μ

{xi,μz
μ; (i, μ) ∈ Γ} ∈ C〈z〉

}
, y �→ y | Γ.

In particular, if u and x have components in l∞ or l1, the unique power series solution
y satisfies

|yi,μ| ≤ MRμ, resp.,
∑
μ∈Nr

|yi,μ|Rμ < ∞ for some R ∈ R
r
>0 and M > 0.(94)

If all components Rρ are smaller (resp., greater) or equal to 1, then y ∈ (l∞)p (resp.,
y ∈ (l1)p). Now assume that the IO system B is Λ2-stable for Λ2 from (89), i.e., that
conditions 2–4 of Theorem/Definition 5.1 are satisfied (the function space differs!!).
With the idea from [29, pp. 1499–1500] that stability of a system should imply that
stable inputs and initial conditions generate stable outputs, we pose the following.

Open problem 5.13. Consider Λ2 := {λ ∈ C
r; ∀ρ = 1, . . . , r : |λρ| ≥ 1},

i = ∞, 1, and a Λ2-stable IO system B as above with input u ∈ (li)m, initial data
x ∈ (li)p, and unique output y ∈ C〈z〉p. When is y ∈ (li)p, i.e., R = (1, . . . , 1)
in (94) or, in other words, when is the stable system BIBO- or l∞-IO-stable (resp.,
l1-IO-stable)?

This is always true for one-dimensional discrete IO systems—the properness of the
transfer matrix is not required. Compare [15, Thm. 7.6.2] for a continuous analogue
under the assumption that the transfer matrix is proper.

The question can also be asked for other natural unstable regions and is also
interesting and reasonable in the continuous case of partial differential equations for
those spaces of analytic functions for which the Cauchy problem is uniquely solvable.
In particular this holds for the space of entire functions of exponential type [13,
Thm. 26] which, by means of the Borel isomorphism, is isomorphic to C〈z〉 with the
shift action, and for the space C〈z〉, but now with the action by partial differentiation
and under the assumption that the term order is graded [13, Thm. 29].

Consider, however, the trivial (in the sense of Theorem/Definition 2.5) and there-
fore stable one-dimensional system y = s1 ◦ u with an empty initial condition and
polynomial transfer function H = s1. The analytic function u := exp(iz2

1) is bounded
on R, but the output y = u′ = 2iz1u is not, so BIBO stability does not hold. Like-
wise, u(z1) := (1 + z2

1)−1 exp(iz2
1) is in L1(R), but its derivative is not. So additional

assumptions, for instance properness, have to be made in the analogue of the open
problem for the general continuous case.

The following theorem without a detailed proof improves Theorem 5.8 and item 2
of Remarks/Open Problems 5.10 and was added during the revision process. The
data are those from (64) and (70)–(78). According to Theorem/Definition 2.2 we
construct the unique controllable realization Bcont of H via

Ucont := B⊥
cont := ker

(
A1×(p+m)

◦( H
idm

)
−→ K1×m

)
, hence

M/t(M) ∼= Mcont := A1×(p+m)/Ucont,

t(M) = Ucont/U ⊂ M = A1×(p+m)/U,

a := annA(t(M)).

(95)
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The submodule Ucont and the annihilator a of the torsion module t(M) = Ucont/U
are computed via Buchberger’s algorithm. For the Gabriel localization UT, Lemma/
Definition 3.6 implies

UT ⊂ UT = A
1×(p+m)
T ∩ ∩λ∈Λ2 Umλ

⊂ A
1×(p+m)
T .(96)

Generators of UT are needed for the application of the algorithm in Remarks/Open
Problems 5.10(2), and in general are hard to obtain. The next theorem gives a partial
solution.

Theorem 5.14. We use data as just introduced.
(1) All localized modules Mmλ

, λ ∈ Λ2, are torsion free if and only if V (a)∩Λ2 = ∅.
If this is the case, then UT = Ucont,T , and B is stabilizable if and only if Mcont,T is a
projective AT -module.

(2) The module MT is torsion free if and only if a ∩ T 	= ∅. If this is the case,
then

UT = Ucont,T = UT and MT
∼= M := A1×p

T H + A1×m
T ⊂ C(s)1×m,

and B is stabilizable if and only if the lattice M is a projective AT -module. According
to Quadrat [17, Cor. 3] this characterizes the stabilizability of the transfer matrix H
in the usual sense.

6. Conclusion. In contrast to the literature on the stabilization of discrete mul-
tidimensional IO maps, the present paper developed the stabilization theory for con-
tinuous or discrete multidimensional IO behaviors. An important technical tool in this
context was the generalized localization theory due to Gabriel. Algorithmic problems
were addressed, but only partially solved. For a complete solution one needs con-
structive solutions for the following problems from algebraic and analytic geometry.
Let Λ2 be an arbitrary subset of the r-dimensional complex space and consider

T := {t ∈ C[s1, . . . , sr]; ∀λ ∈ Λ2 : t(λ) 	= 0} =: {stable polynomials},
nonzero polynomials f and ideals a in C[s].

Open algorithmic problems 6.1 (compare [7], [30]).
1. Decide f ∈ T .
2. Decide V (a) ∩ Λ2 = ∅.
3. Decide a ∩ T 	= ∅ and construct t ∈ a ∩ T .
4. The implication a ∩ T 	= ∅ ⇒ V (a) ∩ Λ2 = ∅ is obvious. The reverse

implication is true for all ideals a if and only if a is ideal-convex. Decide
ideal-convexity constructively and construct t ∈ a ∩ T if V (a) ∩ Λ2 = ∅.

5. Of course, the preceding tasks have to be solved only for suitable Λ2, for
instance for the typical continuous (resp., discrete) cases

Λ2 := {z ∈ C; �(z) ≥ 0}r, resp., Λ2 = {z ∈ C; |z| ≥ 1}r.

As shown in Remarks/Open Problems 5.10 and in Theorem 5.14 a special
stabilization problem gives rise only to few ideals a for which the preceding
tasks have to be solved. The paper [8] treats these problems for the closed unit
polydisc and a special class of ideals.

6. If a is Krull–zero-dimensional or V (a) is finite, then this variety can be
computed via Buchberger’s algorithm and the constructive tasks can in general
be solved.
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At the recent workshops D2 and D3 of the Gröbner semester in Linz, Austria
(May 8–19, 2006), S. Tsarev (TU Berlin) pointed out the very interesting and highly
useful fact that some of the preceding open problems can actually be constructively
solved by means of the Tarski–Seidenberg theorem for real semi-algebraic geometry
and cylindrical algebraic decomposition.

Acknowledgments. The author thanks the two referees for their reviewing work
and critical comments which have been incorporated into the revised version of the
paper.
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A TWO-PERSON GAME FOR PRICING CONVERTIBLE BONDS∗

MIHAI SÎRBU† AND STEVEN E. SHREVE‡

Abstract. A firm issues a convertible bond. At each subsequent time, the bondholder must
decide whether to continue to hold the bond, thereby collecting coupons, or to convert it to stock.
The bondholder wishes to choose a conversion strategy to maximize the bond value. Subject to
some restrictions, the bond can be called by the issuing firm, which presumably acts to maximize
the equity value of the firm by minimizing the bond value. This creates a two-person game. We
show that if the coupon rate is below the interest rate times the call price, then conversion should
precede call. On the other hand, if the dividend rate times the call price is below the coupon rate,
call should precede conversion. In either case, the game reduces to a problem of optimal stopping.

Key words. convertible bonds, optimal stopping, two-person game, viscosity solutions, free
boundary
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1. Introduction. Firms raise capital by issuing debt (bonds) and equity (shares
of stock). The convertible bond is intermediate between these two instruments. A
convertible bond is a bond in that it entitles its owner to receive coupons plus the
return of principal at maturity. However, prior to maturity the holder may convert
the bond, surrendering it for a preset number of shares of stock. The price of the
bond is thus dependent on the price of the firm’s stock. Finally, prior to maturity,
the firm may call the bond, forcing the bondholder to either surrender it to the firm
for a previously agreed price or convert it to stock as above.

After issuing a convertible bond, the firm’s objective is to exercise its call option
in order to maximize the value of shareholder equity. The bondholder’s objective is to
exercise the conversion option in order to maximize the value of the bond. Because the
firm must pay coupons to the bondholder, it may call the bond if it can subsequently
reissue a bond with a lower coupon rate. This happens as the firm’s fortunes improve,
for then the risk of default has diminished and investors will accept a lower coupon
rate on the firm’s bonds. In the case of a convertible bond, the firm has a second
incentive to call: as the firm’s fortunes improve, the investor may convert, becoming
a shareholder of a profitable firm and diluting the value of the stock owned by the
original shareholders. The firm can prevent this by calling the bond. The bondholder
has an incentive to convert the bond to stock before maturity under exactly the same
scenario; the bondholder may want to become a shareholder of a profitable firm, for the
promise of future dividends may be more valuable than the promise of future coupons.

If stock and convertible bonds are the only assets issued by a firm, then the
value of the firm is the aggregate value of these two types of assets. In idealized
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markets, where the Miller–Modigliani [32], [33] assumptions hold (see Hennessy and
Tserlukevich [20] for a model in which they do not), changes in corporate capital
structure do not affect firm value. In particular, the value of the firm does not change
at the time of conversion, and the only change in the value of the firm at the time of
call is a reduction by the call price paid to the bondholder if the bondholder surrenders
rather than converting the bond. By acting to maximize the value of equity, the firm
is in fact minimizing the value of the convertible bond. By acting to maximize the
value of the bond, the bondholder is in fact minimizing the value of equity. This
creates a two-person, zero-sum game. The game is complicated by the fact that one
can expect the dividend payment policy of the firm to depend on the bond price, a
feature explicitly modeled in this paper. This feature causes the bond price to be
governed by a nonlinear second-order partial differential equation, a novel feature of
this paper.

This is a companion paper to Ŝırbu, Pikovsky, and Shreve [36]. In [36], the bond
did not mature and hence time was not a variable, whereas in the present paper, the
bond has finite maturity and the bond price depends on the time to maturity.

Brennan and Schwartz [8] and Ingersoll [22] address the convertible bond pricing
problem via the arbitrage pricing theory developed by Merton [30], [31] and underlying
the option pricing formula of Black and Scholes [7]. In the Brennan–Schwartz [8]
model, dividends and coupons are paid at discrete dates. Between these dates, the
value of the firm is a geometric Brownian motion and the price of the convertible
bond is governed by the linear partial differential equation developed by Black and
Scholes [7]. This sets up a backward recursion over payment dates, which permits
a numerical solution of the bond pricing problem but is not readily amenable to
qualitative analysis. In Ingersoll [22], coupons are paid out continuously. For most of
the results obtained in [22], dividends are zero, and because of this the bond price is
again governed by a linear partial differential equation.

The present paper differs from the classical literature in a second respect. In [8],
the bond should not be converted except possibly immediately prior to a dividend
payment; in [22], the bond should not be converted except possibly at maturity.
Therefore, neither of these papers needs to address the free boundary problem that
arises if early conversion (other than at discrete dates) is optimal.

Ingersoll [22] provides a heuristic argument that the firm should call as soon as the
conversion value of the bond (the value the bondholder would receive if he converts
the bond to stock) rises to the call price. It is observed that firms tend to call later
than this, and several reasons have been advanced to explain this departure from the
model; see, e.g., [2], [3], [16], [19], [23]. We show here by a rigorous analysis of the
model that, although the Ingersoll conclusion is often valid, it is also possible that the
firm should call before the conversion value of the bond rises to the call price. In these
cases, explanation of observed firm behavior is more difficult than previously believed.

The present paper assumes that a firm’s value comprises equity and convertible
bonds. To simplify the discussion, we assume that equity is in the form of a single
share of stock, and that there is a single convertible bond. We assume that the value
of the issuing firm has constant volatility, the bond continuously pays coupons at a
fixed rate, and the firm continuously pays dividends at a rate that is a fixed fraction
of equity. Default occurs if the coupon payments cause the firm value to fall to zero,
in which case the bond has zero recovery. In this model, both the bond price and the
stock price are functions of the underlying firm value. Because the stock price is the
difference between firm value and bond price, and dividends are paid proportionally
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to the stock price, the differential equation characterizing the bond price as a function
of the firm value is nonlinear.

In section 2 we provide a no-arbitrage argument, which states that once the firm
and the bondholder choose their call and conversion strategies, the price of the bond
is the expected value under the risk-neutral measure of the cash flows that accrue
from ownership of the bond. The determination of the optimal call and conversion
strategies then becomes a Dynkin game between the firm and the bondholder, and
the bond is almost a game option in the sense of Kifer [26]. In contrast to [26], here
the evolution of the underlying process, the firm value, depends on the solution to
the game. Kallsen and Kühn [24] consider a game option setting that includes this
possibility.

Recognizing that convertible bond pricing is a game is implicit in previous work.
For example, [8] observes that the pricing problem “ . . . results in a pair of conversion-
call strategies which are in equilibrium in the sense that neither party could improve
his position by adopting any other strategy.” Here we make the game explicit and
obtain a good qualitative description of its value. In particular, if the dividend rate is
below the interest rate, then the game reduces to one of two possible optimal stopping
problems, either the problem of optimal call or the problem of optimal conversion,
and we are able to determine in advance from the model parameters which of these
two problems is relevant.

Convertible bonds can have several features that must be captured by any model
intended for practical application; see [29]. These include periods of call protection,
time-dependent conversion factors, and exposure to interest rate and default risk. The
model of this paper captures only the default risk, and that via a simple structural
model in which default occurs at the time the firm value falls to zero. Loschak [27]
allows nonconvertible senior debt and uses a more sophisticated structural model
for default. Brennan and Schwartz [9] also allow senior debt. Another interesting
issue is the process of conversion when bonds are held by competing investors; see
Constantinides [11] and Constantinides and Rosenthal [12].

Practical models have been built around the idea that the cash flow from a con-
vertible bond can be separated into an “equity” part, which should be discounted
at the interest rate, and a “bond” part, which should be discounted at the interest
rate plus a credit spread. Papers taking this approach are McConnell and Schwartz
[28], Cheung and Nelken [10], Ho and Pteffer [21], Tsiveriotis and Fernandes [39],
and Yigitbasioglu [40]. Ayache, Forsyth, and Vetzal [4] analyze some of this work and
conclude that its failure to account for the effect of default on equity introduces signif-
icant pricing errors. This deficiency is corrected in Davis and Lischka [14], Takahashi,
Kobayashi, and Nakagawa [38], and Andersen and Buffum [1], who build intensity-
based models for default affecting equity value.

We describe our model in section 2 and report our main results in section 3. In par-
ticular, the Dynkin game that describes the bond price reduces to one of two optimal
stopping problems and a fixed point problem. Section 4 provides a probabilistic justi-
fication for the reduction of the game to optimal stopping. Viscosity solution results
concerning the Hamilton–Jacobi–Bellman equations governing the optimal stopping
problems are provided in section 5. This permits the proof in section 6 of the exis-
tence and uniqueness of the solution to the fixed point problem, and this solution is
the bond pricing function. Section 7 relates this paper to perpetual convertible bonds.
In section 8 we provide some results on the nature of the stopping and continuation
regions of the optimal stopping problems of this paper.
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2. The model. We denote the value of the firm at each time t by Xt. We
assume the value of the firm consists of equity and debt. The debt Dt is due to a
single outstanding convertible bond. This assumption of a single bond means that
all debt is called and/or converted simultaneously. We denote by St the total value
of equity, which, following the standard finance model (e.g., Merton [31, bottom of
p. 453]) is given by

St = Xt −Dt.(2.1)

Equity owners receive dividends paid continuously over time at a rate δSt, and the
bondholder receives coupons paid continuously over time at a rate c. We assume that
δ ≥ 0 and c > 0 are both constant. If there is no call or conversion prior to maturity
T , then at maturity the bondholder receives the par value L from the firm, provided
XT ≥ L. Otherwise, the bondholder receives XT . However, at any time t ∈ [0, T ],
the bondholder may convert the bond to stock, thereby immediately receiving stock
valued at the conversion factor γ ∈ (0, 1) times the firm value Xt. The firm value
is not affected by this conversion. On the other hand, at any time t when Xt ≥ K,
the firm may call the bond, forcing the bondholder to either immediately surrender
the bond in exchange for the call price K or else immediately convert the bond as
described above. We assume K ≥ L > 0; it is common to have L = K. If K were
less than L, then L would be irrelevant since the firm could always call at maturity
to avoid paying L.

In order to model the firm value process, which is the primitive in our analysis,
we note that, prior to maturity, as long as the bond has not been called or converted
and the firm value has not fallen to zero, there are three financial instruments in the
market: the stock, the convertible bond(s), and a money market account with risk-free
rate of interest r > 0. The wealth Vt of an investor holding Δt shares of stock and Γt

convertible bonds at each time t, investing or borrowing in the money market account
as necessary in order to finance this, evolves according to the stochastic differential
equation

dVt = Δt[dSt + δSt dt] + Γt[dDt + c dt] + r[V (t) − ΔtSt − ΓtDt] dt,(2.2)

and the discounted wealth thus satisfies

d
(
e−rtVt

)
= Δt

[
d
(
e−rtSt) + e−rtδSt dt

]
+ Γt

[
d
(
e−rtDt

)
+ e−rtc dt

]
.(2.3)

Such an investor should not be able to produce arbitrage. To ensure this, according
to the first fundamental theorem of asset pricing, both the discounted stock price plus
the cumulative discounted dividend payments,

Mt = e−rtSt +

∫ t

0

e−ruδSu du,

and the discounted convertible bond price plus the cumulative discounted coupons,

Nt = e−rtDt +

∫ t

0

e−ruc du,

must be local martingales under some risk-neutral probability measure P (see the
argument due to [18] and developed in great generality by [15]). Adding the above
equations, using the relation Xt = St + Dt, we obtain

dXt = rXt dt− c dt− δSt dt + ertd(Mt + Nt).(2.4)
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Assuming constant volatility σ > 0 for Xt means that the local martingale term
ertd(Mt + Nt) is in fact equal to σXt dWt, where W is a Brownian motion. To
summarize, in our model the value of the firm evolves according to the equation

dXt = rXt dt− c dt− δSt dt + σXt dWt,(2.5)

where Wt, 0 ≤ t ≤ T , is a Brownian motion under the risk-neutral probability measure
P. This is the starting point of our model, and it is a common starting point for
treatments of the convertible bond pricing problem; see, e.g., [8], [22]. Equation (2.5)
says that under the risk-neutral measure the mean rate of growth of Xt is the interest
rate r adjusted by the payouts being made.

Finally, we observe from (2.5) that Xt ≤ X0e
(r− 1

2σ
2)t+σWt . Therefore, since 0 ≤

St ≤ Xt and 0 ≤ Dt ≤ Xt, we conclude that the local martingales Mt and Nt are
martingales under P.

We adopt throughout the standing assumption

0 ≤ δ < r,(2.6)

but see Remark 3.5 below.
We generalize slightly the previous discussion by permitting the initial time to be

s ∈ [0, T ] rather than requiring it to be 0. We shall price the bond at time s under
the assumption that Xs = x. Given these initial conditions, we denote by Xs,x

t the
solution to (2.5) at time t ∈ [s, T ] and set

θs,xy � min{t ∈ [s, T ] : Xs,x
t = y}, y ≥ 0,

where we adopt the convention that min ∅ = ∞. The firm defaults on the bond at
time θs,x0 if θs,x0 ≤ T , and θs,x0 = ∞ corresponds to no default.

The firm adopts a call strategy ρ and the bondholder adopts a conversion strategy
τ . Both of these are stopping times for the filtration generated by Wu−Ws, u ∈ [s, T ]
(augmented by P-null sets), and they must satisfy ρ, τ ∈ [s, T ∧ θs,x0 ] ∪ {θs,x0 }. We
denote the set of all such stopping times by Ss,x. We interpret ρ and τ to be the
times of call and conversion, respectively, except on the set {ρ = θs,x0 }, where there
is no call. Similarly, on the set {τ = θs,x0 }, there is no conversion. On the set
{ρ = τ < θs,x0 }, there is simultaneous call and conversion, and the conversion takes
priority. This is the standard contractual specification for convertible bonds. There is
no requirement that call or conversion must take place, and we capture the absence of
call (respectively, conversion) by permitting ρ = ∞ (respectively, τ = ∞) if θs,x0 = ∞.
The firm can call at time ρ < θs,x0 only if Xs,x

ρ ≥ K. We denote by Ss,x
K the set of

stopping times in Ss,x satisfying the additional condition that Xs,x
ρ ≥ K on ρ < θs,x0 ,

and we require that ρ ∈ Ss,x
K . Once the call and conversion strategies ρ ∈ Ss,x

K and
τ ∈ Ss,x are chosen, we use the fact that Nt stopped at ρ∧τ ∧T is a martingale under
P to write the value of the bond Ds at time s as

J(s, x; ρ, τ) � ersE

[∫ ρ∧τ∧T

s

e−ruc du + e−r(ρ∧τ∧T )Dρ∧τ∧T

]

= ersE

[∫ ρ∧τ∧T

s

e−ruc du + e−r(ρ∧τ∧T )
(
I{τ≤ρ∧T}γX

s,x
τ

+ I{ρ<τ}K + I{ρ∧τ=∞}(X
s,x
T ∧ L)

)]
.(2.7)
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3. The method and principal results. We must deal with the fact that the
process St in section 2 is endogenous. In fact, the bond price, the firm value, and
the equity value St are related by (2.1). Just as in [8], [22], [31], and even [7], for
the case of options rather than convertible bonds, we make the ansatz that there is
a function g(t, x) such that prior to call and conversion, Dt = g(t,Xt) and hence
St = Xt − g(t,Xt). This is a reasonable step because the only source of uncertainty
in the model is the uncertainty in the firm value (equivalently, the uncertainty in the
Brownian motion driving the firm value), and thus all asset prices should depend on
only this and the time variable.

We eventually see (Lemma 4.1 below) that if γXt ≥ K, then it is optimal to
convert, and hence Dt = γXt. Hence, the function g(t, x) should satisfy

g(t, x) = γx for 0 ≤ t ≤ T and x ≥ K

γ
.(3.1)

Also, we expect both the value of the bond and the value of the equity to increase
with increasing firm value, which is equivalent to

0 ≤ g(t, y) − g(t, x) ≤ y − x for 0 ≤ t ≤ T and 0 ≤ x ≤ y.(3.2)

The bond is never worth less than its conversion value and never worth more than
the firm value. Since the firm can always call when γx ≤ K, in which case the call
does not result in conversion, the bond is not worth more than the call price. In other
words,

γx ≤ g(t, x) ≤ x ∧K for 0 ≤ t ≤ T and 0 ≤ x ≤ K

γ
.(3.3)

We shall show that within the collection of functions

G = {g : [0, T ] × [0,∞) → [0,∞) : g is continuous and (3.1)–(3.3) hold},

there exists a unique function g∗ such that g∗(t,Xt) gives a bond price consistent with
our modeling assumptions.

To get started, we simply choose an arbitrary g ∈ G and define

St = Xt − g(t,Xt).(3.4)

We substitute this value of St into (2.5), thereby obtaining a stochastic differential
equation for X. The Lipschitz continuity (3.2) guarantees that corresponding to every
initial condition (s, x) ∈ [0, T ] × [0,∞) this equation has a strong solution, and we
thus obtain Xs,x. We proceed as in section 2 and conclude with the function J of
(2.7), which we now denote Jg.

For each fixed g ∈ G, we can construct a Dynkin game, where now the evolution
of the underlying process is specified by (2.5) and (3.4). Kallsen and Kühn [24] show
that the value of this game will be the no-arbitrage price of the bond, provided the
function g has been chosen “correctly” (see the next paragraph). This game has lower
and upper values

vg(s, x) � sup
τ∈Ss,x

inf
ρ∈Ss,x

K

Jg(s, x; ρ, τ), vg(s, x) � inf
ρ∈Ss,x

K

sup
τ∈Ss,x

Jg(s, x; ρ, τ),

respectively. Clearly, vg ≤ vg. In fact,

vg(s, x) = vg(s, x) for 0 ≤ s ≤ T and x ≥ 0.(3.5)
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This is a consequence of the theory of Dynkin games, but rather than appeal to that
theory, we obtain (3.5) as a by-product of our characterization of the solution of the
game; see Lemma 4.1 and Propositions 4.5 and 4.6 below.

The function vg = vg provides the price of the convertible bond if we choose g
to be the pricing function of the convertible bond. That is to say, we want to find
a function g∗ ∈ G such that vg∗ = vg∗ = g∗. Let us define the operator T on G by

T g � vg = vg. We shall prove the following.
Theorem 3.1. T maps G into G and has a unique fixed point g∗.
When x = 0, the only stopping time in ST,x is τ ≡ T , whereas when 0 < x ≤ K

γ ,

the set ST,x also contains the stopping time τ ≡ ∞. When x = 0, the only stopping
in ST,x

K is ρ = T , whereas when 0 < x < K, the only stopping time in ST,x
K is ρ ≡ ∞.

When K ≤ x ≤ K
γ , the set ST,x

K consists of ρ ≡ T and ρ ≡ ∞. We further have

Jg(T, x; ρ, τ) = I{τ≤ρ∧T}γx + I{ρ<τ}K + I{ρ∧τ=∞}(x ∧ L).

It is now straightforward to compute vg(T, x) and vg(T, x) for 0 ≤ x ≤ K
γ , and

irrespective of the choice of g, this results in the terminal convertible bond pricing
function g∗(T, ·) given by

g∗(T, x) = (x ∧ L) ∨ (γx) for 0 ≤ x ≤ K

γ
.(3.6)

Because g∗ also satisfies (3.1), we need only describe this function on [0, T )×
[
0, K

γ

)
.

From (3.3) we have the boundary conditions

g∗(t, 0) = 0, g∗
(
t,
K

γ

)
= K for 0 ≤ t ≤ T.(3.7)

Theorem 3.2 (Case I). If c ≤ rK, the time of optimal call is the first time
the conversion value γXt rises to the call price K. The bond pricing function g∗

is determined by solving the problem of optimal conversion in [0, T ] ×
[
0, K

γ

]
. In

particular, g∗ is the unique continuous viscosity solution of the variational inequality

min

{
−vt + rv − (rx− c)vx + δ(x− v)vx − 1

2
σ2x2vxx − c, v − γx

}
= 0(3.8)

on [0, T ] × [0, K
γ ] satisfying (3.6) and (3.7).

(Case II). If δK ≤ c, the time of optimal conversion is at the first time the
conversion value γXt rises to the call price K, or at maturity if the conversion value
exceeds the par value. The bond pricing function g∗ is determined by solving the
problem of optimal call in [0, T ] ×

[
0, K

γ

]
. In particular, g∗ is the unique continuous

viscosity solution of the variational inequality

max

{
−vt + rv − (rx− c)vx + δ(x− v)vx − 1

2
σ2x2vxx − c, v −K

}
= 0(3.9)

on [0, T ] × [0, K
γ ] satisfying (3.6) and (3.7).

Remark 3.3. By a “continuous viscosity solution on [0, T ] × [0, K
γ ]” we mean a

continuous function on [0, T ] × [0, K
γ ] that is a solution in the interior of the domain,

namely, (0, T ) × (0, K
γ ).
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Remark 3.4. Because of standing assumption (2.6), Cases I and II overlap. In
other words, we can have δK ≤ c ≤ rK, and optimal call and conversion both occur
the first time γXt rises to K. In this case, g∗ is the unique continuous viscosity
solution on [0, T ] ×

[
0, K

γ

]
of the partial differential equation

−vt + rv − (rv − c)vx + δ(x− v)vx − 1

2
σ2x2vxx = c

satisfying (3.6) and (3.7).
Remark 3.5. The proofs in this paper do not actually require standing assumption

(2.6), but rather that either c ≤ rK or δK ≤ c. Under either of these conditions,
Theorems 3.1 and 3.2 hold. However, Theorem 3.6 below requires (2.6) for the pricing
of the perpetual convertible bond; see [36].

Theorem 3.6. As the time to maturity approaches ∞, the price of the finite-
maturity convertible bond approaches the price of the perpetual convertible bond of
[36], which is characterized in Theorem 7.2 below, and this convergence is uniform in
the firm value.

4. Construction and properties of vg.

4.1. Reduction to [0, T ] ×
[
0, K

γ

]
.

Lemma 4.1. Assume that g defined on [0, T ]× [0,∞) satisfies (3.2), so that (3.4)
and (2.5) uniquely determine a process Xs,x for (s, x) ∈ [0, T ] × [0,∞). Then

vg(s, x) = vg(s, x) = γx for 0 ≤ s ≤ T and x ≥ K

γ
.(4.1)

Proof. With τ ≡ s, (2.7) implies Jg(s, x; ρ, s) = γx for ρ ∈ Ss,x
K , and thus

vg(s, x) ≥ inf
ρ∈Ss,x

K

Jg(s, x; ρ, s) = γx.(4.2)

For x ≥ K
γ , we may set ρ ≡ s and then have for every τ ∈ Ss,x that Jg(s, x; s, τ) =

γxI{τ=s} + KI{s<τ} ≤ γx, and hence

vg(s, x) ≤ sup
τ∈Ss,x

K

Jg(s, x; s, τ) ≤ γx.(4.3)

But directly from their definitions, we know that vg ≤ vg.
We fix a function g ∈ G for the remainder of section 4.

4.2. Modification of payoffs. The contractual features of convertible bonds
require that we define the value of the bond by (2.7) once the call and conversion
strategies ρ and τ are specified. This formulation is not readily amenable to analysis,
since the stopping times are allowed to take the value ∞, the different players have
different sets of stopping times at their disposal, and the payoff in the event of call is
not always less than or equal to the payoff in the event of conversion. In this section we
create an auxiliary problem that has all these desirable features, and we subsequently
show in Propositions 4.5 and 4.6 that both problems have the same value.

We restrict our attention to stopping times in Ss,x
T � {θ ∈ Ss,x : θ ≤ T}. In

particular, we do not allow stopping times to take the value ∞ and we do not require
the call strategy ρ to satisfy Xs,x

ρ ≥ K on {ρ < θs,x0 }. We also change the payoffs
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appearing in (2.7). We define

ψ(t, x) �
{

γx for 0 ≤ t < T, x ≥ 0,
(x ∧ L) ∨ (γx) for t = T, x ≥ 0,

ϕ(t, x) �
{

(x ∧K) ∨ (γx) for 0 ≤ t < T, x ≥ 0,
(x ∧ L) ∨ (γx) for t = T, x ≥ 0.

Then ψ < ϕ on [0, T ) ×
(
0, K

γ

)
and ψ = ϕ on the parabolic boundary

∂pD0 �
(

[0, T ) ×
{

0,
K

γ

})
∪
(
{T} ×

[
0,

K

γ

])
.(4.4)

For ρ, τ ∈ Ss,x
T , we set

J̃g(s, x; ρ, τ)

�ersE

[∫ ρ∧τ

s

e−ruc du + e−r(ρ∧τ)
(
I{τ<ρ}ψ(τ,Xs,x

τ ) + I{ρ≤τ}ϕ(ρ,Xs,x
ρ )
)]
.

The interpretation of J̃g is that if the firm value is insufficient to pay the call price
at the time of the call, then the bondholder receives the firm value. Also, call takes
priority over conversion, but the bondholder receives the conversion value if that is
greater than the call price at the time of the call. We show in Propositions 4.5 and
4.6 that changing the payoffs in this way does not change the value of the convertible
bond pricing problem. We begin with the following straightforward modification of
Lemma 4.1.

Lemma 4.2. For 0 ≤ s ≤ T and x ≥ K
γ , we have

inf
ρ∈Ss,x

T

sup
τ∈Ss,x

T

J̃g(s, x; ρ, τ) = sup
τ∈Ss,x

T

inf
ρ∈Ss,x

T

J̃g(s, x; ρ, τ) = γx.

4.3. Technical preparations. Itô’s formula implies that if h is a continuous
function on [0, T ]×

[
0, K

γ

]
, h is C1,2 on the interior of its domain, and the derivatives

of h have limits at the boundary of its domain, then for (s, x) ∈ [0, T ] ×
[
0, K

γ

]
,

d

(∫ t

s

e−ruc du + e−rth(t,Xs,x
t )

)
= e−rt

[
− Lgh(t,Xs,x

t ) + c
]
dt + e−rtσXs,x

t hx(t,Xs,x
t ) dWt(4.5)

for t ∈ [s, θs,x0 ∧ θs,xK
γ

∧ T ], where

Lgh(t, x) � −ht(t, x) + rh(t, x) − (rx− c)hx(t, x)

+δ
(
x− g(t, x)

)
hx(t, x) − 1

2
σ2x2hxx(t, x).(4.6)

Lemma 4.3. Let c̃ > 0 be given, and for 0 ≤ s ≤ T and 0 ≤ x ≤ K
γ , define

k(s, x)

� ersE

[∫ θs,x
0 ∧θs,x

K
γ

∧T

s

e−ruc̃ du + e
−r(θs,x

0 ∧θs,x
K
γ

∧T )

ψ

(
θs,x0 ∧ θs,xK

γ

∧ T,Xs,x
θs,x
0 ∧θs,x

K
γ

∧T

)]

= ersE

[∫ θs,x
0 ∧θs,x

K
γ

∧T

s

e−ruc̃ du + e
−r(θs,x

0 ∧θs,x
K
γ

∧T )

ϕ

(
θs,x0 ∧ θs,xK

γ

∧ T,Xs,x
θs,x
0 ∧θs,x

K
γ

∧T

)]
,

(4.7)
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where we have used the fact that ψ and ϕ agree on the parabolic boundary ∂pD0. Then
k is continuous and satisfies k = ϕ = ψ on ∂pD0.

Remark 4.4. We would expect the function k to satisfy the partial differential
equation Lgk = c̃, but since g is only continuous and not Hölder continuous with
respect to time, we do not know that this equation has a classical solution. Hence,
we give a probabilistic proof of Lemma 4.3.

Proof of Lemma 4.3. It is apparent that k = ψ on ∂pD0. It remains to prove the
continuity.

We extend g to a jointly continuous function, globally Lipschitz in its second
variable, defined on [0, T ] × R, so that for every (s, x) ∈ [0, T ] ×

[
0, K

γ

]
, Xs,x

t can be

defined by (2.5) and (3.4) for all t ∈ [s, T ]. We define Xs,x
t = x for t ∈ [0, s). All the

processes Xs,x are defined on the same probability space (Ω,F ,P) and take values in
C[0, T ].

For (s, x) ∈ [0, T ] ×
[
0, K

γ

]
, denote by P

s,x the distribution of Xs,x on C[0, T ].

According to [37, p. 152], P
s,x is continuous in (s, x). For (s, x) ∈ [0, T ]×R, we define

the measure Q
s,x � δs×P

s,x on [0, T ]×C[0, T ], where δs denotes the unit point mass
at s. Then Q

s,x is also continuous in (s, x) [6, Thm. 2.8, p. 23], which means that∫
C[0,T ]

f(sn, y) dP
sn,xn(y) →

∫
C[0,T ]

f(s, y) dP
s,x(y)(4.8)

whenever sn → s, xn → x and f defined on [0, T ]×C[0, T ] is a bounded function that
is continuous except on a Q

s,x-null set.
We define τ : [0, T ] × C[0, T ] → [0, T ] by

τ(s, y) � T ∧ min

{
t ∈ [s, T ] : y(t) /∈

(
0,

K

γ

)}
,

so that θs,x0 ∧ θs,xK
γ

∧ T = τ
(
s,Xs,x

)
. For P-almost every ω, if τ(s,Xs,x(ω)) < T , then

there is a sequence εn ↓ 0, depending on s, x, and ω, such that Xs,x
τ(s,Xs,x(ω))+εn

/∈[
0, K

γ

]
for every n. Indeed, if Xs,x(ω) exits

(
0, K

γ

)
at 0, this follows from the fact that

c > 0 and all other terms on the right-hand side of (2.5) are zero at the time of exit.
On the other hand, if Xs,x(ω) exits

(
0, K

γ

)
at K

γ , this follows from the nondegeneracy

of the diffusion term in (2.5). Because of the fact that, almost surely, if Xs,x exits
(0, K

γ ) strictly prior to time T , then it also exits [0, K
γ ] immediately thereafter, a small

perturbation of the path of Xs,x results in a small perturbation of the time of exit.
More precisely, for every (s, x) ∈ [0, T ]×R, τ is continuous except on a Q

s,x-null set.
We conclude by rewriting (4.7) as

k(sn, xn)

= ersn
∫
C[0,T ]

[∫ τ(sn,y)

sn

e−ruc̃ du + e−rτ(sn,y)ψ
(
τ(sn, y), y(τ(sn, y))

)]
dP

sn,xn(y)

and observing that because the argument of ψ is in ∂pD0, where ψ is bounded and
continuous, (4.8) implies k(sn, xn) → k(s, x) as sn → s, xn → x.

4.4. Characterization of game value.
Proposition 4.5 (Case I). Assume c ≤ rK. In this case, we define

vg(s, x) � sup
τ∈Ss,x

T ,τ≤θs,x
K
γ

ersE

[∫ τ

s

e−ruc du + e−rτψ(τ,Xs,x
τ )

]
(4.9)
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for (s, x) ∈ [0, T ] ×
[
0, K

γ

]
, and we define vg(s, x) � γx for (s, x) ∈ [0, T ] × (Kγ ,∞).

Then vg = vg = vg on [0, T ] ×
[
0,∞

)
. Furthermore,

vg(s, x) = inf
ρ∈Ss,x

T

sup
τ∈Ss,x

T

J̃g(s, x; ρ, τ) = sup
τ∈Ss,x

T

inf
ρ∈Ss,x

T

J̃g(s, x; ρ, τ)(4.10)

for 0 ≤ s ≤ T and x ≥ 0.
Proof. The claims about vg for x > K

γ follow immediately from Lemmas 4.1 and

4.2. We thus restrict our attention to 0 ≤ x ≤ K
γ .

Step 1: Construction of an upper bound on vg. Define h1(t, x) � K and h2(t, x) �
x for 0 ≤ t ≤ T and 0 ≤ x ≤ K

γ . Both h1 and h2 dominate ψ on [0, T ] ×
[
0, K

γ

]
.

Because c ≤ rK, we have −Lgh1 + c ≤ 0. Therefore, for any stopping time τ ∈ Ss,x
T

satisfying τ ≤ θs,xK
γ

, (4.5) implies

h1(s, x) ≥ ersE

[∫ τ

s

e−ruc du + e−rτh1(τ,X
s,x
τ )

]

≥ ersE

[∫ τ

s

e−ruc du + e−rτψ(τ,Xs,x
τ )

]
.(4.11)

It follows that vg ≤ h1 on [0, T ] ×
[
0, K

γ

]
. On the other hand,

Lgh2 = c + δ(x− g(x)) ≥ c(4.12)

because of (3.3), and the above argument applied with h2 in place of h1 yields vg ≤ h2

on [0, T ] ×
[
0, K

γ

]
. We conclude that

vg(s, x) ≤ x ∧K for 0 ≤ s ≤ T, 0 ≤ x ≤ K

γ
.(4.13)

By definition, vg(T, ·) = ψ(T, ·) = ϕ(T, ·). Because of this and (4.13),

vg(s, x) ≤ ϕ(s, x) for 0 ≤ s ≤ T, 0 ≤ x ≤ K

γ
.(4.14)

Step 2: Optimal stopping time. The theory of optimal stopping we use here
requires that we replace ψ on the right-hand side of (4.9) with a continuous function.
Let c̃ ∈ (0, c) be given, and let k be the continuous function defined by (4.7). For
0 ≤ s < T and 0 < x < K

γ , we have

k(s, x) < ersE

[∫ θs,x
0 ∧θs,x

K
γ

∧T

s

e−ruc du

+ e
−r(θs,x

0 ∧θs,x
K
γ

∧T )

ψ

(
θs,x0 ∧ θs,xK

γ

∧ T,Xs,x
θs,x
0 ∧θs,x

K
γ

∧T

)]

≤ vg(s, x).(4.15)

Set ψ̃ = ψ ∨ k. Since k(T, x) = ψ(T, x) ≥ γx for 0 ≤ x ≤ K
γ and ψ(s, x) = γx for

0 ≤ s < T , 0 ≤ x ≤ K
γ , we have ψ̃(s, x) = max{γx, k(s, x)} for 0 ≤ s ≤ T , 0 ≤ x ≤ K

γ .

Being the maximum of two continuous functions, ψ̃ is continuous. Also, ψ ≤ ψ̃ ≤ vg.
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According to the principle of dynamic programming,

vg(s, x) = sup
τ∈Ss,x

T ,τ≤θs,x
K
γ

ersE

[∫ τ

s

e−ruc du + e−rτvg(τ,X
s,x
τ )

]
.(4.16)

Comparing (4.9) and (4.16), we see that

vg(s, x) = sup
τ∈Ss,x

T ,τ≤θs,x
K
γ

ersE

[∫ τ

s

e−ruc du + e−rτ ψ̃(τ,Xs,x
τ )

]
.(4.17)

We fix (s, x) ∈ [0, T ] ×
[
0, K

γ

]
and define

Y s,x
t � ers

[∫ t

s

e−ruc du + e−rtvg(t,X
s,x
t )

]
for s ≤ t ≤ θs,x0 ∧ θs,xK

γ

∧ T.

We set τ � min{t ∈ [s, T ] : vg(t,X
s,x
t ) = ψ̃(t,Xs,x

t )}. Since vg = ψ̃ on ∂pD0, we have
τ ≤ θs,x0 ∧θs,xK

γ

∧T . According to the theory of optimal stopping applied to (4.17) (see,

e.g., [25, Thms. D.12, D.13] or [35, pp. 124–127]), Y s,x
t∧θs,x

0 ∧θs,x
K
γ

is a supermartingale

and the stopped process Y s,x
t∧τ is a martingale.

Step 3: Optimal strategies for the game. From (4.15) and the fact that ψ̃ = ψ∨k,
we see that τ = min{t ∈ [s, T ] : vg(t,X

s,x
t ) = ψ(t,Xs,x

t )} and

vg(τ ,X
s,x
τ ) = ψ(τ ,Xs,x

τ ) =

{
γXs,x

τ if τ < T,
(Xs,x

T ∧ L) ∨ (γXs,x
T ) if τ = T.

(4.18)

Define τ∗ = ∞ if τ = T and 0 < Xs,x
T < L

γ , and define τ∗ = τ otherwise so that
τ∗ ∈ Ss,x and τ = τ∗ ∧ T . We have

vg(τ
∗, Xs,x

τ∗ ) = γXs,x
τ∗ if τ∗ ≤ T.(4.19)

For every ρ ∈ Ss,x
K , (4.19), (4.13), and the fact that vg(T, x) = x∧L when 0 ≤ x ≤ L

γ
imply

Jg(s, x; ρ, τ∗)

= ersE

[∫ ρ∧τ∗∧T

s

e−ruc du + e−r(ρ∧τ∗∧T )
(
I{τ∗≤ρ∧T}γX

s,x
τ∗ + I{ρ<τ∗}K

+ I{ρ∧τ∗=∞}(X
s,x
T ∧ L)

)]

≥ ersE

[∫ ρ∧τ∗∧T

s

e−ruc du + e−r(ρ∧τ∗∧T )vg(ρ ∧ τ∗ ∧ T,Xs,x
ρ∧τ∗∧T )

]

= EY s,x
ρ∧τ = EY s,x

s = vg(s, x).(4.20)

This implies vg(s, x) ≥ vg(s, x).
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To show that vg(s, x) ≥ vg(s, x), we set ρ∗ � θs,x0 ∧ θs,xK
γ

, which is in Ss,x
K . For

every τ ∈ Ss,x, we have ρ∗ ∧ τ ∧ T ∈ Ss,x
T , and thus

Jg(s, x; ρ∗, τ)

= ersE

[∫ ρ∗∧τ∧T

s

e−ruc du + e−r(ρ∗∧τ∧T )
(
I{τ≤ρ∗∧T}γX

s,x
τ + I{ρ∗<τ}K

+ I{ρ∗∧τ=∞}(X
s,x
T ∧ L)

)]

≤ ersE

[∫ ρ∗∧τ∧T

s

e−ruc du + e−r(ρ∗∧τ∧T )ψ(ρ∗ ∧ τ ∧ T,Xs,x
ρ∗∧τ∧T )

]

≤ vg(s, x).(4.21)

This implies vg(s, x) ≤ vg(s, x). We conclude that vg = vg = vg.
Step 4: Proof of (4.10). With τ ∈ Ss,x

T as defined in Step 2, we have from (4.14)
and (4.18) that for every ρ ∈ Ss,x

T ,

J̃g(s, x; ρ, τ)

= ersE

[∫ ρ∧τ

s

e−ruc du + e−r(ρ∧τ)
(
I{τ<ρ}γX

s,x
τ + I{ρ≤τ}ϕ(ρ,Xs,x

ρ )
)]

≥ ersE

[∫ ρ∧τ

s

e−ruc du + e−r(ρ∧τ)vg(ρ ∧ τ ,Xs,x
ρ∧τ )

]
= EY s,x

ρ∧τ = EY s,x
s = vg(s, x).

On the other hand, with ρ∗ defined as in Step 3 and

ρ � ρ∗ ∧ T = θs,x0 ∧ θs,xK
γ

∧ T ∈ Ss,x
T ,(4.22)

we have ϕ(ρ,Xs,x
ρ ) = ψ(ρ,Xs,x

ρ ). Thus, for every τ ∈ Ss,x
T ,

J̃g(s, x; ρ, τ)

= ersE

[∫ ρ∧τ

s

e−ruc du + e−r(ρ∧τ)
(
I{τ<ρ}γX

s,x
τ + I{ρ≤τ}ϕ(ρ,Xs,x

ρ )
)]

= ersE

[∫ ρ∧τ

s

e−ruc du + e−r(ρ∧τ)ψ(ρ ∧ τ,Xs,x
ρ∧τ )

]
≤ vg(s, x).(4.23)

We complete the argument as in Step 3.
Proposition 4.6 (Case II). Assume δK ≤ c. In this case, we define

vg(s, x) � inf
ρ∈Ss,x

T ,ρ≤θs,x
K
γ

ersE

[∫ ρ

s

e−ruc du + e−rρϕ(ρ,Xs,x
ρ )

]
(4.24)

for (s, x) ∈ [0, T ] ×
[
0, K

γ

]
, and we define vg(s, x) � γx for (s, x) ∈ [0, T ] × (Kγ ,∞).

Then vg = vg = vg on [0, T ] ×
[
0,∞

)
. Furthermore,

vg(s, x) = inf
ρ∈Ss,x

T

sup
τ∈Ss,x

T

J̃g(s, x; ρ, τ) = sup
τ∈Ss,x

T

inf
ρ∈Ss,x

T

J̃g(s, x; ρ, τ)(4.25)

for 0 ≤ s ≤ T and x ≥ 0.
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Proof. The claims about vg for x > K
γ follow immediately from Lemmas 4.1 and

4.2. We thus restrict our attention to 0 ≤ x ≤ K
γ .

Step 1: Construction of bounds on vg. Define h3(t, x) � γx and h2(t, x) � x for
0 ≤ t ≤ T and 0 ≤ x ≤ K

γ , so that h3 ≤ ϕ ≤ h2. For (t, x) ∈ [0, T ] ×
[
0, K

γ

]
, we have

(4.12) and

Lgh3(t, x) = cγ + δγ
(
x− g(t, x)

)
≤ c + (1 − γ)(δγx− c) ≤ c.(4.26)

Let ρ ∈ Ss,x
T satisfy ρ ≤ θs,xK

γ

, and apply (4.5) and (4.26) to conclude

h3(s, x) ≤ ersE

[∫ ρ

s

e−ruc du + e−rρh3(ρ,X
s,x
ρ )

]

≤ ersE

[∫ ρ

s

e−ruc du + e−rρϕ(ρ,Xs,x
ρ )

]
.(4.27)

Taking the infimum over ρ, we obtain

γx ≤ vg(s, x) for 0 ≤ s ≤ T, 0 ≤ x ≤ K

γ
.(4.28)

We repeat the above argument with h2 and ρ = θs,x0 ∧ θK
γ
∧T , using (4.12) to reverse

the first inequality and ϕ ≤ h2 to reverse the second, to obtain

h2(s, x) ≥ ersE

[∫ ρ

s

e−ruc du + e−rρh2(ρ,X
s,x
ρ )

]

≥ ersE

[∫ ρ

s

e−ruc du + e−rρϕ(ρ,Xs,x
ρ )

]

≥ vg(s, x) for 0 ≤ s ≤ T, 0 ≤ x ≤ K

γ
.(4.29)

In fact, since for (s, x) ∈ [0, T ) ×
(
0, K

γ

)
, with positive probability Xs,x exits [0, T ] ×(

0, K
γ

)
through the set {T} ×

(
L, K

γ

]
, where h2 is strictly greater than ϕ, the second

inequality in (4.29) is strict for such (s, x). This implies

vg(s, x) < x for 0 ≤ s < T, 0 < x <
K

γ
.(4.30)

Step 2: Optimal stopping time. Let c̃ ∈ (c,∞) be given and let k be defined by
(4.7). For 0 ≤ s < T and 0 < x < K

γ , using the second part of (4.7), we have

k(s, x) > ersE

[∫ θs,x
0 ∧θs,x

K
γ

∧T

s

e−ruc du

+ e
−r(θs,x

0 ∧θs,x
K
γ

∧T )

ϕ

(
θs,x0 ∧ θs,xK

γ

∧ T,Xs,x
θs,x
0 ∧θs,x

K
γ

∧T

)]

≥ vg(s, x).(4.31)

We set ϕ̃ = ϕ ∧ k. Because ϕ(T, x) = k(T, x) ≤ x ∧ K for 0 ≤ x ≤ K
γ , and

ϕ(t, x) = x ∧K for 0 ≤ t < T , 0 ≤ x ≤ K
γ , we have

ϕ̃(t, x) = (x ∧K) ∧ k(t, x) for 0 ≤ t ≤ T, 0 ≤ x ≤ K

γ
.
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This shows that ϕ̃ is continuous. From (4.24) we have vg ≤ ϕ, and hence vg ≤ ϕ̃ ≤ ϕ.
According to the principle of dynamic programming,

vg(s, x) � inf
ρ∈Ss,x

T ,ρ≤θs,x
K
γ

ersE

[∫ ρ

s

e−ruc du + e−rρvg(ρ,X
s,x
ρ )

]
.(4.32)

Comparing (4.24) and (4.32), we see that

vg(s, x) � inf
ρ∈Ss,x

T ,ρ≤θs,x
K
γ

ersE

[∫ ρ

s

e−ruc du + e−rρϕ̃(ρ,Xs,x
ρ )

]
.(4.33)

We fix (s, x) ∈ [0, T ] ×
[
0, K

γ

]
and define

Zs,x
t = ers

[∫ t

s

e−ruc du + e−rtvg(t,X
s,x
t )

]
for s ≤ t ≤ θs,x0 ∧ θs,xK

γ

∧ T.

We set

ρ � min{t ∈ [s, T ] : vg(t,X
s,x
t ) = ϕ̃(t,Xs,x

t )}.(4.34)

Since vg = ϕ̃ on ∂pD0, we have ρ ≤ θs,x0 ∧θs,xK
γ

∧T . According to the theory of optimal

stopping, Zs,x
t∧θs,x

0 ∧θs,x
K
γ

is a submartingale and the stopped process Zs,x
t∧ρ is a martingale.

Step 3: Optimal strategies for the game. Because of (4.31), we have that ρ =
min{t ∈ [s, T ] : vg(t,X

s,x
t ) = ϕ(t,Xs,x

t )}. In particular, vg(ρ,X
s,x
ρ ) = Xs,x

ρ ∧ K on
{ρ < T}. Inequality (4.30) then implies

vg(ρ,X
s,x
ρ ) = K < Xs,x

ρ on {ρ < θs,x0 ∧ T}.(4.35)

Define

ρ∗ �
{

∞ if ρ = T and Xs,x
ρ > 0,

ρ otherwise,

so that ρ∗ ∈ Ss,x
K and ρ = ρ∗ ∧T . For every τ ∈ Ss,x, (4.28), (4.35), and the fact that

vg(T, x) = ϕ(T, x) ≥ x ∧ L when 0 ≤ x ≤ K
γ imply

Jg(s, x; ρ∗, τ)

= ersE

[∫ ρ∗∧τ∧T

s

ce−ru du + e−r(ρ∗∧τ∧T )
(
I{τ≤ρ∗∧T}γX

s,x
τ + I{ρ∗<τ}K

+ I{ρ∗∧τ=∞}(X
s,x
T ∧ L)

)]

≤ ersE

[∫ ρ∗∧τ∧T

s

ce−ru du + e−r(ρ∗∧τ∧T )vg(ρ
∗ ∧ τ ∧ T,Xs,x

ρ∗∧τ∧T )

]

= EZs,x
ρ∧τ = Zs,x

s = vg(s, x).(4.36)

This implies vg(s, x) ≤ vg(s, x).
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We set

τ � θs,x0 ∧ θs,xK
γ

∧ T,(4.37)

τ∗ �

⎧⎨
⎩

τ if τ < T,
T if τ = T, Xs,x

T ≥ L
γ or if τ = T, Xs,x

T = 0,

∞ if τ = T , 0 < Xs,x
T < L

γ ,
(4.38)

so that τ∗ ∈ Ss,x. For every ρ ∈ Ss,x
K , we have

Jg(s, x; ρ, τ∗)

= ersE

[∫ ρ∧τ∗∧T

s

ce−ru du + e−r(ρ∧τ∗∧T )
(
I{τ∗≤ρ∧T}γX

s,x
τ + I{ρ<τ∗}K

+ I{ρ∧τ∗=∞}(X
s,x
T ∧ L)

)]

≥ ersE

[∫ ρ∧τ∗∧T

s

ce−ru du + e−r(ρ∧τ∗∧T )ϕ(ρ∗ ∧ τ ∧ T,Xs,x
ρ∧τ∗∧T )

]

≥ vg(s, x).(4.39)

This implies vg(s, x) ≥ vg(s, x). We conclude that vg = vg = vg.
Step 4. Proof of (4.25). With ρ ∈ Ss,x given by (4.34), we have vg(ρ,X

s,x
ρ ) =

ϕ(ρ ∧ τ,Xs,x
ρ∧τ ), and (4.28) implies that for τ ∈ Ss,x

T ,

J̃g(s, x; ρ, τ)

= ersE

[∫ ρ∧τ

s

e−ruc du + e−r(ρ∧τ)
(
I{τ<ρ}γX

s,x
τ + I{ρ≤τ}ϕ(ρ,Xs,x

ρ )
)]

≤ ersE

[∫ ρ∧τ

s

e−ruc du + e−r(ρ∧τ)vg(ρ ∧ τ,Xs,x
ρ∧τ )

]
= EZs,x

ρ∧τ = Zs,x
s = vg(s, x).

With τ ∈ Ss,x
T defined by (4.37), we have for every ρ ∈ Ss,x

T ,

J̃g(s, x; ρ, τ)

= ersE

[∫ ρ∧τ

s

e−rsc du + e−r(ρ∧τ)
(
I{τ<ρ}γX

s,x
τ + I{ρ≤τ}ϕ(ρ,Xs,x

ρ )
)]

= ersE

[∫ ρ∧τ

s

e−rsc du + e−r(ρ∧τ)ϕ(ρ ∧ τ ,Xs,x
ρ∧τ

)]
≥ vg(s, x).(4.40)

We complete the argument as in Step 3.
Proposition 4.7 (overlapping case). Assume δK ≤ c ≤ rK. In this case, vg

defined by (4.9) agrees with vg defined by (4.24), and for 0 ≤ s ≤ T and 0 ≤ x ≤ K
γ ,

vg(s, x)

= ersE

[∫ θs,x
0 ∧θs,x

K
γ

∧T

s

e−ruc du + e
−r(θs,x

0 ∧θs,x
K
γ

∧T )

ψ

(
θs,x0 ∧ θs,xK

γ

∧ T,Xs,x
θs,x
0 ∧θs,x

K
γ

∧T

)]

= ersE

[∫ θs,x
0 ∧θs,x

K
γ

∧T

s

e−ruc du + e
−r(θs,x

0 ∧θs,x
K
γ

∧T )

ϕ

(
θs,x0 ∧ θs,xK

γ

∧ T,Xs,x
θs,x
0 ∧θs,x

K
γ

∧T

)]
.

(4.41)



1524 MIHAI SÎRBU AND STEVEN E. SHREVE

Furthermore,

γx < vg(s, x) < x ∧K for 0 ≤ s < T and 0 < x <
K

γ
.(4.42)

Proof. The function vg defined by (4.9) satisfies (4.10), the function vg defined

by (4.24) satisfies (4.25), and so these definitions of vg coincide. With ρ � τ given by
(4.22) and (4.37), inequalities (4.23) and (4.40) imply

ersE

[∫ ρ

s

e−ruc du + e−rρϕ(ρ,Xs,x
ρ )

]

= ersE

[∫ ρ

s

e−ruc du + e−rρψ(ρ,Xs,x
ρ )

]
≤ vg(s, x)

≤ ersE

[∫ ρ

s

e−ruc du + e−rρϕ(ρ,Xs,x
ρ )

]
,

which gives us (4.41).
We return to (4.11), replacing τ with ρ and using the fact that when 0 ≤ s < T

and 0 < x < K
γ , there is a positive probability that Xs,x exits [0, T ]×

[
0, K

γ

]
through

the set
{
(t, x) : t = T, 0 < x < K

γ

}
, where h1 = K is strictly larger than ψ. This

implies

K > ersE

[∫ ρ

s

e−ruc du + e−rρψ(ρ,Xs,x
ρ )

]
= vg(s, x).

The second inequality in (4.42) follows from this and (4.30). For the first inequality
in (4.42), we replace ρ in (4.27) with ρ and use the fact that when 0 ≤ s < T and
0 < x < K

γ , there is a positive probability that Xs,x exits [0, T ] ×
[
0, K

γ

]
through the

set
{
(t, x) : t = T, 0 < x < L

γ

}
, where h3 = γx is strictly smaller than ϕ, to obtain

γx < ersE

[∫ ρ

s

e−ruc du + e−rρϕ(ρ,Xs,x
ρ )

]
= vg(s, x).

4.5. Membership of vg in G. To show that vg ∈ G whenever g ∈ G, we must
verify that vg is continuous and satisfies (3.1)–(3.3). Property (3.1) is provided by
Propositions 4.5 and 4.6. When c ≤ rK, we obtain the lower bound in (3.3) directly
from (4.9) and the fact that ψ ≥ γx, and (4.13) provides the upper bound. When
δK ≤ C, the upper bound in (3.3) comes from (4.24), the fact that ϕ ≤ K on
[0, T ] ×

[
0, K

γ

]
, and (4.29). The lower bound comes from (4.28). It remains to verify

that vg is continuous and satisfies (3.2), which is the subject of this section.
Lemma 4.8. We have

0 ≤ vg(s, y) − vg(s, x) ≤ y − x for 0 ≤ s ≤ T and 0 ≤ x ≤ y.(4.43)

Proof. In Step 4 of the proofs of Propositions 4.5 and 4.6, we produced stopping
times ρ, τ ∈ Ss,x

T such that

J̃g(s, x; ρ, τ) ≤ vg(s, x) ≤ J̃g(s, x; ρ, τ) for all ρ, τ ∈ Ss,x
T .(4.44)
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It follows from this that vg(s, x) = J̃g(s, x; ρ, τ). Relation (4.44) was developed for
(s, x) ∈ [0, T ]×

[
0, K

γ

]
, but in light of Lemma 4.2, it holds as well for (s, x) ∈ [0, T ]×[

K
γ ,∞

)
if we define ρ = τ = s in this case.

We note that ψ and ϕ satisfy (3.2), and we use the representations (4.10), (4.25)
to show that vg does as well. Without loss of generality, we consider only the case

s = 0. We let 0 ≤ x ≤ y < ∞ be given. Then X0,x
t ≤ X0,y

t for 0 ≤ t ≤ T , almost
surely, and S0,x

T ⊂ S0,y
T .

Consider the nonnegative martingale Zt = e−σWt− 1
2σ

2t. We compute

d
(
(X0,y

t −X0,x
t )Zt

)
= (r − σ2)(X0,y

t −X0,x
t )Zt dt

−δ
[
(X0,y

t −X0,x
t ) −

(
g(t,X0,y

t ) − g(t,X0,x
t )
)]
Zt dt

≤ (r − σ2)(X0,y
t −X0,x

t )Zt dt.

Gronwall’s inequality implies (X0,y
t −X0,x

t )Zt ≤ (y − x)e(r−σ2)t, or equivalently,

e−rt
(
X0,y

t −X0,x
t ) ≤ (y − x)eσWt− 1

2σ
2t, 0 ≤ t ≤ τ0,x

0 .

Let τ , ρ ∈ S0,x
T be the stopping times appearing in (4.44) corresponding to the initial

condition (0, x). For every τ ∈ S0,x, we have

J̃g(0, x; ρ, τ)

= E

[∫ ρ∧τ

0

ce−ru du + e−r(ρ∧τ)
(
I{τ<ρ}ψ(τ,X0,x

τ ) + I{ρ≤τ}ϕ(ρ,X0,x
ρ )
)]

= J̃g(0, y; ρ, τ) − E

[
e−r(ρ∧τ)

(
I{τ<ρ}

(
ψ(X0,y

τ ) − ψ(X0,x
τ )
)

+I{ρ≤τ}
(
ϕ(ρ,X0,y

ρ ) − ϕ(ρ,X0,x
ρ )
))]

≥ J̃g(0, y; ρ, τ) − E

[
e−r(ρ∧τ)(X0,y

ρ∧τ −X0,x
ρ∧τ )

]
≥ J̃g(0, y; ρ, τ) − (y − x)EeσW (ρ∧τ)− 1

2σ
2(ρ∧τ)

= J̃g(0, y; ρ, τ) − (y − x).

Furthermore, ρ ∧ τ ∈ S0,x
T whenever τ ∈ S0,y

T , and for z = x and z = y, we have

J̃g(0, z; ρ, τ) = J̃g(0, z; ρ, ρ ∧ τ). Therefore,

vg(0, x) + y − x = J̃g(0, x; ρ, τ) + y − x

= sup
τ∈S0,x

T

J̃g(0, x; ρ, ρ ∧ τ) + y − x

≥ sup
τ∈S0,x

T

J̃g(0, y; ρ, ρ ∧ τ)

= sup
τ∈S0,y

T

J̃g(0, y; ρ, ρ ∧ τ)

= sup
τ∈S0,y

T

J̃g(0, y; ρ, τ)

≥ inf
ρ∈S0,y

T

sup
τ∈S0,y

T

J̃g(0, y; ρ, τ)

= vg(0, y).
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This establishes the second inequality in (4.43).
The set of stopping times S0,x

T is the set of all stopping times of the form τ ∧ θ0,x
0 ,

where τ is any stopping time in the set ST of all stopping times satisfying τ ≤ T
almost surely. Therefore,

vg(0, x) = sup
τ∈ST

inf
ρ∈ST

J̃g(0, x; ρ ∧ θ0,x
0 , τ ∧ θ0,x

0 ),

vg(0, y) = sup
τ∈ST

inf
ρ∈ST

J̃g(0, y; ρ ∧ θ0,y
0 , τ ∧ θ0,y

0 ).

Thus, to prove the first inequality in (4.43), it suffices to show that

J̃g(0, x; ρ ∧ θ0,x
0 , τ ∧ θ0,x

0 ) ≤ J̃g(0, y; ρ ∧ θ0,y
0 , τ ∧ θ0,y

0 )

for all ρ, τ ∈ ST . This follows from the definition of J̃g and θ0,x
0 ≤ θ0,y

0 .
The value functions of optimal stopping problems with continuous payoff functions

are continuous (see [5]), and thus the representations (4.17) and (4.33) of vg imply
continuity of vg. In this model, however, continuity can be proved without invoking
the general theory. We have already shown in Lemma 4.8 that vg(s, x) is Lipschitz in
x ∈ [0,∞), uniformly in s ∈ [0, T ]. Given this, it is not difficult to show that vg(s, x)
is jointly continuous in (s, x), and we do that here.

Lemma 4.9. The function vg is continuous on [0, T ] × [0,∞).
Proof. Because of Lemmas 4.1 and 4.8, we need only show for each fixed x ∈ (0, K

γ

)
that the function s �→ vg(s, x) is continuous. With x fixed, s ∈ [0, T ], ε > 0, and δ > 0,
we define

As,x
ε,δ �

⎧⎨
⎩ max

u∈[s,θs,x
0 ∧θs,x

K
γ

∧(s+δ)∧T ]

∣∣Xs,x
u − x

∣∣ ≤ ε

⎫⎬
⎭ .

Because g is bounded on [0, T ] × [0, K
γ

]
, (3.4) and (2.5) imply

lim
δ↓0

min
s∈[0,T ]

P(As,x
ε,δ ) = 1 for every ε > 0.(4.45)

We proceed under the Case II assumption δK ≤ c; the argument in Case I is
similar. In Case II, the submartingale Zs,x

t∧θs,x
0 ∧θs,x

K
γ

of Step 2 of the proof of Proposition

4.6 is a martingale when stopped at ρ given by (4.34). Let s and t satisfy 0 ≤ s < t ≤
(s + δ) ∧ T . Then

vg(s, x)

= ersE

[∫ ρ∧t

s

e−rsc du + e−r(ρ∧t)vg(ρ ∧ t,Xs,x
ρ∧t)

]

≤ ersE

[∫ ρ∧t

s

e−ruc du + e−rρvg(ρ ∧ t,Xs,x
ρ∧t)

]
for ρ ∈ Ss,x

T , ρ ≤ θs,xK
γ

.(4.46)

If ρ < t, then vg(ρ ∧ t,Xs,x
ρ∧t) = ϕ̃(ρ,Xs,x

ρ ). But ϕ̃ = ϕ ∧ k, and (4.31) shows

that for (u, y) ∈ [0, T ) ×
(
0, K

γ

)
, we have vg(u, y) = ϕ̃(u, y) if and only if vg(u, y) =

ϕ(u, y) = y ∧K. This observation combined with (4.30) yields

vg(u, y) = ϕ̃(u, y) ⇔ vg(u, y) = K for u ∈ [0, T ), y ∈
(
0,

K

γ

)
.(4.47)
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We now choose ε > 0 so that 0 < x − ε < x + ε < K
γ . On the set {ρ < t} ∩ As,x

ε,δ we

have 0 < Xs,x
ρ∧t = Xs,x

ρ < K
γ , and thus

vg(ρ ∧ t,Xs,x
ρ∧t) = vg(ρ,X

s,x
ρ ) = K ≥ vg(t, x) − ε.

On the set {ρ ≥ t}∩As,x
ε,δ , we also have vg(ρ∧ t,Xs,x

ρ∧t) ≥ vg(t, x)− ε, this time because
of the Lipschitz continuity (4.43). The equality in (4.46) implies

vg(s, x) ≥ ersE
[
e−r(ρ∧t)vg(ρ ∧ t,Xs,x

ρ∧t)
]
≥ e−rδ

P(As,x
ε,δ )
[
vg(t, x) − ε

]
.(4.48)

On the other hand, on the set As,x
ε,δ , we have θs,x0 ∧ θs,xK

γ

∧ t = t, and the inequality in

(4.46) implies

vg(s, x)

≤ ersE

[∫ θs,x
0 ∧θs,x

K
γ

∧t

s

e−ruc du + e
−r(θs,x

0 ∧θs,x
K
γ

∧t)

vg

(
θs,x0 ∧ θs,xK

γ

∧ t,Xs,x
θs,x
0 ∧θs,x

K
γ

∧t

)]

≤ ers
∫ s+δ

s

e−ruc du +
[
1 − P(As,x

ε,δ )
]
K + E

[
IAs,x

ε,δ
vg(t,X

s,x
t )
]

≤ c

r
(1 − e−rδ) + [1 − P(As,x

ε,δ )]K + P(As,x
ε,δ )
(
vg(t, x) + ε).

(4.49)

From (4.48) and (4.49), using the fact that 0 ≤ vg(t, x) ≤ K, we obtain

−[1 − e−rδ
P(As,x

ε,δ )]K − ε ≤ vg(s, x) − vg(t, x) ≤ c

r
(1 − e−rδ) + [1 − P(As,x

ε,δ )]K + ε.

Continuity of s �→ vg(s, x) follows from this and (4.45).

5. Viscosity solution characterization of vg. Propositions 4.5 and 4.6 estab-
lish (3.5). Except for the fact that we have fixed a function g ∈ G that may not satisfy
the fixed point condition vg = g, Proposition 4.5 says further that when c ≤ rK, the
convertible bond pricing problem reduces to the problem of optimal conversion in the
region [0, T ] ×

[
0, K

γ

]
. In particular, (4.20) and (4.21) show that the firm should use

the call strategy ρ∗ = θs,x0 ∧ θs,xK
γ

. Proposition 4.6 shows that when δK ≤ c, the con-

vertible bond pricing problem reduces to the problem of optimal call. In particular,
(4.36) and (4.39) show that the bondholder should use the conversion strategy τ∗ of
(4.38). Note that at maturity, τ∗ mandates conversion if and only if the conversion
value γXs,x

T exceeds the par value L. These are the main assertions of Theorem 3.2.
In this section, we examine the versions of (3.8) and (3.9) appropriate for the

situation with g ∈ G chosen a priori. These equations are

min{Lgv − c, v − γx} = 0,(5.1)

max{Lgv − c, v −K} = 0,(5.2)

where Lg is given by (4.6). The proofs that the value function of the optimal stopping
problem (4.9) satisfies (5.1) and that the value function of problem (4.24) satisfies
(5.2), both in the viscosity sense on (0, T ) ×

(
0, K

γ

)
(see Definition 5.1 below), are

standard and are omitted. Uniqueness of the continuous viscosity solutions of (5.1)
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and (5.2) subject to the boundary conditions (3.6) and (3.7) follows from Lemma 6.1
below; see Remark 6.2.

We refer the reader to [13] and [17] for a detailed development of the theory of
second-order viscosity solutions for Hamilton–Jacobi–Bellman equations and to [34]
for an application of this theory to optimal stopping.

Definition 5.1. Let v be a continuous function defined on (0, T ) ×
(
0, K

γ

)
.

(a) The function v is a viscosity subsolution of (5.1) (respectively, (5.2)) if, for
every point (t0, x0) ∈ (0, T ) ×

(
0, K

γ

)
and for every “test function” h ∈ C1,2

(
(0, T )

×
(
0, K

γ

))
satisfying v ≤ h on (0, T ) ×

(
0, K

γ

)
and v(t0, x0) = h(t0, x0), we have

min{Lgh(t0, x0)−c, h(t0, x0)−γx0} ≤ 0 (respectively, max{Lgh(t0, x0)−c, h(t0, x0)−
K} ≤ 0).

(b) The function v is a viscosity supersolution of (5.1) (respectively, (5.2)) if, for
every point (t0, x0) ∈ (0, T ) ×

(
0, K

γ

)
and for every “test function” h ∈ C1,2

(
(0, T ) ×(

0, K
γ

))
satisfying v ≥ h on (0, T ) ×

(
0, K

γ

)
and v(t0, x0) = h(t0, x0),

we have min{Lgh(t0, x0) − c, h(t0, x0) − γx0} ≥ 0 (respectively, max{Lgh(t0, x0) −
c, h(t0, x0) −K} ≥ 0).

A function v is a viscosity solution of one of these equations if it is both a viscosity
subsolution and a viscosity supersolution.

The pricing function for the convertible bond satisfies a variational inequality, and
the solution of a variational inequality is often the solution to a free boundary problem,
where the “free boundary” divides the region in which an action (conversion or call)
should take place from a region in which no action should occur. We show in section
8 that the bond pricing function does indeed satisfy a free boundary problem, and we
derive properties of the free boundary. To prepare for that analysis, we introduce the
following sets.

In Case I (c ≤ rK) of Proposition 4.5, we define the continuation set

CI
T �

{
(t, x) ∈ (0, T ) ×

(
0,

K

γ

)
: vg(t, x) > γx

}

=

{
(t, x) ∈ (0, T ) ×

(
0,

K

γ

)
: vg(t, x) > ψ̃(t, x)

}
,(5.3)

where ψ̃(t, x) = max{γx, k(t, x)} is defined in Step 2 of the proof of Proposition 4.5.

Because k satisfies (4.15), vg(t, x) > γx if and only if vg(t, x) > ψ̃(t, x). Because vg
and ψ̃ are continuous, CI

T is open. Define the stopping set

SI
T �

{
(t, x) ∈ [0, T ] ×

[
0,

K

γ

]
: vg(t, x) = ψ(t, x)

}

=

{
(t, x) ∈ [0, T ] ×

[
0,

K

γ

]
: vg(t, x) = ψ̃(t, x)

}
.

The equality is justified by the same argument that justified the equality in (5.3)

and the additional observation that ψ(T, ·) = ψ̃(T, ·). The set SI
T is closed. Under

the Case I assumption, vg is a viscosity solution of (5.1), which is equivalent to the
following three conditions:

(i) vg ≥ γx on [0, T ] ×
[
0, K

γ

]
,

(ii) vg is a viscosity supersolution of Lgv − c = 0 on (0, T ) ×
(
0, K

γ

)
, and
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(iii) vg is a viscosity solution of Lgv − c = 0 on CI
T .

In Case II (δK ≤ c) of Proposition 4.6, we define the continuation set

CII
T �

{
(t, x) ∈ (0, T ) ×

(
0,

K

γ

)
: vg(t, x) < K

}

=

{
(t, x) ∈ (0, T ) ×

(
0,

K

γ

)
: vg(t, x) < ϕ̃(t, x)

}
,(5.4)

where ϕ̃ = ϕ∧ k is defined in Step 2 of the proof of Proposition 4.6, and the equality
in (5.4) is justified by (4.47). The set CII

T is open. Define the stopping set

SII
T �

{
(t, x) ∈ [0, T ] ×

[
0,

K

γ

]
: vg(t, x) = ϕ(t, x)

}

=

{
(t, x) ∈ [0, T ] ×

[
0,

K

γ

]
: vg(t, x) = ϕ̃(t, x)

}
.

The equality is justified by the argument that justified (5.4) and the additional obser-
vations that ϕ(T, ·) = ϕ̃(T, ·). The set SII

T is closed. Under the Case II assumption,
vg is a viscosity solution of (5.2), which is equivalent to the following conditions:

(iv) vg ≤ K on [0, T ] ×
[
0, K

γ

]
,

(v) vg is a viscosity subsolution of Lgv − c = 0 on (0, T ) ×
(
0, K

γ

)
, and

(vi) vg is a viscosity solution of Lgv − c = 0 on CII
T .

Remark 5.2. In the overlapping case, δK ≤ c ≤ rK, we have from Proposition 4.7
that CI

T = CII
T = (0, T ) × (0, K

γ ) and vg is a viscosity solution of Lgu− c = 0 on this
set. Remark 4.4 applies in the overlapping case, which is why we require Lgvg − c = 0
to hold only in the viscosity sense.

6. Proof of Theorem 3.1. In this section we prove Theorem 3.1 and also prove
that the continuous viscosity solutions of (5.1) and (5.2) with boundary conditions
(3.6) and (3.7) are unique. In light of Propositions 4.5 and 4.6 and the discussion of
section 5, this provides the final step in the proof of Theorem 3.2.

For ε ∈
[
0, K

γ

)
, we define the sets

Dε � [0, T ] ×
[
ε,
K

γ

]
, D̃ε � [0, T ] ×

[
log ε, log

K

γ

]
,

their parabolic boundaries

∂pDε �
(

[0, T ] ×
{
ε,
K

γ

})
∪
(
{T} ×

(
ε,
K

γ

))

∂pD̃ε �
(

[0, T ] ×
{

log ε, log
K

γ

})
∪
(
{T} ×

(
log ε, log

K

γ

))
,

and their topological boundaries

∂Dε � ∂pDε ∪
(
{0} ×

(
ε,
K

γ

))
, ∂D̃ε � ∂pD̃ε ∪

(
{0} ×

(
log ε, log

K

γ

))
.

In the above definitions, we use the convention log 0 = −∞, so D̃0, ∂pD̃0, and ∂D̃0

are subsets of the extended real numbers. The following comparison lemma is a
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modification of Theorem 8.2 of [13], differing by the fact that the functions u and v
satisfy different equations rather than the same equation.

Lemma 6.1 (comparison). Let f, g in C(D0) be given. Let u, v ∈ C(D0) be
respective viscosity sub- and supersolutions on D0 \ ∂D0 of the equations

min{Lfu− c, u− γx} = 0,(6.1)

min{Lgv − c, v − γx} = 0.(6.2)

Alternatively, let u, v be respective viscosity sub- and supersolutions of the equations

max{Lfu− c, u−K} = 0,(6.3)

max{Lgv − c, v −K} = 0.(6.4)

Assume further that one of the functions u or v (let us say u) satisfies

0 ≤ u(t, y) − u(t, x) ≤ y − x for (t, x), (t, y) ∈ D0.(6.5)

Then for every λ ≥ 0, we have

max
(t,x)∈D0

eλt
(
u(t, x) − v(t, x)

)+
≤ max

{
δ

r + λ
max

(t,x)∈D0

eλt
(
f(t, x) − g(t, x)

)+
, max
(t,x)∈∂pD0

eλt
(
u(t, x) − v(t, x)

)+}
.(6.6)

Proof. We provide the proof under the assumptions that u is a subsolution of (6.1)
and v is a supersolution of (6.2). Because f , g, u, and v are continuous, it suffices to
prove

max
(t,x)∈Dε

eλt
(
u(t, x) − v(t, x)

)+
≤ max

{
δ

r + λ
max

(t,x)∈Dε

eλt
(
f(t, x) − g(t, x)

)+
, max
(t,x)∈∂pDε

eλt
(
u(t, x) − v(t, x)

)+}

for every ε ∈
(
0, K

γ

)
. To do this, we define ũ(t, ξ) � eλtu

(
t, eξ
)
, ṽ(t, ξ) � eλtv

(
t, eξ
)
,

f̃(t, ξ) � eλtf
(
t, eξ
)
, and g̃(t, ξ) � eλtg

(
t, eξ
)
. In terms of these functions, we need to

prove that for every ε ∈
(
0, K

γ

)
,

max
(t,ξ)∈D̃ε

(
ũ(t, ξ) − ṽ(t, ξ)

)+

≤ max

{
δ

r + λ
max

(t,ξ)∈D̃ε

(
f̃(t, ξ) − g̃(t, ξ)

)+
, max
(t,ξ)∈∂pD̃ε

(
ũ(t, ξ) − v(t, ξ)

)+}
.(6.7)

For η > 0, we define ũη(t, ξ) � ũ(t, ξ) − η
t , so that limt↓0 ũ

η(t, ξ) = −∞ uniformly in

ξ. We will show for all ε ∈
(
0, K

γ

)
that

max
(t,ξ)∈D̃ε

(
ũη(t, ξ) − ṽ(t, ξ)

)+

≤ max

{
δ

r + λ
max

(t,ξ)∈D̃ε

(
f̃(t, ξ) − g̃(t, ξ)

)+
, max
(t,ξ)∈∂pD̃ε

(
ũη(t, ξ) − v(t, ξ)

)+}
.(6.8)
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We can then let η ↓ 0 in (6.8) to obtain (6.7) and conclude the proof.
The change of variable transforms (6.1) and (6.2) into

min

{
− ũt + (r + λ)ũ−

(
r − δ − 1

2
σ2

)
ũξ − δe−λt−ξ f̃(t, ξ)ũξ + ce−ξũξ

−1

2
σ2ũξξ − eλtc, ũ− γeλt+ξ

}
= 0,

min

{
−ṽt + (r + λ)ṽ −

(
r − δ − 1

2
σ2

)
ṽξ − δe−λt−ξ g̃(t, ξ)ṽξ + ce−ξ ṽξ

−1

2
σ2ṽξξ − eλtc, ṽ − γeλt+ξ

}
= 0.

On the set

C̃ũ �
{
(t, ξ) ∈ D̃0 \ ∂D̃0 : ũ(t, ξ) > γeλt+ξ

}
,

the function ũ is a viscosity subsolution of

−ũt + (r + λ)ũ−
(
r − δ − 1

2
σ2

)
ũξ −

1

2
σ2ũξξ − eλtc = δe−λt−ξ f̃(t, ξ)ũξ − ce−ξũξ,

(6.9)

and so for η > 0, the function ũη is also a viscosity subsolution of this equation on
C̃ũ. On D̃0 \ ∂D̃0, ṽ(t, ξ) ≥ γeλt+ξ, and ṽ is a viscosity supersolution of

−ṽt + (r + λ)ṽ −
(
r − δ − 1

2
σ2

)
ṽξ −

1

2
σ2ṽξξ − eλtc = δe−λt−ξ g̃(t, ξ)ṽξ − ce−ξ ṽξ.

(6.10)

Let us assume that (6.8) is violated for some η > 0 and ε ∈
(
0, K

γ

)
. This means

that

max
(t,x)∈D̃ε

(
ũη(t, ξ) − ṽ(t, ξ)

)+
>

δ

r + λ
max

(t,ξ)∈D̃ε

(
f̃(t, ξ) − g̃(t, ξ)

)+
.(6.11)

Let α > 0 be given, and set

Mα � max
(t,ξ),(t,ζ)∈D̃ε

(
ũη(t, ξ) − ṽ(t, ζ) − α

2
|ξ − ζ|2

)
.

The maximum is attained at some point (tα, ξα, ζα). According to a slight variant of
Lemma 3.1 of [13],

lim
α→∞

α|ξα − ζα|2 = 0 and lim
α→∞

Mα = max
(t,ξ)∈D̃ε

(
ũη(t, ξ) − ṽ(t, ξ)

)
.(6.12)

Violation of (6.8) implies that for large α, the points (tα, ξα) and (tα, ζα) are bounded

away from the parabolic boundary ∂pD̃ε. Furthermore, because limt↓0 ũ
η(t, ξ) = −∞,

these points are bounded away from the topological boundary ∂D̃ε as well.
There are two cases to consider. In the first case, (tα, ξα) /∈ C̃ũ, and so ũη(tα, ξα) =

γeλtα+ξα − η
tα

≤ γeλtα+ξα . We have

Mα ≤ ũη(tα, ξα) − ṽ(tα, ζα) ≤ γeλtα
(
eξα − eζα

)
.(6.13)
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In the other case, (tα, ξα) is in C̃ũ. Because ũη is a subsolution of (6.9) in a
neighborhood of (tα, ξα), ṽ is a supersolution of (6.10) in a neighborhood of (tα, ζα),

and these points are bounded away from ∂D̃ε, condition (8.5) of Theorem 8.3 of [13]
is satisfied (our time variable is reversed from that of [13]). That theorem with ε = 1

α
implies the existence of numbers b, X, and Y such that X ≤ Y and1

(b, α(ξα − ζα), X) ∈ P2,+
ũη(tα, ξα) and (b, α(ξα − ζα), Y ) ∈ P2,−

ṽ(tα, ζα)

(see the use of Theorem 8.3 on page 50 in [13]; see also page 17). Note that (tα, ξα)

and (tα, ζα) are in the open set D̃ε \ ∂D̃ε. Moreover, they provide terms that can
replace the time derivative, the spatial derivative, and the second spatial derivative
in the subsolution and supersolution inequalities for (6.9) and (6.10):

−b + (r + λ)ũη(tα, ξα) −
(
r − δ − 1

2
σ2

)
α(ξα − ζα) − 1

2
σ2X − eλtαc

≤ δe−λtα−ξα f̃(tα, ξα)α(ξα − ζα) − ce−ξαα(ξα − ζα),(6.14)

−b + (r + λ)ṽ(tα, ζα) −
(
r − δ − 1

2
σ2

)
α(ξα − ζα) − 1

2
σ2Y − eλtαc

≥ δe−λtα−ζα g̃(tα, ζα)α(ξα − ζα) − ce−ζαα(ξα − ζα).(6.15)

Subtracting (6.15) from (6.14) and using supξ,ζ≥log ε,ξ �=ζ

∣∣∣ e−ξ−e−ζ

ξ−ζ

∣∣∣ = 1
ε , we obtain

Mα ≤ ũη(tα, ξα) − ṽ(tα, ζα)

≤ δ

r + λ
e−λtα−ξα

(
f̃(tα, ξα) − g̃(tα, ζα)

)
α(ξα − ζα)

+
δ

ε(r + λ)
e−λtα |g̃(tα, ζα)|α(ξα − ζα)2 +

c

ε(r + λ)
α(ξα − ζα)2.(6.16)

But also, (6.5) implies, at least formally, that 0 ≤ ux(t, x) ≤ 1, or equivalently,
0 ≤ ũξ(t, ξ) ≤ eλt+ξ. Of course ux and ũξ may not exist, but (6.5) implies that
α(ξα− ζα), the surrogate for ũξ(tα, ξα), must satisfy 0 ≤ α(ξα− ζα) ≤ eλtα+ξα . Using
this inequality in (6.16), we obtain

Mα ≤ δ

r + λ

(
f̃(tα, ξα) − g̃(tα, ζα)

)
+ O

(
α(ξα − ζα)2

)
=

δ

r + λ

(
f̃(tα, ξα) − g̃(tα, ξα)

)
+

δ

r + λ

(
g̃(tα, ξα) − g̃(tα, ζα)

)
+O
(
α(ξα − ζα)2

)
≤ δ

r + λ
max

(t,ξ)∈D̃ε

(
f̃(t, ξ) − g̃(t, ξ)

)+
+

δ

r + λ

(
g̃(tα, ξα) − g̃(tα, ζα)

)
+O
(
(ξα − ζα)2

)
.(6.17)

1Following [13], for a real-valued function u defined on a domain D ⊂ R
2 and for (t, ξ)

in the interior of D, we set P2,+u(t, ξ) � {(b, α,X) ∈ R
3 : u(s, y) ≤ u(t, ξ) + b(s − t) +

α(y − ξ) + 1
2
X(y − ξ)2 + o(s − t) + o((y − x)2) as (s, y) → (t, ξ)} and define P2,−u(t, ξ)

analogously to P2,+ but with the inequality in the definition reversed. We next define

P2,±
u(t, ξ) � {(b, α,X) ∈ R

3 : there exists (tn, ξn, bn, αn, Xn) ∈ D × R
3 such that (bn, αn, Xn) ∈

P2,±u(tn, ξn) and (tn, ξn, u(tn, ξn), bn, αn, Xn) → (t, ξ, u(t, ξ), b, α,X)}.
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Letting α → ∞ in (6.13) and (6.17), using (6.12), and using the uniform continuity

of g̃ on D̃ε, we contradict (6.11).
Proof of Theorem 3.1. Set λ � δ + 1 and endow G with the metric

d(f, g) � max
(t,x)∈D0

eλt|f(t, x) − g(t, x)| for all f, g ∈ G.(6.18)

Under this metric, G is complete. Let f, g ∈ G be given, and define u = T f and
v = T g. According to subsection 4.5, u and v are in G. In particular, (6.5) is
satisfied. We apply Lemma 6.1, noting that u and v are viscosity solutions of (6.1)
and (6.2), respectively, or viscosity solutions of (6.3) and (6.4), respectively, and they
agree on ∂pD0, to conclude that

d(u, v) ≤ δ

r + λ
max

(t,x)∈D0

eλt
(
f(t, x) − g(t, x)

)+
.

Reversing the roles of f and g, we obtain the contraction property for T .
Remark 6.2. Uniqueness of the continuous viscosity solution of (6.1) or (6.3) with

boundary conditions (3.6) and (3.7) follows from Lemma 6.1 with f = g.

7. Asymptotic behavior. We relate the problem of this paper to the perpetual
convertible bond. To do this, we reverse time, denoting by uL(t, x) the price of the
bond for fixed par value L ∈ [0,K] when the time to maturity is t and the firm value
is x. This section requires standing assumption (2.6). We have the following variation
of Lemma 6.1.

Lemma 7.1. Fix T > 0 and let g1 and g2 in C
(
[0, T ] ×

[
0, K

γ

])
be a viscosity

subsolution and a viscosity supersolution, respectively, of

min{gt + N g − c, g − γx} = 0 on (0, T ) ×
(

0,
K

γ

)
(7.1)

or a viscosity subsolution and viscosity supersolution, respectively, of

max{gt + N g − c, g −K} = 0 on (0, T ) ×
(

0,
K

γ

)
,(7.2)

where N is the nonlinear operator

N g(t, x) � rg(t, x) − (rx− c)gx(t, x)

+δ
(
x− g(t, x)

)
gx(t, x) − 1

2
σ2x2gxx(t, x).

Assume that either g1 or g2 satisfies (3.2). If g1(0, ·) ≤ g2(0, ·) and

g1(t, 0) ≤ g2(t, 0), g1

(
t,
K

γ

)
≤ g2

(
t,
K

γ

)
, 0 ≤ t ≤ T,(7.3)

then g1 ≤ g2. In particular, if g1 and g2 are viscosity solutions of (7.1) or (7.2),
g1(0, ·) = g2(0, ·), and equality holds in both parts of (7.3), then g1 = g2.

Proof. Apply the time-reversed version of Lemma 6.1 with λ = 0, u = f = g1,
and v = g = g2 to conclude that

max
(t,x)∈[0,T ]×[0,Kγ ]

(
g1(t, x) − g2(t, x)

)+ ≤ δ

r
max

(t,x)∈[0,T ]×[0,Kγ ]

(
g1(t, x) − g2(t, x)

)+
.
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Since δ < r, we have g1 ≤ g2.
Regardless of the initial time to maturity, as a function of the firm value and

remaining time to maturity, the convertible bond price must satisfy one (or both) of
(7.1) and (7.2), depending on whether c ≤ rK or δK ≤ c. The uniqueness assertion in
Lemma 7.1 guarantees that while the bond price does depend on the time to maturity,
it does not depend on the time when the bond was issued, or equivalently, it does not
depend on the initial time to maturity.

A perpetual convertible bond never matures, and hence the time variable and the
par value are irrelevant. Its price p(x) is a function of the underlying firm value alone.
The following result is proved in [36].

Theorem 7.2. The perpetual convertible bond price function p is continuous
on [0,∞), continuously differentiable on

(
0, K

γ

)
, and satisfies 0 ≤ p′(x) ≤ 1 for

0 < x < K
γ and p(x) = γx for x ≥ K

γ .

If c ≤ rK, then p, regarded as a function of (t, x) with pt = 0, is a continuous
viscosity solution of (7.1) satisfying

p(0) = 0, p

(
K

γ

)
= K.(7.4)

Furthermore, there exists C∗
o ∈

(
0, K

γ

]
such that p restricted to (0, C∗

o ) is strictly

greater than γx and is a classical solution of Np = c, whereas p(x) = γx for x ≥ C∗
o .

If δK ≤ c, then p is a continuous viscosity solution of (7.2) satisfying (7.4).
Furthermore, there exists C∗

a ∈
(
0, K

γ

]
such that p restricted to (0, C∗

a) is strictly less

than K and is a classical solution of Np = c, whereas p(x) = K for C∗
a ≤ x ≤ K

γ .

Uniqueness of p in [36] is proved only in the class of functions that are smooth in
the continuation region, not within the class of all continuous functions. We upgrade
the uniqueness result to the larger class here.

Lemma 7.3. Let p be the perpetual convertible bond price function. If c ≤ rK,
then p is the unique viscosity solution of (7.1) on

(
0, K

γ

)
that is continuous on

[
0, K

γ

]
and satisfies (7.4). If δK ≤ c, then p is the unique viscosity solution of (7.2) on

(
0, K

γ

)
that is continuous on

[
0, K

γ

]
and satisfies (7.4).

Proof. We provide the proof for the case c ≤ rK. In the second case, δK ≤ c, a
similar proof is possible.

Let q ∈ C
[
0, K

γ

]
be a viscosity solution of (7.1) on

(
0, K

γ

)
satisfying (7.4). Assume

max
x∈[0,Kγ ]

(
p(x) − q(x)

)
= p(x0) − q(x0) > 0.(7.5)

Then x0 ∈
(
0, K

γ

)
and p(x0) > q(x0) ≥ γx0, so x0 ∈ (0, C∗

o ). Because p is twice

continuously differentiable in (0, C∗
o ), we can use p + q(x0) − p(x0) as a test function

for the viscosity supersolution q to obtain

rq(x0) − (rx0 − c)p′(x0) + δ
(
x0 − q(x0)

)
p′(x0) −

1

2
σ2x2

0p
′′(x0) ≥ c.

But p satisfies Np(x0) = c, so

rp(x0) − (rx0 − c)p′(x0) + δ
(
x0 − p(x0)

)
p′(x0) −

1

2
σ2x2

0p
′′(x0) = c.

Subtracting these relations, we obtain

r
(
p(x0) − q(x0)

)
≤ δ
(
p(x0) − q(x0)

)
p′(x0).
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But 0 ≤ p′(x0) ≤ 1 and 0 ≤ δ < r, so we have a contradiction to (7.5).
Assume on the other hand that

max
x∈[0,Kγ ]

(
q(x) − p(x)

)
= q(x0) − p(x0) > 0.(7.6)

Then x0 ∈
(
0, K

γ

)
and q(x0) > p(x0) ≥ γx0. We have q ≤ p + q(x0) − p(x0), and if

x0 �= C∗
o , so that p is twice continuously differentiable in a neighborhood of x0, we

can use p + q(x0) − p(x0) as a test function for the viscosity subsolution q to obtain

rq(x0) − (rx0 − c)p′(x0) + δ
(
x0 − q(x0))p

′(x0) −
1

2
σ2x2

0p
′′(x0) ≤ c.(7.7)

But Np(x0) ≥ c means that

rp(x0) − (rx0 − c)p′(x0) + δ
(
x0 − p(x0))p

′(x0) −
1

2
σ2x2

0p
′′(x0) ≥ c.(7.8)

Subtracting these relations, we obtain

r
(
q(x0) − p(x0)

)
≤ δ
(
q(x0) − p(x0)

)
p′(x0),(7.9)

and we conclude as before.
The only other possibility is that (7.6) holds and x0 = C∗

o ∈
(
0, K

γ

)
. According to

Theorem 7.2, p′ is defined on
(
0, K

γ

)
, and using the equations Np = c to the left of C∗

o

and p(x) = γx to the right of x0, we see that the left- and right-hand second derivatives
p′′(x0−) and p′′(x0+) = 0 exist. Furthermore, p(x) − γx attains its minimum value
of 0 at x0, so p′′(x0−) ≥ 0. We need only rule out the case p′′(x0−) > 0, for in the
event p′′(x0−) = 0, the function p is twice continuously differentiable at x0 and we
can use p + q(x0) − p(x0) as a test function as above.

Suppose p′′(x0−) > 0 = p′′(x0+). Let p be the solution in
(
0, K

γ

]
of the ordinary

differential equation Np = c satisfying p(x0) = γx0 and p′(x0) = γ. On (0, x0], p
is a solution to this terminal value problem and hence agrees with p. In particular,
p′′(x0) = p′′(x0−) > 0, and this implies p(x) > γx = p(x) for x in some interval
(x0, x0+ε), where ε > 0. The function q−p attains a local maximum at x0 because q−p
does, and we can use p+ q(x0)− p(x0) as a test function for the viscosity subsolution
q as above. This leads to (7.7), with p′′(x0−) replacing p′′(x0). Inequality (7.8) holds
for all x ∈ (0, x0), and letting x ↑ x0, we obtain (7.8), with p′′(x0−) replacing p′′(x0)
as well. This implies (7.9), and (7.6) is contradicted.

Proof of Theorem 3.6. The terminal condition (3.6), with time reversed, states
that for 0 ≤ L ≤ K, we have

γx = u0(0, x) ≤ uL(0, x) ≤ uK(0, x) = x ∧K, 0 ≤ x ≤ K

γ
.

The functions u0, uL, and uK are continuous viscosity solutions of (7.1) or (7.2),
depending on whether c ≤ rK or δK ≤ c. Lemma 7.1 and the membership of u0 and
uK in G (see, in particular, (3.3)) imply that for 0 ≤ L ≤ K,

γx ≤ u0(t, x) ≤ uL(t, x) ≤ uK(t, x) ≤ x ∧K, t ≥ 0, 0 ≤ x ≤ K

γ
.(7.10)

For 0 ≤ t1 ≤ t2, we have u0(0, ·) = γx ≤ u0(t2 − t1, ·), and we can apply Lemma 7.1
with g1(0, ·) = u0(0, ·) and g2(0, ·) = u0(t2− t1, ·) to conclude that u0(t1, ·) ≤ u0(t2, ·).
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In other words, u0(t, x) is nondecreasing in t for each fixed x. On the other hand,
uK(0, x) = x ∧K ≥ uK(t2 − t1, x), and this leads to the conclusion that uK(t, x) is
nonincreasing in t for each fixed x. Both u0(t, ·) and uK(t, ·) are Lipschitz continuous
with constant 1, and the Arzela–Ascoli theorem implies that they converge uniformly
on
[
0, K

γ

]
to Lipschitz continuous limits u−(·) and u+(·), respectively, as t → ∞.

Uniform convergence preserves the viscosity solution property (see [13]), and so u−
and u+ are also continuous viscosity solutions of either (7.1) or (7.2). Lemma 7.3
implies u− = p = u+. Relation (7.10) then implies limt→∞ uL(t, x) = p(x) for all
x ∈

[
0, K

γ

]
, and the convergence is uniform in x. Of course, for x ≥ K

γ , uL(t, x) = p(x)
= γx.

Remark 7.4. The proof of Theorem 3.6 shows that for all t ≥ 0,

u0(t, x) ≤ lim
s→∞

u0(s, x) = p(x) = lim
s→∞

uK(s, x) ≤ uK(t, x)(7.11)

and the convergence is uniform in x ∈
(
0, K

γ

)
.

8. Continuation and stopping sets. We continue with the time reversal in-
troduced in section 7, denoting by uL(t, x) the price of the convertible bond when
time to maturity is t and the underlying firm value is x. Following section 5, in Case
I (c ≤ rK) of Proposition 4.5, we define

CI
L �

{
(t, x) ∈ (0,∞) ×

(
0,

K

γ

)
: uL(t, x) > γx

}
,(8.1)

SI
L �

{
(t, x) ∈ (0,∞) ×

(
0,

K

γ

]
: uL(t, x) = γx

}
.(8.2)

In Case II (δK ≤ c) of Proposition 4.6, we define

CII
L �

{
(t, x) ∈ (0,∞) ×

(
0,

K

γ

)
: uL(t, x) < K

}
,(8.3)

SII
L �

{
(t, x) ∈ (0,∞) ×

(
0,

K

γ

]
: uL(t, x) = K

}
.(8.4)

To relate (8.4) to the definition of SII
T in section 5, recall (4.47). The present section

provides some information about the nature of the sets in (8.1)–(8.4).
Lemma 8.1. For all t ≥ 0, the mapping x �→ 1

xuL(t, x) is nonincreasing.

Proof. We rescale uL. Let � > 0 be given and define u : [0,∞)×
[
0, �K

γ

]
→ [0,∞)

by u(t, x) � �u
(
t, x

�

)
. Because we have formally that 0 ≤ ux(t, x) ≤ 1, we also have

formally that 0 ≤ ux(t, x) ≤ 1. Furthermore,

ut(t, x) + Nu(t, x) = �
[
ut

(
t,
x

�

)
+ Nu

(
t,
x

�

)]
+ c(1 − �)ux(t, x).(8.5)

In Case I (c ≤ rK) we let 0 < a < b < K
γ be given and set � = b

a > 1. Because

ut + Nu ≥ c, (8.5) implies

ut(t, x) + Nu(t, x) ≥ �c + c(1 − �)ux(t, x) ≥ c.(8.6)

In other words, u(t, x) is a viscosity supersolution of ut +Nu ≥ c on (0,∞)×
(
0, �K

γ

)
.

But also, u(t, x) ≥ γx for 0 ≤ x ≤ �K
γ because u(t, x) ≥ γx for 0 ≤ x ≤ K

γ . It
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follows that for every T > 0, u is defined and continuous on [0, T ] ×
[
0, K

γ

]
and is

a supersolution of (7.1). Furthermore, u(0, ·) ≥ u(0, ·), u(t, 0) = u(t, 0) = 0, and
u
(
t, K

γ

)
≥ K = u

(
t, K

γ

)
. Lemma 7.1 implies u ≥ u on [0, T ] ×

[
0, K

γ

]
for every T > 0.

In particular, b
au(t, a) = u(t, b) ≥ u(t, b), which yields the desired result.

In Case II (δK ≤ c) we again let 0 < a < b < K
γ be given, but now set � = a

b < 1.

In this case, ut + Nu ≤ c and both inequalities in (8.6) are reversed. But also,
u ≤ �K ≤ K. It follow that u is a subsolution of (7.2), but it is defined only on the
set [0,∞)×

[
0, �K

γ

]
⊂ [0,∞)×

[
0, K

γ

]
. However, on the upper boundary [0,∞)×

{
�K
γ

}
of this set, u = �K and u

(
t, �K

γ

)
≥ �K. The function u(0, ·) also dominates u(0, ·). We

fix an arbitrary T > 0 and apply Lemma 7.1 on the smaller domain [0, T ] ×
[
0, �K

γ

]
(just take γ in Lemma 7.1 to be γ

� ) to conclude that u ≤ u on this domain. In
particular, u(t, a) ≥ u(t, a) = a

bu(t, b), which yields the desired result.
In Case I, we define the free boundary

cL(t) � inf

{
x ∈

(
0,

K

γ

]
: uL(t, x) = γx

}
, t > 0,(8.7)

and in Case II, we define the free boundary

dL(t) � inf

{
x ∈

(
0,

K

γ

]
: uL(t, x) = K

}
, t > 0.(8.8)

In the overlapping case δK ≤ c ≤ rK, Remark 5.2 says that cL(t) = dL(t) = K
γ for

all t > 0. We see in Remark 8.4 below that cL(t) and dL(t) are positive, so inf could
be replaced by min in (8.7) and (8.8).

Remark 8.2. Because uL(t, x) is nondecreasing in L, we have SI
K ⊂ SI

L ⊂ SI
0 in

Case I and SII
0 ⊂ SII

L ⊂ SII
K in Case II. This implies that cL(t) is nondecreasing in L

in Case I and dL(t) is nonincreasing in L in Case II. In the proof of Theorem 3.6 at the
end of section 7, we saw u0(t, x) is nondecreasing in t and uK(t, x) is nonincreasing in
t. This implies in Case I that c0(t) is nondecreasing and cK(t) is nonincreasing, while
in Case II, d0(t) is nonincreasing and dK(t) is nondecreasing.

The following theorem asserts that the continuation set and stopping set are
divided by the free boundary cL(·) in Case I and dL(·) in Case II.

Theorem 8.3. In Case I (c ≤ rK) we have

SI
L =

{
(t, x) ∈ (0,∞) ×

(
0,

K

γ

]
: cL(t) ≤ x ≤ K

γ

}
.

In Case II (δK ≤ c) we have

SII
L =

{
(t, x) ∈ (0,∞) ×

(
0,

K

γ

]
: dL(t) ≤ x ≤ K

γ

}
.

Proof. In Case I, we must show that if uL(t, x) = γx for some x ∈
(
0, K

γ

)
, then

uL(t, y) = γy for all y ∈
[
x, K

γ

]
. This follows immediately from Lemma 8.1. In Case

II, the result follows from the nondecrease in x of uL(t, x).
Remark 8.4. Consider Case I. If (t0, x0) ∈ SI

L, then uL(t0, x0) = γx0. Because uL

is a viscosity solution of min{ut + Nu − c, u − γx} = 0, we may use h(x) = γx as a
“test function” at the point (t0, x0) for the viscosity supersolution property to obtain
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Nh(x0) ≥ c, or equivalently, x0 ≥ c
δγ . It follows that min

{
K
γ ,

c
δγ

}
≤ cL(t) ≤ K

γ for

every t > 0. In Case II, we have K = uL(t, dL(t)) ≤ dL(t) ≤ K
γ .

Theorem 8.5. Let C∗
o and C∗

a be as in Theorem 7.2. In Case I, we have
limt→∞ cL(t) = C∗

o . In Case II, we have limt→∞ dL(t) = C∗
a .

Proof. In light of Remark 8.2, it suffices to prove the theorem for the limiting
cases L = 0 and L = K

γ . We treat Case I only.
Since c0 is nondecreasing and cK is nonincreasing, these functions have limits

c0(∞), and cK(∞) in
(
0, K

γ

]
as t → ∞, and we must show c0(∞) = C∗

o = cK(∞).

Because C∗
o = min

{
x ∈

(
0, K

γ

]
: p(x) = γx

}
, we have from the first inequality in

(7.11) that c0(t) ≤ C∗
o and hence c0(∞) ≤ C∗

o . But u0(t, c0(t)) = γc0(t) and u0(t, ·)
converges uniformly to p(·), so c0(∞) ≥ C∗

o .
Using the second inequality in (7.11), we obtain cK(t) ≥ C∗

o , and hence cK(∞) ≥
C∗

o . Assume C∗
o < cK(∞) ≤ K

γ . Because cK(·) is nonincreasing, uK is a viscosity

solution of ut + Nu = c on (0,∞) × (0, cK(∞)). Hence the limit p(·) is a viscosity
solution of this equation on (0, cK(∞)). But p(x) = γx for x ∈ (C∗

o , cK(∞)), and this
does not satisfy Np = c. This contradiction implies cK(∞) = C∗

0 .
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MULTIPLICATIVE NOISE BASED ON BALANCING∗
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Abstract. This paper investigates the problem of model reduction based on balancing for
uncertain discrete-time systems with multiplicative noise. Such systems can be considered as linear
systems with both deterministic and stochastic uncertainties. Two linear matrix inequalities (LMIs)
are proposed to find the balancing transformation, through which the original uncertain model with
multiplicative noise is balanced. The reduced order model with the same structure as that of the
original one is obtained by truncating the balanced model. An upper bound of the model reduction
error is guaranteed. Based on the derived model reduction error bound, an optimization problem is
suggested so that the solutions of the LMIs can be uniquely found and the model reduction error is
ensured to be small.
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truncation, model reduction, uncertain systems
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1. Introduction. Stochastic systems have received much attention since stochas-
tic modeling has come to play an important role in many branches of science and
engineering applications. One particular kind of stochastic model includes linear
models whose parameter uncertainties are modeled as white noise processes in a lin-
ear setting, or simply, multiplicative noise. This kind of stochastic model uncertainty
comes from dynamics driven by noise signals and uncertainties due to fast parame-
ter variations. Linear systems with multiplicative noise have been widely studied in
[2, 3, 5, 10, 18, 23], just to name a few, and have applications in many areas such
as nuclear fission and heat transfer, population models, and immunology and gain
scheduling (see [5] and the references therein). Other commonly studied uncertainties
in the literature, which are deterministic in nature, result from unmodelled dynamics,
modelling and linearization errors, and slow parameter deviations. Different kinds of
descriptions have been introduced to account for deterministic uncertainties, such as
norm-bounded uncertainties, polytopic uncertainties [2], and linear fractional transfor-
mation uncertainties [1]. As a result of the existence of the aforementioned stochastic
uncertainties and deterministic uncertainties, in recent years, systems with both de-
terministic and stochastic uncertainties have drawn much attention. They were first
studied in [9], and later they have been widely investigated, e.g., in [4, 17, 23] for the
discrete-time case and [10, 12, 14, 18, 19, 20, 22] for the continuous-time case, with a
variety of deterministic uncertainties.

Model reduction has also been an active topic for several decades. It is well known
that a fundamental problem in system theory concerns the construction of mathemat-
ical models for physical processes. To describe such processes accurately, high order
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finite dimensional models may be obtained through standard modeling procedures.
These models may be unnecessarily complicated as far as representing the physical
systems is concerned. Given a high order model, a logical way to take is therefore to
look for possible simplified model descriptions. As far as deterministic linear models
are concerned, model reduction has been well studied, and various efficient model
reduction methods have been proposed based on different model reduction criteria.
One of the most powerful methods for deterministic linear systems is model reduction
based on balancing. Such work can be seen in [6, 11, 15, 16] for nominal linear systems
and [1, 7, 8] for linear systems with deterministic uncertainties.

In spite of the wide study of control of stochastic systems and model reduction of
deterministic systems, there are only a few pieces of work in the literature contributing
to the model reduction of stochastic systems. The H∞ model reduction for linear sys-
tems with only stochastic uncertainties (multiplicative noise) was investigated in [21],
and the model reduction based on balancing still remains open for linear systems with
multiplicative noise. Furthermore, the model reduction for linear systems with both
deterministic and stochastic uncertainties has never been studied. In this paper, we
consider the model reduction problem based on balancing for uncertain linear systems
with multiplicative noise. It is assumed that the systems to be considered consist of
norm-bounded time-varying deterministic uncertainties and stochastic uncertainties,
namely, multiplicative noise. By solving two linear matrix inequalities (LMIs), two
positive matrices are obtained. By balancing these two positive matrices, the uncer-
tain model with multiplicative noise is balanced, and the reduced order model can be
derived by truncating the balanced model. It is shown that the model reduction error
between the original and truncated models is bounded. Numerical examples show the
efficiency of the proposed model reduction method.

2. Preliminaries. Consider the following discrete-time system with norm-bounded
time-varying uncertainties and multiplicative noise:

S :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x(k + 1) = A(k)x(k) + B(k)u(k) +
L∑

i=1

(Aix(k) + Biu(k))pi(k),

y(k) = C(k)x(k) + D(k)u(k) +

L∑
i=1

(Cix(k) + Diu(k))pi(k),

where x(k) ∈ Rn is the state, u(k) ∈ Rnu is the control input, y(k) ∈ Rny is the
output, the initial state is x0, and p(0), p(1), . . . , p(L) are independent, identically
distributed random variable sequences on a probability space (Ω,F ,P) satisfying

E {p(k)} = 0, E
{
p(k)p(k)T

}
= Σ = diag(σ2

1, . . . , σ
2
L)(1)

with E {·} denoting the expectation operator and

p(k) =
[
p1(k) p2(k) · · · pL(k)

]T
.

Denote N = {0, 1, 2, . . .}. Let Fk be the σ-algebras generated by (p(k))k∈N. We denote
by l2(Ω, Rk) the space of square-summable Rk-valued vector functions on (Ω,F ,P)
and by le2([0,∞);Rk) the space of k-dimensional nonanticipatory square-summable
stochastic processes f(·) = (f(k))k∈N on N with respect to Fk satisfying

‖f‖2
e2

= E
{∑

k∈N

|f(k)|2
}

=
∑
k∈N

E
{
|f(k)|2

}
< ∞.
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We assume that u(k) belongs to le2([0,∞);Rnu) and is Fk−1 measurable for all
k ∈ N, and x0 is independent of the random process p. Ai, Bi, Ci, Di (i = 1, . . . , L)
are constant matrices with appropriate dimensions, and A(k), B(k), C(k), D(k) are
time-varying matrices with norm-bounded uncertainties, which are given by[

A(k) B(k)
C(k) D(k)

]
=

[
A B
C D

]
+

[
U
V

]
E(k)

[
M N

]
,(2)

where E(k) ∈ Rs1×s2 is time-varying, and A,B,C,D,U, V,M,N are constant matrices
with appropriate dimensions. The uncertainty matrix E(k) is feasible if it satisfies

‖E(k)‖2 ≤ 1,

where the norm used is the Euclidean one.
By rewriting stochastic system S as⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x(k + 1) =

(
A + UE(k)M +

L∑
i=1

Aipi(k)

)
x(k) + (B + UE(k)N +

L∑
i=1

Bipi(k))u(k),

y(k) =

(
C + V E(k)M +

L∑
i=1

Cipi(k)

)
x(k) +

(
D + V E(k)N +

L∑
i=1

Dipi(k)

)
u(k),

it can be seen that system S can be considered as a linear system([
A B
C D

])

with deterministic time-varying uncertainty([
U
V

]
E(k)

[
M N

])

and stochastic uncertainty⎛
⎜⎜⎜⎜⎜⎝

L∑
i=1

Aipi(k)

L∑
i=1

Bipi(k)

L∑
i=1

Cipi(k)

L∑
i=1

Dipi(k)

⎞
⎟⎟⎟⎟⎟⎠ .

We refer to ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

[
A(k) B(k)
C(k) D(k)

]
[

A1 B1

C1 D1

]
· · ·[

AL BL

CL DL

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

as a realization of stochastic system S. Throughout this paper, we use the following
definitions.
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Definition 2.1. ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

[
Ā(k) B̄(k)
C̄(k) D̄(k)

]
[

Ā1 B̄1

C̄1 D̄1

]
· · ·[

ĀL B̄L

C̄L D̄L

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

is an equivalent realization to (3) if there exists a nonsingular matrix T such that[
Ā(k) B̄(k)
C̄(k) D̄(k)

]
=

[
T 0
0 I

] [
A(k) B(k)
C(k) D(k)

] [
T−1 0
0 I

]
,[

Āi B̄i

C̄i D̄i

]
=

[
T 0
0 I

] [
Ai Bi

Ci Di

] [
T−1 0
0 I

]
, i = 1, . . . , L.

In this case, T is called an equivalent transformation, and (4) is one realization of the
stochastic system S.

It can be verified that equivalent realizations induce the same input-output be-
havior.

Definition 2.2 (see [2, 21]). The uncertain stochastic system S is said to be
robustly mean-square stable if for any feasible E(k), the following equation holds:

lim
k→∞

E
{
x(k)x(k)T

}
= 0

when u(k) = 0.
Definition 2.3 (see [4, 21]). The uncertain stochastic system S is said to be

externally stable if for every u(k) ∈ le2([0,∞);Rnu),

y(k) ∈ le2([0,∞);Rny )

and there exists a scalar η > 0 such that

‖y‖e2 ≤ η ‖u‖e2 .(5)

Definition 2.4 (see [4, 21]). Suppose that system S is externally stable. Under
the zero initial condition, the operator

L : le2([0,∞);Rnu) → le2([0,∞);Rny )

defined by

(Lu)(k) = y(k)

is called the perturbation operator of system S. Its norm ‖L‖ is defined as the minimum
η > 0 such that (5) is satisfied.

For the mean-square stability, we have the following lemma.
Lemma 2.5 (see [2]). The uncertain stochastic system S is robustly mean-square

stable if and only if there exists Q > 0 satisfying the inequality

−Q + A(k)TQA(k) +

L∑
i=1

σ2
iA

T
i QAi < 0,
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or dually there exists P > 0 satisfying

−P + A(k)PA(k)T +

L∑
i=1

σ2
iAiPAT

i < 0

for any feasible E(k).
The following lemmas will be useful to the derivation of our main results.
Lemma 2.6 (see [21]). The uncertain stochastic system S is robustly mean-square

stable and ‖L‖ < γ if and only if there exists X > 0 satisfying

−
[

X 0
0 γ2I

]
+

[
A(k) B(k)
C(k) D(k)

]T [
X 0
0 I

] [
A(k) B(k)
C(k) D(k)

]

+

L∑
i=1

σ2
i

[
Ai Bi

Ci Di

]T [
X 0
0 I

] [
Ai Bi

Ci Di

]
< 0

for any feasible E(k).
Lemma 2.7 (see [13]). Let Σ1,Σ2,Σ3, and Γ be given constant matrices with

appropriate dimensions such that Γ = ΓT < 0. Then there exists a matrix Λ = ΛT > 0
such that

(Σ1 + Σ2E(k)Σ3)
T

Λ (Σ1 + Σ2E(k)Σ3) + Γ < 0

for any feasible E(k) if and only if there exists a scalar ε > 0 such that the following
condition holds: [

Γ + ε(Σ3)
TΣ3 (Σ1)

T

Σ1 −Λ−1 + ε−1Σ2(Σ2)
T

]
< 0.

Remark 1. The results to be developed in this paper can be extended to the case
where there are also uncertainties in Ai, Bi, Ci, and Di (i = 1, . . . , L), provided that
the uncertainties have the same structures as those of A(k), B(k), C(k), and D(k),
respectively. In this case, Lemma 2.7 should be extended as follows: Let Σj

1,Σ
j
2,Σ

j
3

(j = 1, . . . , L), and Γ be given constant matrices with appropriate dimensions such
that Γ = ΓT . Then there exists a matrix Λ = ΛT > 0 such that

N∑
j=1

(
Σj

1 + Σj
2E(k)Σj

3

)T

Λ
(
Σj

1 + Σj
2E(k)Σj

3

)
+ Γ < 0(6)

for any E(k) ∈ Ω if there exist scalars ε1 > 0, . . . , εL > 0 such that the following
condition holds:

Γ +

N∑
j=1

(
ε−1
j (Σ

j

3)
TΣj

3 + (Σj
1)

T (Λ−1 − εjΣ
j
2(Σ

j
2)

T )−1Σj
1

)
< 0.(7)

It is noticed that in this case, (7) is only a sufficient condition for (6).
The model reduction problem for the uncertain stochastic system S can be stated

as follows: for the robustly mean-square stable stochastic system S, find an uncertain
mean-square stable stochastic system

Sr :

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

xr(k + 1) = Ar(k)xr(k) + Br(k)u(k) +

L∑
i=1

(Arixr(k) + Briu(k)) pi(k),

yr(k) = Cr(k)xr(k) + Dr(k)u(k) +

L∑
i=1

(Crixr(k) + Driu(k)) pi(k),
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where xr(k) ∈ Rr and yr(k) ∈ Rny with r < n such that Sr approximates S according
to a certain criterion. In order to preserve the structure of S, it is also assumed that
Ar(k), Br(k), Cr(k), and Dr(k) are time-varying and have the structure of

[
Ar(k) Br(k)
Cr(k) Dr(k)

]
=

[
Ar Br

Cr Dr

]
+

[
Ur

Vr

]
E(k)

[
Mr Nr

]
(8)

with E(k) feasible. This assumption means that the uncertainties in both the original
models and reduced order models should come from the same sources but with the
different weighting matrices {U, V,M,N} and {Ur, Vr,Mr, Nr}. A similar assumption
was made in [1].

3. Balanced realization and truncation. Consider the robustly mean-square
stable stochastic system S and the following two inequalities:

⎡
⎢⎢⎢⎣

−P 0 · · · 0
0 −P · · · 0
...

...
. . .

...
0 0 · · · −P

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣

A(k) B(k)
σ1A1 σ1B1

...
...

σLAL σLBL

⎤
⎥⎥⎥⎦
[

P 0
0 I

]
⎡
⎢⎢⎢⎣

A(k) B(k)
σ1A1 σ1B1

...
...

σLAL σLBL

⎤
⎥⎥⎥⎦
T

< 0,

(9)

−Q + A(k)TQA(k) + C(k)TC(k) +

L∑
i=1

σ2
i (AiQAT

i + CT
i Ci) < 0.(10)

By Lemma 2.5, it can be seen from (9) and (10) that the robust mean-square stability
is necessary for the feasibilities of (9) and (10) for P > 0 and Q > 0.

Remark 2. If no multiplicative noise, or stochastic uncertainty, appears in S, that
is, σi = 0, then inequalities (9) and (10) reduce to

−P + A(k)PA(k)T + B(k)B(k)T < 0,

−Q + A(k)TQA(k) + C(k)TC(k) < 0,

respectively, which coincide with the Lyapunov inequalities given in [1] for determin-
istic linear systems.

Assume that (9) and (10) are feasible for P > 0 and Q > 0. Since P and Q are
positive definite, there exists a nonsingular matrix T such that P and Q are balanced;
that is,

TPTT = T−TQT−1 = Σ,(11)

where Σ=diag(α1, α2, . . . , αn) with α1 ≥ α2 ≥ · · · ≥ αn > 0. The balanced realization
of the stochastic system S is defined as follows.

Definition 3.1. Assume that (9) and (10) are feasible for P > 0 and Q > 0 and
the nonsingular matrix T is such that (11) holds. Let

[
Ab(k) Bb(k)
Cb(k) Db(k)

]
: =

[
T 0
0 I

] [
A(k) B(k)
C(k) D(k)

] [
T−1 0
0 I

]
,(12) [

Abi Bbi

Cbi Dbi

]
: =

[
T 0
0 I

] [
Ai Bi

Ci Di

] [
T−1 0
0 I

]
, i = 1, . . . , L.(13)
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Then ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ab(k) Bb(k)
Cb(k) Db(k)
Ab1 Bb1

Cb1 Db1

...
...

...
...

AbL BbL

CbL DbL

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

is called a balanced realization of the stochastic system S.
By substituting (8) into (12) and defining[

Ab Bb

Cb Db

]
: =

[
T 0
0 I

] [
A B
C D

] [
T−1 0
0 I

]
,(15) [

Ub

Vb

]
: =

[
T 0
0 I

] [
U
V

]
,(16)

[
Mb Nb

]
: =

[
M N

] [ T−1 0
0 I

]
,(17)

we have [
Ab(k) Bb(k)
Cb(k) Db(k)

]
=

[
Ab Bb

Cb Db

]
+

[
Ub

Vb

]
E(k)

[
Mb Nb

]
.

To find the balanced realization of the stochastic system S, the key is how to solve
P > 0 and Q > 0 from (9) and (10) if they are feasible. It is noticed that inequalities
(9) and (10) are nonlinear and time-varying, and hence they are difficult to solve with
the current forms. The following theorem will give the equivalent time-invariant LMIs
by the Schur complements and Lemma 2.7.

Theorem 3.2. Assume that (9) and (10) are feasible for P > 0 and Q > 0. Then
P > 0 and Q > 0 can be solved from the following two LMIs:⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−P + ε1UUT 0 · · · 0 AP B 0
0 −P · · · 0 σ1A1P σ1B1 0
...

...
. . .

...
...

...
...

0 0 · · · −P σLALP σLBL 0
PAT σ1PAT

1 · · · σLPAT
L −P 0 PMT

BT σ1B
T
1 · · · σLB

T
L 0 −I NT

0 0 · · · 0 MP N −ε1I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,(18)

⎡
⎢⎢⎢⎢⎢⎣

−Q +
L∑

i=1

σ2
i (A

T
i QAi + CT

i Ci) + ε2M
TM ATQ CT 0

QA −Q 0 QU
C 0 −I V
0 UTQ V T −ε2I

⎤
⎥⎥⎥⎥⎥⎦ < 0,(19)

where ε1 > 0 and ε2 > 0 are two scalar variables.
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Proof. Notice that (9) and (10) can be written, respectively, as⎡
⎢⎢⎢⎣

−P 0 · · · 0
0 −P · · · 0

0 0
. . . 0

0 0 · · · −P

⎤
⎥⎥⎥⎦+

⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣

A(k) B(k)
σ1A1 σ1B1

...
...

σLAL σLBL

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣

U
0
...
0

⎤
⎥⎥⎥⎦E(k)

[
M N

]
⎞
⎟⎟⎟⎠

×
[

P 0
0 I

]
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣

A(k) B(k)
σ1A1 σ1B1

...
...

σLAL σLBL

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣

U
0
...
0

⎤
⎥⎥⎥⎦E(k)

[
M N

]
⎞
⎟⎟⎟⎠

T

< 0,

−Q +

L∑
i=1

σ2
i (A

T
i QAi + C2

i Ci)

+

([
A
C

]
+

[
U
V

]
E(k)M

)T [
Q 0
0 I

]([
A
C

]
+

[
U
V

]
E(k)M

)
< 0.

By Lemma 2.7, it can be seen that (9) and (10) are equivalent to⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎢⎣

−P 0 · · · 0
0 −P · · · 0

0 0
. . . 0

0 0 · · · −P

⎤
⎥⎥⎥⎦ + ε1

⎡
⎢⎢⎢⎣

U
0

.

.

.
0

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

U
0

.

.

.
0

⎤
⎥⎥⎥⎦
T ⎡

⎢⎢⎢⎣
A B

σ1A1 σ1B1

.

.

.
.
.
.

σLAL σLBL

⎤
⎥⎥⎥⎦
[

P 0
0 I

]

[
P 0
0 I

]
⎡
⎢⎢⎢⎣

A B
σ1A1 σ1B1

.

.

.
.
.
.

σLAL σLBL

⎤
⎥⎥⎥⎦
T

−

⎡
⎣ P 0

0 I

⎤
⎦ + ε−1

1

[
P 0
0 I

] [
MT

NT

]

×
[

M N
] [ P 0

0 I

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

⎡
⎢⎢⎢⎣

−Q +

L∑
i=1

σ
2
i (A

T
i QAi + C

2
i Ci) + ε2M

T
M

[
AT CT

] [ Q 0
0 I

]

[
Q 0
0 I

] [
A
C

] −
[

Q 0
0 I

]
+ ε−1

2

[
Q 0
0 I

] [
U
V

]

×
[

U
V

]T [
Q 0
0 I

]

⎤
⎥⎥⎥⎦ < 0,

respectively. By the Schur complements again, we obtain (18) and (19).
Remark 3. It is noticed that when S has only stochastic uncertainty (multiplica-

tive noise) and no deterministic uncertainty, that is, E(k) = 0, then (18) and (19)
reduce to ⎡

⎢⎢⎢⎢⎢⎢⎢⎣

−P 0 · · · 0 AP B
0 −P · · · 0 σ1A1P σ1B1

...
...

. . .
...

...
...

0 0 · · · −P σLALP σLBL

PAT σ1PAT
1 · · · σLPAT

L −P 0
BT σ1B

T
1 · · · σLB

T
L 0 −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

⎡
⎢⎢⎢⎣

−Q +
L∑

i=1

σ2
i (A

T
i QAi + CT

i Ci) ATQ CT

QA −Q 0
C 0 −I

⎤
⎥⎥⎥⎦ < 0,
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respectively. On the contrary, when S has only deterministic uncertainty and no
stochastic uncertainty, that is, σi = 0, then (18) and (19) reduce to

⎡
⎢⎢⎣

−P + ε1UUT AP B 0
PAT −P 0 PMT

BT 0 −I NT

0 MP N −ε1I

⎤
⎥⎥⎦ < 0,

⎡
⎢⎢⎣

−Q + ε2M
TM ATQ CT 0

QA −Q 0 QU
C 0 −I V
0 UTQ V T −ε2I

⎤
⎥⎥⎦ < 0,

respectively.

Premultiplying and postmultiplying both sides of (10) by TT and T , respectively,
we have

−Σ + Ab(k)TΣAb(k) + Cb(k)TCb(k) +

L∑
i=1

σ2
i (A

T
biΣAbi + CT

biCbi) < 0.(20)

Similarly, (9) can be transformed to

⎡
⎢⎢⎢⎣

−Σ 0 · · · 0
0 −Σ · · · 0

0 0
. . . 0

0 0 · · · −Σ

⎤
⎥⎥⎥⎦+

⎡
⎢⎢⎢⎣

Ab(k) Bb(k)
σ1Ab1 σ1Bb1

...
...

σLAbL σLBbL

⎤
⎥⎥⎥⎦
[

Σ 0
0 I

]
⎡
⎢⎢⎢⎣

Ab(k) Bb(k)
σ1Ab1 σ1Bb1

...
...

σLAbL σLBbL

⎤
⎥⎥⎥⎦
T

< 0.

(21)

The balanced truncation is a simple but powerful model reduction method. In
order to obtain an rth reduced order model Sr for the stochastic system S, partition
Ab(k), Bb(k), Cb(k), Ab1, Bb1, Cb1 conformably as

Ab(k) =

[
A11(k) A12(k)
A21(k) A22(k)

]
, Bb(k) =

[
B̃1(k)

B̃2(k)

]
, Cb(k) =

[
C̃1(k) C̃2(k)

]
,

(22)

Abi =

[
Ai

11 Ai
12

Ai
21 Ai

22

]
, Bbi =

[
B̃i

1

B̃i
2

]
, Cbi =

[
C̃i

1 C̃i
2

]
, i = 1, . . . , L,(23)

Ab =

[
A11 A12

A21 A22

]
, Bb =

[
B̃1

B̃2

]
, Σ =

[
Σ1 0
0 Σ2

]
,(24)

Cb =
[
C̃1 C̃2

]
, Ub =

[
U1

U2

]
, Mb =

[
M1 M2

]
,(25)

where A11 ∈ Rr×r and Ai
11 ∈ Rr×r for i = 1, . . . , L. Then an rth reduced order
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stochastic model Sr is derived as⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ar(k) Br(k)
Cr(k) Dr(k)
Ar1 Br1

Cr1 Dr1

...
...

...
...

ArL BrL

CrL DrL

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,(26)

where [
Ar(k) Br(k)
Cr(k) Dr(k)

]

has the structure of (8) with[
Ar Br

Cr Dr

]
=

[
A11 B̃1

C̃1 Db

]
,

[
Ari Bri

Cri Dri

]
=

[
Ai

11 B̃i
1

C̃i
1 Di

b

]
,(27)

[
Mr Nr

]
=
[
M1 Nb

]
,

[
Ur

Vr

]
=

[
U1

Vb

]
, i = 1, . . . , L.(28)

For the obtained reduced order model, the following properties can be derived.
Lemma 3.3. For the balanced model with the realization in (14), the truncated

model with the realization in (26) is robustly mean-square stable.
Proof. From the (1,1) block of (20), we have

−Σ1 + A11(k)TΣ1A11(k) + A21(k)TΣ2A21(k) + C̃1(k)T C̃1(k)

+
L∑

i=1

σ2
i

(
(Ai

11)
TΣ1A

i
11 + (Ai

21)
TΣ2A

i
21 + (C̃i

1)
T C̃i

1

)
< 0,

which further implies

−Σ1 + A11(k)TΣ1A11(k) + C̃1(k)T C̃1(k) +

L∑
i=1

σ2
i

(
(Ai

11)
TΣ1A

i
11 + (C̃i

1)
T C̃i

1

)
< 0.

From Lemma 2.5, it can be seen that the stochastic model in (26) is robustly mean-
square stable.

The following theorem shows that the balanced truncation of the uncertain stochas-
tic systems can guarantee an upper bound of the model reduction error in the sense
of perturbation operator norm. The proof is quite involved and is therefore given in
the appendix.

Theorem 3.4. If the truncated model with the realization in (26) is denoted as
Sr, then the H∞ model reduction error between S and Sr satisfies

‖Le‖ < 2

n∑
i=r+1

αi,

where Le is the perturbation operator of the error system between S and Sr.
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It is noticed that in this paper we use two Lyapunov inequalities for balanced
truncation; the distinctness of αi in Σ1 and Σ2 is not necessary for the proofs of
stability and error bound, though it is necessary when two Lyapunov equations are
used for the continuous-time linear time-invariant systems (see [16]).

4. Model reduction algorithm. It is noticed that the solutions of the LMIs
in (18) and (19) are not unique, and this results in the nonuniqueness of the balanced
realization and the truncated model. On the other hand, Theorem 3.4 notes that the
model reduction error bound depends on αi’s, and it can be seen that α2

i ’s are the
eigenvalues of PQ. Thus, in order to achieve a small model reduction error bound, a
reasonable way is to solve P > 0 and Q > 0 from the optimization

min
P>0,Q>0

trace(PQ)(29)

subject to (18) and (19). By linearization, the following LMI-based iterative algorithm
is proposed.

LMI-based Iterative Algorithm. Given A,B,C,D,A1, B1, C1, D1, σi, U, V ,
M,N , and ε > 0,
Step 1 Solve P0 > 0 and Q0 > 0 from (18) and (19);
Step 2 Define the linear function

fk(P,Q) � trace (QPk + PQk) ;(30)

Step 3 Solve Pmin > 0 and Qmin > 0 from the following convex minimization prob-
lem:

min
P>0,Q>0

fk(31)

s.t. (18) and (19);(32)

let Pk+1 = Pmin and Qk+1 = Qmin, and compute the minimum as

f∗
k = trace(Qk+1Pk + Pk+1Qk);

Step 4 If
∣∣f∗

k+1 − f∗
k

∣∣ < ε, then P = Xk+1, Q = Yk+1; otherwise, set k = k + 1, and
go to Step 2.

It can be seen that Step 1 is a simple LMI problem, and Step 3 is a convex
programming with LMI constraints. The proposed algorithm has the following prop-
erties:

(i) 0 < f∗
k+1 ≤ f∗

k .
(ii) If the minimization problem (31) is feasible, then it is also feasible for k + 1.
Property (i) can be simply obtained from the fact that (Pk+1, Qk+1) is such that

fk is minimized and (Pk, Qk) is such that fk−1 is minimized. It shows that {f∗
k}

converges. Property (ii) holds since (Pk, Qk) is a feasible solution to (31) when k is
set to k+1. Consequently, from these two properties, this algorithm can be iteratively
implemented if (18) and (19) are feasible.

5. Numerical example.
Example 1. Consider the following stochastic system S without deterministic

uncertainty:

A =

⎡
⎢⎢⎢⎢⎣

0 0 0.0267 0 0
1.1111 0 −0.2889 0 0

0 1.1111 1 0 0
0 0 0.2222 0 −0.0667
0 0 0.1667 1.1111 0.5556

⎤
⎥⎥⎥⎥⎦ ,
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B =

⎡
⎢⎢⎢⎢⎣

0.8
0.6
0.4
0.2
0.5

⎤
⎥⎥⎥⎥⎦ , B1 =

⎡
⎢⎢⎢⎢⎣

0.1
0.04
0.06
0.2
0.1

⎤
⎥⎥⎥⎥⎦ ,

A1 =

⎡
⎢⎢⎢⎢⎣

0.3649 0.0081 0.2189 0.0906 −0.0820
−0.0722 0.2038 −0.1152 −0.0059 0.0340
−0.1063 0.0137 −0.0233 −0.0450 0.0426
0.0254 −0.0285 0.0271 0.1013 0.0073
0.1412 0.0370 0.1104 0.0642 0.1033

⎤
⎥⎥⎥⎥⎦ ,

C =

⎡
⎢⎢⎢⎢⎣

0.2
0.4
0.6
0.8
1

⎤
⎥⎥⎥⎥⎦

T

, C1 = BT
1 ,

D = 0.5, D1 = 0.2, σ1 = 1, U = 0, V = 0, M = 0, N = 0.

Our purpose is to find the 2nd and 3rd order reduced models without deterministic
uncertainty using the proposed balanced truncation. By balancing P and Q, we obtain

Σ = diag{4.2739, 0.6855, 0.0724, 0.0037, 0.0002}.

The 2nd order reduced model is given by

Ar =

[
0.9097 0.1024
−0.4046 0.6910

]
, Ar1 =

[
0.2335 0.0032
0.0576 0.0840

]
,

Br =

[
−2.2336
0.1314

]
, Br1 =

[
−0.3461
0.3163

]
,

Cr =
[
−0.5390 0.3859

]
, Cr1 =

[
−0.1098 0.0856

]
, Dr = 0.5, D1r = 0.2,

and the 3rd order reduced model has state matrices as

Ar =

⎡
⎣ 0.9097 0.1024 −0.0103

−0.4046 0.6910 0.0644
0.6961 −0.9390 −0.2286

⎤
⎦ , Ar1 =

⎡
⎣ 0.2335 0.0032 −0.0278

0.0576 0.0840 −0.0917
0.0373 0.0044 0.1728

⎤
⎦ ,

Br =

⎡
⎣ −2.2336

0.1314
−0.4830

⎤
⎦ , Br1 =

⎡
⎣ −0.3461

0.3163
−0.0944

⎤
⎦ ,

Cr =

⎡
⎣ −0.5390

0.3859
−0.1691

⎤
⎦
T

, Cr1 =

⎡
⎣ −0.1098

0.0856
0.0334

⎤
⎦
T

, Dr = 0.5, Dr1 = 0.2.

The outputs of the original model and the 2nd and 3rd order reduced models are given
in Figure 1 when the input is set to e−k. It can be seen that the 3rd order reduced
model approximates the original model better than the 2nd order reduced model.
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Fig. 1. Comparison of the outputs: without uncertainty.

Example 2. Consider the uncertain stochastic system S, in which A,A1, B,B1, C,
C1, D, and D1 are given in Example 1, and U, V,M,N are

U =

⎡
⎢⎢⎢⎢⎣

0.1188
0.0289
0.0759
0.0607
0.1114

⎤
⎥⎥⎥⎥⎦ , V = −0.1618, M =

⎡
⎢⎢⎢⎢⎣

0.1191
0.0921
−0.3434
0.0761
−0.0009

⎤
⎥⎥⎥⎥⎦ , N = −0.0871.

By balancing P and Q, we obtain

Σ = diag{16.3927, 6.5846, 4.7287, 3.3965, 0.7145}.

The 2nd order reduced model is given by

Ar =

[
0.7938 −0.1855
0.1607 0.5968

]
, Ar1 =

[
0.1532 −0.0742
−0.0903 0.1062

]
,

Br =

[
−1.3901
1.1269

]
, Br1 =

[
−0.2208
0.0778

]
,

Cr =
[
−1.8819 −0.8822

]
, Cr1 =

[
−0.2338 −0.0904

]
, Dr = 0.5, D1r = 0.2,

Ur =

[
−0.1935
0.1166

]
, Vr = −0.1618, Mr =

[
0.2850 0.5415

]
, Nr = −0.0871,
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Fig. 2. Comparison of the outputs: with uncertainty.

and the 3rd order reduced model has state matrices as

Ar =

⎡
⎣ 0.7938 −0.1855 −0.0950

0.1607 0.5968 −0.4748
−0.0373 0.3754 0.3300

⎤
⎦ , Ar1 =

⎡
⎣ 0.1532 −0.0742 0.0178

−0.0903 0.1062 −0.0003
0.1267 0.1577 0.1645

⎤
⎦ ,

Br =

⎡
⎣ −1.3901

1.1269
0.0363

⎤
⎦ , Br1 =

⎡
⎣ −0.2208

0.0778
−0.0452

⎤
⎦ ,

Cr =

⎡
⎣ −1.8819

−0.8822
−0.9196

⎤
⎦
T

, Cr1 =

⎡
⎣ −0.2338

−0.0904
−0.2257

⎤
⎦
T

, Dr = 0.5, Dr1 = 0.2,

Ur =

⎡
⎣ −0.1935

0.1166
−0.0206

⎤
⎦ , Vr = −0.1618, Mr =

[
0.2850 0.5415 −0.2667

]
,

Nr = −0.0871.

The outputs of the original model and the 2nd and 3rd order reduced models are
given in Figure 2 when the input is set to e−k and E(k) = sin(k). It can also be seen
that the 3rd order reduced model approximates the original model better than the
2nd order reduced model.

6. Conclusions. In this paper, we have studied the model reduction problem
based on balancing for uncertain linear systems with multiplicative noise, or linear
systems with both deterministic and stochastic uncertainties. The deterministic un-
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certainties are structured time-varying and norm-bounded, and the stochastic uncer-
tainties are expressed as a multiplicative noise. The original model can be balanced
through a balanced transformation, which can be found by balancing the solutions
of two LMIs. By truncating the balanced model, the reduced model with a desired
order is obtained. The upper bound of the model reduction error is guaranteed in
the sense of perturbation operator norm. Since the solutions of the LMIs are not
unique, an optimization problem that ensures small model reduction error bound has
been proposed. Two numerical examples have been given for illustration of the main
results.

Appendix: Proof of Theorem 3.4. For deterministic linear discrete-time sys-
tems, the model reduction based on balancing and LMIs was considered in [1]. Here,
we will prove Theorem 3.4 by generalizing the technique given in [1]. For simplicity,
the proof will be given in the case when L = 1. The case when L > 1 can be obtained
similarly. The following definition and lemmas are essential for the proof.

Definition 6.1. A matrix set {X1, X2, . . . , Xs} is contractive if
∑s

i=1 X
T
i Xi ≤ I

and strictly contractive if
∑s

i=1 X
T
i Xi < I.

When s = 1, Definition 6.1 reduces to the contractiveness of a matrix defined in
[1]. Based on Definition 6.1 and Lemma 2.6, the following lemma follows.

Lemma 6.2. The uncertain stochastic system S is robustly mean-square stable
and ‖L‖ < γ if and only if there exists one realization, denoted as⎡

⎢⎢⎣
Ā(k) B̄(k)
C̄(k) D̄(k)
Ā1 B̄1

C̄1 D̄1

⎤
⎥⎥⎦(33)

such that the matrix set{[
Ā(k) 1√

γ B̄(k)
1√
γ C̄(k) 1

γ D̄(k)

]
,

[
σ1Ā1

σ1√
γ B̄1

σ1√
γ C̄1

σ1

γ D̄1

]}
(34)

is strictly contractive.
Proof. From Lemma 2.6, ‖L‖ < γ if and only if there exists X > 0 such that[

A(k)TXA(k) + C(k)TC(k) A(k)TXB(k) + C(k)TD(k)
B(k)TXA(k) + D(k)TC(k) B(k)TXB(k) + D(k)TD(k)

]

+σ2
1

[
AT

1 XA1 + CT
1 C1 AT

1 XB1 + CT
1 D1

BT
1 XA1 + DT

1 C1 BT
1 XB1 + DT

1 D1

]
<

[
X 0
0 γ2I

]

holds. Premultiplying and postmultiplying the above inequality by[
1√
γ I 0

0 1
γ I

]
,

respectively, and letting X̃ = 1
γX, we obtain[

A(k)T X̃A(k) + 1
γC(k)TC(k) 1√

γA(k)T X̃B(k) + 1
γ
√
γC(k)TD(k)

1√
γB(k)T X̃A(k) + 1

γ
√
γD(k)TC(k) 1

γB(k)T X̃B(k) + 1
γ2D(k)TD(k)

]

+σ2
1

[
AT

1 X̃A1 + 1
γC

T
1 C1

1√
γA

T
1 X̃B1 + 1

γ
√
γC

T
1 D1

1√
γB

T
1 X̃A1 + 1

γ
√
γD

T
1 C1

1
γB

T
1 X̃B1 + 1

γ2D
T
1 D1

]
<

[
X̃ 0
0 I

]
,
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or equivalently,

[
A(k) 1√

γB(k)
1√
γC(k) 1

γD(k)

]T [
X̃ 0
0 I

][
A(k) 1√

γB(k)
1√
γC(k) 1

γD(k)

]

+σ2
1

[
A1

1√
γB1

1√
γC1

1
γD1

]T [
X̃ 0
0 I

][
A1

1√
γB1

1√
γC1

1
γD1

]
<

[
X̃ 0
0 I

]
.

Premultiplying and postmultiplying both sides of the above inequality by[
X̃− 1

2 0
0 I

]

and letting[
Ā(k) B̄(k)
C̄(k) D̄(k)

]
=

[
X̃

1
2 0

0 I

] [
A(k) B(k)
C(k) D(k)

] [
X̃− 1

2 0
0 I

]
,

we have [
Ā1 B̄1

C̄1 D̄1

]
=

[
X̃

1
2 0

0 I

] [
A1 B1

C1 D1

] [
X̃− 1

2 0
0 I

]
.

It can be seen that (33) is one realization of S, and (34) is strictly contractive.
Lemma 6.3. Given a balanced realization (14) with (22)–(25), if Σ2 = I, the

matrix set {[
Σ

− 1
2

1 A12(k) Σ
− 1

2
1 A11(k)Σ

1
2
1 Σ

− 1
2

1 B̃1(k)

A22(k) A21(k)Σ
1
2
1 B̃2(k)

]
,

[
σ1Σ

− 1
2

1 A1
12 σ1Σ

− 1
2

1 A1
11Σ

1
2
1 σ1Σ

− 1
2

1 B̃1
1

σ1A
1
22 σ1A

1
21Σ

1
2
1 σ1B̃

1
2

]}
(35)

and ⎧⎪⎨
⎪⎩
⎡
⎢⎣ A21(k)Σ

− 1
2

1 A22(k)

Σ
1
2
1 A11(k)Σ

− 1
2

1 Σ
1
2
1 A12(k)

C̃1(k)Σ
− 1

2
1 C̃2(k)

⎤
⎥⎦ ,

⎡
⎢⎣ σ1A

1
21Σ

− 1
2

1 σ1A
1
22

σ1Σ
1
2
1 A

1
11Σ

− 1
2

1 σ1Σ
1
2
1 A

1
12

σ1C̃
1
1Σ

− 1
2

1 σ1C̃
1
2

⎤
⎥⎦
⎫⎪⎬
⎪⎭(36)

are strictly contractive.
Proof. By the Schur complements, (21) is equivalent to⎡

⎢⎢⎣
−Σ−1 0 Ab(k)T σ1A

T
b1

0 −I Bb(k)T σ1B
T
b1

Ab(k) Bb(k) −Σ 0
σ1Ab1 σ1Bb1 0 −Σ

⎤
⎥⎥⎦ < 0,

or[
−Σ−1 0
0 −I

]
+

[
Ab(k)T σ1A

T
b1

Bb(k)T σ1B
T
b1

] [
−Σ−1 0
0 −Σ−1

] [
Ab(k) Bb(k)
σ1Ab1 σ1Bb1

]
< 0,
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or [
Σ

1
2 0

0 I

]([
Ab(k)T

Bb(k)T

]
Σ−1

[
Ab(k) Bb(k)

]
+

[
σ1A

T
b1

σ1B
T
b1

]
Σ−1

[
σ1Ab1 σ1Bb1

]) [
Σ

1
2 0

0 I

]
< I,

which implies the strict contractiveness of{
Σ− 1

2

[
Ab(k) Bb(k)

] [ Σ
1
2 0

0 I

]
,Σ− 1

2

[
σ1Ab1 σ1Bb1

] [ Σ
1
2 0

0 I

]}
.(37)

On the other hand, (20) gives

Σ− 1
2Ab(k)TΣAb(k)Σ− 1

2 +Σ− 1
2Cb(k)TCb(k)Σ− 1

2 +Σ− 1
2σ2

1(A
T
b1ΣAb1+CT

b1Cb1)Σ
− 1

2 < I

or

Σ− 1
2

([
Ab(k)T Cb(k)T

] [ Σ 0
0 I

] [
Ab(k)
Cb(k)

]

+σ2
1

[
Ab1

T Cb1
T
] [ Σ 0

0 I

] [
Ab1

Cb1

])
Σ− 1

2 < I.

This implies the strict contractiveness of{[
Σ1/2 0
0 I

] [
Ab(k)
Cb(k)

]
Σ− 1

2 , σ1

[
Σ1/2 0
0 I

] [
Ab1

Cb1

]
Σ− 1

2

}
.(38)

Substituting (22)–(25) into (37) and (38) and permuting the rows of the resulting
matrices, we can see the strict contractiveness of (35) and (36), respectively.

Lemma 6.4. Suppose that the two matrix set{[
U11 U12

Z U22

]
,

[
U1

11 U1
12

Z1 U1
22

]}

and {[
V11 Z
V21 V22

]
,

[
V 1

11 Z1

V 1
21 V 1

22

]}

are strictly contractive. Then

{K1,K2} :=

⎧⎪⎨
⎪⎩
⎡
⎢⎣

0 1√
2
U11 U12

1√
2
V11 Z 1√

2
U22

V21
1√
2
V22 0

⎤
⎥⎦ ,

⎡
⎢⎣

0 1√
2
U1

11 U1
12

1√
2
V 1

11 Z1 1√
2
U1

22

V 1
21

1√
2
V 1

22 0

⎤
⎥⎦
⎫⎪⎬
⎪⎭(39)

is strictly contractive.
Proof. Dilate the matrix set in (39) as⎧⎪⎪⎪⎨

⎪⎪⎪⎩

⎡
⎢⎢⎢⎣

0 1√
2
U11 U12

1√
2
U11

1√
2
V11 Z 1√

2
U22 0

V21
1√
2
V22 0 − 1√

2
V22

1√
2
V11 0 − 1√

2
U22 −Z

⎤
⎥⎥⎥⎦ ,

⎡
⎢⎢⎢⎣

0 1√
2
U1

11 U1
12

1√
2
U1

11
1√
2
V 1

11 Z1 1√
2
U1

22 0

V 1
21

1√
2
V 1

22 0 − 1√
2
V 1

22
1√
2
V 1

11 0 − 1√
2
U1

22 −Z1

⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭

,
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and it can be verified that the resulting matrix set is strictly contractive. Thus, (39)
is strictly contractive.

Proof of Theorem 3.4. Without loss of generality, we assume that Σ2 = 1; in this
case, we need to show that

‖Le‖ < 2.(40)

The general case follows from scaling and applying this result recursively. It is noticed
that one realization of the error system S − Sr is given by

⎡
⎢⎢⎢⎢⎢⎢⎣

⎡
⎣

[
A11(k) 0

0 Ab(k)

] [
B̃1(k)
Bb(k)

]
[
−C̃1(k) Cb(k)

]
0

⎤
⎦

⎡
⎣

[
A1

11 0
0 A1

b

] [
B̃1

1

B1
b

]
[
−C̃1

1 C1
b

]
0

⎤
⎦

⎤
⎥⎥⎥⎥⎥⎥⎦
.

Letting T be an equivalent transformation, which is given by

T =

⎡
⎢⎣ − 1√

2
Σ

1/2
1

1√
2
Σ

1/2
1 0

0 0 I
1√
2
Σ

−1/2
1

1√
2
Σ

−1/2
1 0

⎤
⎥⎦ ,

the resulting equivalent realization is⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎣

Σ
1/2
1 A11(k)Σ

−1/2
1

1√
2
Σ

1/2
1 A12(k) 0

1√
2
A21(k)Σ

−1/2
1 A22(k) 1√

2
A21(k)Σ

1/2
1

0 1√
2
Σ

−1/2
1 A12(k) Σ

−1/2
1 A11(k)Σ

1/2
1

⎤
⎥⎥⎦

⎡
⎢⎣

0

B̃2(k)
2√
2
Σ

−1/2
1 B̃1(k)

⎤
⎥⎦

[
2√
2
C̃1Σ

−1/2
1 C̃2 0

]
0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎣

Σ
1/2
1 A1

11Σ
−1/2
1

1√
2
Σ

1/2
1 A1

12 0

1√
2
A1

21Σ
−1/2
1 A1

22
1√
2
A1

21Σ
1/2
1

0 1√
2
Σ

−1/2
1 A1

12 Σ
−1/2
1 A1

11Σ
1/2
1

⎤
⎥⎥⎦

⎡
⎢⎣

0

B̃1
2

2√
2
Σ

−1/2
1 B̃1

1

⎤
⎥⎦

[
2√
2
C̃1

1Σ
−1/2
1 C̃1

2 0
]

0

⎤
⎥⎥⎥⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

By Lemma 6.2, if we can show that the matrix set

{L1, L2} : =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

Σ
1/2
1 A11(k)Σ

−1/2
1

1√
2
Σ

1/2
1 A12(k) 0 0

1√
2
A21(k)Σ

−1/2
1 A22(k) 1√

2
A21(k)Σ

1/2
1

1√
2
B̃2(k)

0 1√
2
Σ

−1/2
1 A12(k) Σ

−1/2
1 A11(k)Σ

1/2
1 Σ

−1/2
1 B̃1(k)

C̃1(k)Σ
−1/2
1

1√
2
C̃2(k) 0 0

⎤
⎥⎥⎥⎥⎦ ,

σ1

⎡
⎢⎢⎢⎢⎣

Σ
1/2
1 A1

11Σ
−1/2
1

1√
2
Σ

1/2
1 A1

12 0 0
1√
2
A1

21Σ
−1/2
1 A1

22
1√
2
A1

21Σ
1/2
1

1√
2
B̃1

2

0 1√
2
Σ

−1/2
1 A1

12 Σ
−1/2
1 A1

11Σ
1/2
1 Σ

−1/2
1 B̃1

1

C̃1
1Σ

−1/2
1

1√
2
C̃1

2 0 0

⎤
⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

is strictly contractive, then the proof is obtained. By Lemmas 6.3 and 6.4, it can be
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seen that the matrix set

{L̃1, L̃2} : =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎢⎣

0 1√
2
Σ

− 1
2

1 A12(k) Σ
−1/2
1 A11(k)Σ

1/2
1 Σ

−1/2
1 B̃1

1√
2
A21(k)Σ

− 1
2

1 A22(k) 1√
2
A21(k)Σ

1/2
1

1√
2
B̃2(k)

Σ
1/2
1 A11(k)Σ

−1/2
1

1√
2
Σ

1/2
1 A12(k) 0 0

C̃1(k)Σ
−1/2
1

1√
2
C̃2(k) 0 0

⎤
⎥⎥⎥⎥⎥⎦ ,

σ1

⎡
⎢⎢⎢⎢⎣

0 1√
2
Σ

−1/2
1 A1

12 Σ
−1/2
1 A1

11Σ
1/2
1 Σ

−1/2
1 B̃1

1

1√
2
A1

21Σ
−1/2
1 A1

22
1√
2
A1

21Σ
1/2
1

1√
2
B̃1

2

Σ
1/2
1 A1

11Σ
−1/2
1

1√
2
Σ

1/2
1 A1

12 0 0

C̃1
1Σ

−1/2
1

1√
2
C̃1

2 0 0

⎤
⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

is strictly contractive. By permuting the rows of L̃1, L̃2, the strict contractiveness of
{L1, L2} is obtained.
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STABILITY AND INSTABILITY RESULTS OF THE WAVE
EQUATION WITH A DELAY TERM

IN THE BOUNDARY OR INTERNAL FEEDBACKS∗

SERGE NICAISE† AND CRISTINA PIGNOTTI‡

Abstract. In this paper we consider, in a bounded and smooth domain, the wave equation with
a delay term in the boundary condition. We also consider the wave equation with a delayed velocity
term and mixed Dirichlet–Neumann boundary condition. In both cases, under suitable assumptions,
we prove exponential stability of the solution. These results are obtained by introducing suitable
energies and by using some observability inequalities. If one of the above assumptions is not satisfied,
some instability results are also given by constructing some sequences of delays for which the energy
of some solutions does not tend to zero.

Key words. wave equation, delay feedbacks, stabilization

AMS subject classifications. 35L05, 93D15

DOI. 10.1137/060648891

1. Introduction. We investigate the effect of time delay in boundary or inter-
nal stabilization of the wave equation in domains of R

n. Such effects arise in many
practical problems, and it is well known, at least in one dimension, that they can
induce some instabilities; see [4, 5, 6, 17].

To our knowledge, analysis in higher dimensions has not yet been done. In this
paper, we give some stability results under a sufficient condition, and we further show
that if this condition is not satisfied, then there exist some delays for which the system
is destabilized. So, in a certain sense, our sufficient condition is also necessary in order
to have a general stability result.

Let Ω ⊂ R
n be an open bounded set with a boundary Γ of class C2. We assume

that Γ is divided into two parts ΓD and ΓN , i.e., Γ = ΓD ∪ ΓN , with ΓD ∩ ΓN = ∅
and ΓD �= ∅.

In this domain Ω, we consider the initial boundary value problem

utt(x, t) − Δu(x, t) = 0 in Ω × (0,+∞),(1.1)

u(x, t) = 0 on ΓD × (0,+∞),(1.2)

∂u

∂ν
(x, t) = −μ1ut(x, t) − μ2ut(x, t− τ) on ΓN × (0,+∞),(1.3)

u(x, 0) = u0(x) and ut(x, 0) = u1(x) in Ω,(1.4)

ut(x, t− τ) = f0(x, t− τ) in ΓN × (0, τ),(1.5)

where ν(x) denotes the outer unit normal vector to the point x ∈ Γ and ∂u
∂ν is the

normal derivative. Moreover, τ > 0 is the time delay, μ1 and μ2 are positive real
numbers, and the initial data (u0, u1, f0) belong to a suitable space.

We are interested in giving an exponential stability result for such a problem.
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Let us denote by 〈v, w〉 or, equivalently, by v · w the Euclidean inner product
between two vectors v, w ∈ R

n.
We assume that there exists a scalar function v ∈ C2(Ω) such that
(i) v is strictly convex in Ω; that is, there exists α > 0 such that

(1.6) 〈D2(v)(x)ξ, ξ〉 ≥ 2α|ξ|2 ∀x ∈ Ω, ∀ξ ∈ R
n,

where D2(v) denotes the Hessian matrix of v;
(ii) the vector field H := ∇v verifies

(1.7) H(x) · ν(x) ≤ 0 ∀x ∈ ΓD.

For the above assumptions see [14], where some observability estimates for second-
order hyperbolic equations are given.

It is well known that if μ2 = 0, that is, in absence of delay, the energy of problem
(1.1)–(1.5) is exponentially decaying to zero. See for instance Chen [2, 3], Lagnese [11,
12], Lasiecka and Triggiani [13], Komornik and Zuazua [10], and Komornik [8, 9]. On
the contrary, if μ1 = 0, that is, if we have only the delay part in the boundary condition
on ΓN , system (1.1)–(1.5) becomes unstable. See, for instance Datko, Lagnese, and
Polis [6].

Although these examples involve only one space dimension, we can expect a sim-
ilar phenomenon to occur in higher space dimensions. So, it is interesting to seek
a stabilization result when both μ1 and μ2 are nonzero. In this case, the boundary
feedback is composed of two parts and only one of them has a delay.

This problem has been studied in one space dimension by Xu, Yung, and Li [17].
After a spectral analysis these authors proved a stability result for the case when
μ2 < μ1. In their paper it is also shown that if μ2 > μ1, the system is unstable and if
μ1 = μ2, some instabilities may occur.

Here, in agreement with [17] and assuming that

(1.8) μ2 < μ1,

we obtain a stabilization result in a general space dimension by using a suitable
observability estimate. This is done by applying inequalities obtained from Carleman
estimates for the wave equation by Lasiecka, Triggiani, and Yao in [14] and by using
compactness-uniqueness arguments. If μ1 = μ2, we further show that there exists a
sequence of arbitrary small (and large) delays such that instabilities occur. In the
case μ2 > μ1, we also obtain delays which destabilize the system. More precisely, we
show the next results.

Under assumption (1.8) let us define the energy of a solution of problem (1.1)–
(1.5) as

(1.9) E(t) :=
1

2

∫
Ω

{u2
t (x, t) + |∇u(x, t)|2}dx +

ξ

2

∫
ΓN

∫ 1

0

u2
t (x, t− τρ)dρdΓ,

where ξ is a positive constant verifying

(1.10) τμ2 < ξ < τ(2μ1 − μ2).

Clearly this energy is larger than the standard energy

1

2

∫
Ω

{u2
t (x, t) + |∇u(x, t)|2}dx

and contains an additional term that comes from the delay term.
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Theorem 1.1. Assume that (1.8) holds. There exist positive constants C1, C2

such that, for any solution of problem (1.1)–(1.5),

(1.11) E(t) ≤ C1E(0)e−C2t ∀t ≥ 0.

Theorem 1.2. If (1.8) does not hold, there exist a sequence of delays, and
solutions of problem (1.1)–(1.5) corresponding to these delays, such that their standard
energy is constant.

In this paper we also study the problem for the wave equation with internal
feedback. In particular, we consider the system

utt(x, t) − Δu(x, t) + a(x)[μ1ut(x, t) + μ2ut(x, t− τ)] = 0 in Ω × (0,+∞),(1.12)

u(x, t) = 0 on ΓD × (0,+∞),(1.13)

∂u

∂ν
(x, t) = 0 on ΓN × (0,+∞),(1.14)

u(x, 0) = u0(x) and ut(x, 0) = u1(x) in Ω,(1.15)

ut(x, t− τ) = g0(x, t− τ) in Ω × (0, τ),(1.16)

where a ∈ L∞(Ω) is a function such that

(1.17) a(x) ≥ 0 a. e. in Ω,

and

(1.18) a(x) > a0 > 0 a. e. in ω,

where ω ⊂ Ω is an open neighborhood of ΓN .
Exponential stability results for the above problem in the case of μ2 = 0, that is,

without delay, have been obtained by several authors. See for instance Zuazua [18]
and Liu [16].

On the contrary, at least for the one-dimensional case, Datko [4] has shown that
the wave equation with a velocity term and mixed Dirichlet–Neumann boundary con-
dition is destabilized by a time delay in the velocity term.

In this paper, in the case μ2 < μ1, we show that the energy is exponentially
decaying to zero. This is done, as for the problem with boundary feedback, by using a
suitable observability estimate. If μ2 ≥ μ1, we obtain an explicit sequence of arbitrary
small delays that destabilize the system.

As before, under assumption (1.8) let us define the energy of a solution of (1.12)–
(1.16) as

(1.19) F(t) :=
1

2

∫
Ω

{u2
t (x, t) + |∇u(x, t)|2}dx +

ξ

2

∫
Ω

a(x)

∫ 1

0

u2
t (x, t− τρ)dρdx,

where ξ is a positive constant verifying (1.10). Again F is larger than the standard
energy and contains an extra term due to the delay.

Theorem 1.3. Let assumption (1.8) be satisfied. Then there exist positive con-
stants C1, C2 such that, for any solution of problem (1.12)–(1.16),

(1.20) F(t) ≤ C1F(0)e−C2t ∀t ≥ 0.

Theorem 1.4. If (1.8) does not hold, there exist a sequence of arbitrary small
(or large) delays, and solutions of problem (1.12)–(1.16) corresponding to these delays,
such that their standard energy does not tend to 0.
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Remark 1.5. In [14], in order to deal with variable coefficients, the authors assume
that there exists a scalar function v strictly convex with respect to the Riemannian
metric induced by the spatial operator. Here, we are principally interested in the
effect of the delay term in the boundary or internal feedback. So, in order to avoid
technicalities, we consider constant coefficients. Actually, our stability results hold
even for variable coefficients under the assumption of [14].

The paper is organized as follows. Well-posedness of the problems is analyzed in
section 2 using semigroup theory. In subsection 2.1 we study the well-posedness of
problem (1.1)–(1.5), while in subsection 2.2 we concentrate on problem (1.12)–(1.16).
In sections 3 and 4 we prove the exponential stability of the problem with boundary
and internal feedbacks, respectively. Finally, section 5 is devoted to some instability
examples.

2. Well-posedness of the problems. In this section we will give well-posedness
results for problem (1.1)–(1.5) and problem (1.12)–(1.16) using semigroup theory.

2.1. Boundary feedback. Let us set

(2.1) z(x, ρ, t) = ut(x, t− τρ), x ∈ ΓN , ρ ∈ (0, 1), t > 0.

Then, problem (1.1)–(1.5) is equivalent to

utt(x, t) − Δu(x, t) = 0 in Ω × (0,+∞),(2.2)

τzt(x, ρ, t) + zρ(x, ρ, t) = 0 in ΓN × (0, 1) × (0,+∞),(2.3)

u(x, t) = 0 on ΓD × (0,+∞),(2.4)

∂u

∂ν
(x, t) = −μ1ut(x, t) − μ2z(x, 1, t) on ΓN × (0,+∞),(2.5)

z(x, 0, t) = ut(x, t) on ΓN × (0,∞),(2.6)

u(x, 0) = u0(x) and ut(x, 0) = u1(x) in Ω,(2.7)

z(x, ρ, 0) = f0(x,−ρτ) in ΓN × (0, 1).(2.8)

If we denote

U := (u, ut, z)
T
,

then

U ′ := (ut, utt, zt)
T

=
(
ut,Δu,−τ−1zρ

)T
.

Therefore, problem (2.2)–(2.8) can be rewritten as

(2.9)

{
U ′ = AU,

U(0) = (u0, u1, f0(·,− · τ))
T
,

where the operator A is defined by

A

⎛
⎝ u

v
z

⎞
⎠ :=

⎛
⎝ v

Δu
−τ−1zρ

⎞
⎠ ,
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with domain

(2.10)

D(A) :=
{

(u, v, z)T ∈
(
E(Δ, L2(Ω)) ∩H1

ΓD
(Ω)

)
×H1(Ω) × L2(ΓN ;H1(0, 1)) :

∂u

∂ν
= −μ1v − μ2z(·, 1) on ΓN ; v = z(·, 0) on ΓN

}
,

where, as usual,

H1
ΓD

(Ω) = { u ∈ H1(Ω) : u = 0 on ΓD },

and

E(Δ, L2(Ω)) = {u ∈ H1(Ω) : Δu ∈ L2(Ω)}.

Recall that for a function u ∈ E(Δ, L2(Ω)), ∂u
∂ν belongs to H−1/2(ΓN ) and the next

Green formula is valid (see section 1.5 of [7])

(2.11)

∫
Ω

∇u∇wdx = −
∫

Ω

Δuwdx +

〈
∂u

∂ν
;w

〉
ΓN

∀w ∈ H1
ΓD

(Ω),

where 〈·; ·〉ΓN
means the duality pairing between H−1/2(ΓN ) and H1/2(ΓN ).

Note further that for (u, v, z)T ∈ D(A), ∂u
∂ν belongs to L2(ΓN ) since z(·, 1) is in

L2(ΓN ).
Denote by H the Hilbert space

(2.12) H := H1
ΓD

(Ω) × L2(Ω) × L2(ΓN × (0, 1)).

Assuming that

(2.13) μ2 ≤ μ1,

we will show that A generates a C0 semigroup on H.
Let ξ be a positive real number such that

(2.14) τμ2 ≤ ξ ≤ τ(2μ1 − μ2).

Note that, from (2.13), such a constant ξ exists.
Let us define on the Hilbert space H the inner product

(2.15)〈⎛
⎝ u

v
z

⎞
⎠ ,

⎛
⎝ ũ

ṽ
z̃

⎞
⎠
〉

H

:=

∫
Ω

{∇u(x)∇ũ(x)+v(x)ṽ(x)}dx+ξ

∫
ΓN

∫ 1

0

z(x, ρ)z̃(x, ρ)dρdΓ.

Theorem 2.1. For any initial datum U0 ∈ H there exists a unique solution
U ∈ C([0,+∞),H) of problem (2.9). Moreover, if U0 ∈ D(A), then

U ∈ C([0,+∞),D(A)) ∩ C1([0,+∞),H).

Proof. Take U = (u, v, z)T ∈ D(A). Then

(AU,U) =

〈⎛
⎝ v

Δu
−τ−1zρ

⎞
⎠ ,

⎛
⎝ u

v
z

⎞
⎠
〉

H

=

∫
Ω

{∇v(x)∇u(x) + v(x)Δu(x)}dx− ξτ−1

∫
ΓN

∫ 1

0

zρ(x, ρ)z(x, ρ)dρdΓ.
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So, by Green’s formula,

(2.16) (AU,U) =

∫
ΓN

∂u

∂ν
(x)v(x)dΓ − ξτ−1

∫
ΓN

∫ 1

0

zρ(x, ρ)z(x, ρ)dρdΓ.

Integrating by parts in ρ, we get

∫
ΓN

∫ 1

0

zρ(x, ρ)z(x, ρ)dρdΓ = −
∫

ΓN

∫ 1

0

zρ(x, ρ)z(x, ρ)dρdΓ+

∫
ΓN

{z2(x, 1)−z2(x, 0)}dΓ,

that is

(2.17)

∫
ΓN

∫ 1

0

zρ(x, ρ)z(x, ρ)dρdΓ =
1

2

∫
ΓN

{z2(x, 1) − z2(x, 0)}dΓ.

Therefore, from (2.16) and (2.17),

(AU,U) =

∫
ΓN

∂u

∂ν
(x)v(x)dΓ − ξτ−1

2

∫
ΓN

{z2(x, 1) − z2(x, 0)}dΓ

= −
∫

ΓN

(μ1v(x) + μ2z(x, 1))v(x)dΓ − ξτ−1

2

∫
ΓN

{z2(x, 1) − z2(x, 0)}dΓ

= −μ1

∫
ΓN

v2(x)dΓ − μ2

∫
ΓN

z(x, 1)v(x)dΓ − ξτ−1

2

∫
ΓN

z2(x, 1)dΓ +
ξτ−1

2

∫
ΓN

v2(x)dΓ,

from which follows, using the Cauchy–Schwarz inequality,
(2.18)

(AU,U) ≤
(
−μ1 +

μ2

2
+

ξτ−1

2

)∫
ΓN

v2(x)dΓ +

(
μ2

2
− ξτ−1

2

)∫
ΓN

z2(x, 1)dΓ.

Now, observe that from (2.14),

−μ1 +
μ2

2
+

ξτ−1

2
≤ 0,

μ2

2
− ξτ−1

2
≤ 0.

Then, (AU,U) ≤ 0, which means that the operator A is dissipative.
Now, we will show that λI−A is surjective for a fixed λ > 0. Given (f, g, h)T ∈ H,

we seek a U = (u, v, z)T ∈ D(A) solution of

(λI −A)

⎛
⎝ u

v
z

⎞
⎠ =

⎛
⎝ f

g
h

⎞
⎠ ,

that is, verifying

(2.19)

⎧⎨
⎩

λu− v = f,
λv − Δu = g,
λz + τ−1zρ = h.

Suppose that we have found u with the appropriate regularity. Then,

(2.20) v := λu− f
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and we can determine z. Indeed, by (2.10),

(2.21) z(x, 0) = v(x) for x ∈ ΓN ,

and, from (2.19),

(2.22) λz(x, ρ) + τ−1zρ(x, ρ) = h(x, ρ) for x ∈ ΓN , ρ ∈ (0, 1).

Then, by (2.21) and (2.22), we obtain

z(x, ρ) = v(x)e−λρτ + τe−λρτ

∫ ρ

0

h(x, σ)eλστdσ.

So, from (2.20),

(2.23) z(x, ρ) = λu(x)e−λρτ −f(x)e−λρτ +τe−λρτ

∫ ρ

0

h(x, σ)eλστdσ on ΓN×(0, 1),

and, in particular,

(2.24) z(x, 1) = λu(x)e−λτ + z0(x), x ∈ ΓN ,

with z0 ∈ L2(ΓN ) defined by

(2.25) z0(x) = −f(x)e−λτ + τe−λτ

∫ 1

0

h(x, σ)eλστdσ, x ∈ ΓN .

By (2.20) and (2.19), the function u verifies

λ(λu− f) − Δu = g,

that is,

(2.26) λ2u− Δu = g + λf.

Problem (2.26) can be reformulated as

(2.27)

∫
Ω

(λ2u− Δu)wdx =

∫
Ω

(g + λf)wdx ∀w ∈ H1
ΓD

(Ω).

Integrating by parts,∫
Ω

(λ2u− Δu)wdx =

∫
Ω

(λ2uw + ∇u∇w)dx−
∫

ΓN

∂u

∂ν
wdΓ

=

∫
Ω

(λ2uw + ∇u∇w)dx +

∫
ΓN

(μ1vw + μ2z(x, 1))wdΓ

=

∫
Ω

(λ2uw + ∇u∇w)dx +

∫
ΓN

{μ1(λu− f)w + μ2(λue
−λτ + z0)w}dΓ,

where we have used (2.20) and (2.24). Therefore, (2.27) can be rewritten as

(2.28)

∫
Ω

(λ2uw + ∇u∇w)dx +

∫
ΓN

(μ1 + μ2e
−λτ )λuwdΓ

=

∫
Ω

(g + λf)wdx + μ1

∫
ΓN

fwdΓ − μ2

∫
ΓN

z0wdΓ ∀w ∈ H1
ΓD

(Ω).
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As the left-hand side of (2.28) is coercive on H1
ΓD

(Ω), the Lax–Milgram lemma guar-
antees the existence and uniqueness of a solution u ∈ H1

ΓD
(Ω) of (2.28).

If we consider w ∈ D(Ω) in (2.28), we have that u solves in D′(Ω)

(2.29) λ2u− Δu = g + λf,

and thus u ∈ E(Δ, L2(Ω)).
Using Green’s formula (2.11) in (2.28) and using (2.29), we obtain∫

ΓN

(μ1 + μ2e
−λτ )λuwdΓ +

〈
∂u

∂ν
;w

〉
ΓN

= μ1

∫
ΓN

fwdΓ − μ2

∫
ΓN

z0wdΓ,

from which follows

(2.30)
∂u

∂ν
+ (μ1 + μ2e

−λτ )λu = μ1f − μ2z0 on ΓN .

Therefore, from (2.30),

∂u

∂ν
= −μ1v − μ2z(·, 1) on ΓN ,

where we have used (2.20) and (2.24). So, we have found (u, v, z)T ∈ D(A), which
verifies (2.19).

Now, the well-posedness result follows from the Hille–Yosida theorem.

2.2. Internal feedback. Setting

(2.31) z(x, ρ, t) = ut(x, t− τρ), x ∈ Ω, ρ ∈ (0, 1), t > 0,

problem (1.12)–(1.16) is equivalent to

utt − Δu + a(x)[μ1ut(x, t) + μ2ut(x, t− τ)] = 0 in Ω × (0,+∞),(2.32)

τzt(x, ρ, t) + zρ(x, ρ, t) = 0 in Ω × (0, 1) × (0,+∞),(2.33)

u(x, t) = 0 on ΓD × (0,+∞),(2.34)

∂u

∂ν
(x, t) = 0 on ΓN × (0,+∞),(2.35)

z(x, 0, t) = ut(x, t) on ΓN × (0,+∞),(2.36)

u(x, 0) = u0(x) and ut(x, 0) = u1(x) in Ω,(2.37)

z(x, ρ, 0) = g0(x,−ρτ) in Ω × (0, 1).(2.38)

If we denote by

U := (u, ut, z)
T
,

then

U ′ := (ut, utt, zt)
T

=
(
ut,Δu− a(μ1ut + μ2z(·, 1, ·)),−τ−1zρ

)T
.

Therefore, problem (2.32)–(2.38) can be rewritten as

(2.39)

{
U ′ = A0U,

U(0) = (u0, u1, g0(·,− · τ))
T
,
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where the operator A0 is defined by

A0

⎛
⎝ u

v
z

⎞
⎠ :=

⎛
⎝ v

Δu− aμ1v − aμ2z(·, 1)
−τ−1zρ

⎞
⎠ ,

with domain

(2.40)
D(A0) :=

{
(u, v, z)T ∈

(
H2(Ω) ∩H1

ΓD
(Ω)

)
×H1(Ω) × L2(Ω;H1(0, 1)) :

∂u

∂ν
= 0 on ΓN ; v = z(·, 0) in Ω

}
.

Denote by H0 the Hilbert space

(2.41) H0 := H1
ΓD

(Ω) × L2(Ω) × L2(Ω × (0, 1)),

equipped with the inner product

(2.42)〈⎛
⎝ u

v
z

⎞
⎠ ,

⎛
⎝ ũ

ṽ
z̃

⎞
⎠
〉

H0

:=

∫
Ω

{∇u(x)∇ũ(x)+v(x)ṽ(x)}dx+ξ

∫
Ω

∫ 1

0

z(x, ρ)z̃(x, ρ)dρdx,

where ξ is a fixed positive number satisfying (2.14).
Arguing analogously to the previous case, we can show that the operator A0

generates a C0 semigroup on H0. Consequently we have the following well-posedness
result.

Theorem 2.2. For any initial datum U0 ∈ H0 there exists a unique solution
U ∈ C([0,+∞),H0) of problem (2.39). Moreover, if U0 ∈ D(A0), then

U ∈ C([0,+∞),D(A0)) ∩ C1([0,+∞),H0).

3. Boundary stability result. In this section, in order to prove an exponential
stability result for problem (1.1)–(1.5), we assume (1.8).

Let E(·) be the energy defined by (1.9) and (1.10). We have the following result.
Proposition 3.1. For any regular solution of problem (1.1)–(1.5), the energy is

decreasing and there exists a positive constant C such that

(3.1) E′(t) ≤ −C

∫
ΓN

{u2
t (x, t) + u2

t (x, t− τ)}dΓ.

Proof. Differentiating (1.9), we obtain

E′(t) =

∫
Ω

{ututt + ∇u∇ut}dx + ξ

∫
ΓN

∫ 1

0

ut(x, t− τρ)utt(x, t− τρ)dρdΓ,

and then, applying Green’s formula,

(3.2) E′(t) =

∫
ΓN

ut
∂u

∂ν
dΓ + ξ

∫
ΓN

∫ 1

0

ut(x, t− τρ)utt(x, t− τρ)dρdΓ.

Now, observe that

ut(x, t− τρ) = −τ−1uρ(x, t− τρ)
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and

utt(x, t− τρ) = τ−2uρρ(x, t− τρ).

Therefore,

(3.3)∫
ΓN

∫ 1

0

ut(x, t−τρ)utt(x, t−τρ)dρdΓ = −τ−3

∫
ΓN

∫ 1

0

uρ(x, t−τρ)uρρ(x, t−τρ)dρdΓ.

Integrating by parts in ρ, we obtain∫
ΓN

∫ 1

0

uρ(x, t− τρ)uρρ(x, t− τρ)dρdΓ = −
∫

ΓN

∫ 1

0

uρ(x, t− τρ)uρρ(x, t− τρ)dρdΓ

+

∫
ΓN

{u2
ρ(x, t− τ) − u2

ρ(x, t)}dΓ,

that is,

(3.4)

∫
ΓN

∫ 1

0

uρ(x, t− τρ)uρρ(x, t− τρ)dρdΓ =
1

2

∫
ΓN

{u2
ρ(x, t− τ) − u2

ρ(x, t)}dΓ.

Then, from (3.3) and (3.4),

(3.5)∫
ΓN

∫ 1

0

ut(x, t− τρ)utt(x, t− τρ)dρdΓ = −τ−3

∫
ΓN

∫ 1

0

uρ(x, t− τ)uρρ(x, t− τρ)dρdΓ

=
τ−3

2

∫
ΓN

{u2
ρ(x, t) − u2

ρ(x, t− τ)}dΓ =
τ−1

2

∫
ΓN

{u2
t (x, t) − u2

t (x, t− τ)}dΓ.

Using (3.2), (3.5), and the boundary condition (1.3) on ΓN , we have

(3.6)

E′(t) = −μ1

∫
ΓN

u2
t (x, t)dΓ − μ2

∫
ΓN

ut(x, t)ut(x, t− τ)dΓ

+
ξτ−1

2

∫
ΓN

u2
t (x, t)dΓ − ξτ−1

2

∫
ΓN

u2
t (x, t− τ)dΓ.

From (3.6), applying the Cauchy–Schwarz inequality we obtain

E′(t) ≤
(
−μ1 +

μ2

2
+

ξτ−1

2

)∫
ΓN

u2
t (x, t)dΓ +

(
μ2

2
− ξτ−1

2

)∫
ΓN

u2
t (x, t− τ)dΓ,

which implies

E′(t) ≤ −C

∫
ΓN

{u2
t (x, t) + u2

t (x, t− τ)}dΓ,

with

C = min

{(
μ1 −

μ2

2
− ξτ−1

2

)
,
(
− μ2

2
+

ξτ−1

2

)}
.

Since ξ is chosen satisfying assumption (1.10), the constant C is positive.
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We can write

E(t) = E(t) + EN (t),

where E(t) is the standard energy for the wave equation

(3.7) E(t) :=
1

2

∫
Ω

{u2
t (x, t) + |∇u(x, t)|2}dx,

and

(3.8) EN (t) :=
ξ

2

∫
ΓN

∫ 1

0

u2
t (x, t− τρ)dρdΓ.

With a change of variable we can rewrite

(3.9) EN (t) =
ξ

2τ

∫
ΓN

∫ t

t−τ

u2
t (x, s)dsdΓ.

We can now give a boundary observability inequality which we will use to prove
the exponential decay of the energy E(t).

Proposition 3.2. There exists a time T > 0 such that for all times T > T ,
there exists a positive constant C0 (depending on T ) for which

(3.10) E(0) ≤ C0

∫ T

0

∫
ΓN

{u2
t (x, t) + u2

t (x, t− τ)}dΓdt

for any regular solution u of problem (1.1)–(1.5).
Proof. From Proposition 6.3 of [14], for T greater than a sufficiently large time

T0, and any ε > 0, we have

(3.11) E(0) ≤ c

∫ T

0

∫
ΓN

{(∂u
∂ν

)2

+ u2
t

}
dΓdt + c‖u‖H1/2+ε(Ω×(0,T ))

for a suitable constant c (depending on T ). Estimate (3.11) is obtained by Carleman
estimates under the assumption that there exists a function v of class C2 satisfying
(1.6) and (1.7). The function v is needed to construct a suitable weight function for
Carleman estimates (see the proof of Proposition 4.2 below). Then, by (3.11) and the
boundary condition (1.3), we have

(3.12) E(0) ≤ c

∫ T

0

∫
ΓN

{u2
t (x, t) + u2

t (x, t− τ)}dΓdt + c‖u‖H1/2+ε(Ω×(0,T ))

for a suitable positive constant c. From (3.9) we have that

(3.13) EN (0) ≤ c

∫
ΓN

∫ 0

−τ

u2
t (x, s)dsdΓ.

By a change of variable in (3.13) we obtain, for T ≥ τ,

(3.14) EN (0) ≤ c

∫ T

0

∫
ΓN

u2
t (x, t− τ)dΓdt.
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Denote T := max{τ, T0}. Then, from (3.12) and (3.14), for any T > T we have

(3.15)

E(0) = E(0) + EN (0)

≤ c

∫ T

0

∫
ΓN

{u2
t (x, t) + u2

t (x, t− τ)}dΓdt + c‖u‖H1/2+ε(Ω×(0,T ))

for a suitable positive constant c depending on T.
In order to obtain (3.10) we need to absorb the lower order term ‖u‖H1/2+ε(Ω×(0,T )).

To do this, we argue by contradiction. Suppose that (3.10) is not true. Then, there
exists a sequence {un}n of solutions of problem (1.1)–(1.5) such that, denoting by
En(0) the energy E related to un at the time 0,

(3.16) En(0) > n

∫ T

0

∫
ΓN

{u2
nt(x, t) + u2

nt(x, t− τ)}dΓdt.

From (3.15), we have

(3.17) En(0) ≤ c

{∫ T

0

∫
ΓN

{u2
nt(x, t) + u2

nt(x, t− τ)}dΓdt + ‖un‖H1/2+ε(Ω×(0,T ))

}
.

Then, from (3.16) and (3.17),

n

∫ T

0

∫
ΓN

{u2
nt(x, t) + u2

nt(x, t− τ)}dΓdt

< c

{∫ T

0

∫
ΓN

{u2
nt(x, t) + u2

nt(x, t− τ)}dΓdt + ‖un‖H1/2+ε(Ω×(0,T ))

}
,

that is,

(3.18) (n− c)

∫ T

0

∫
ΓN

{u2
nt(x, t) + u2

nt(x, t− τ)}dΓdt < c‖un‖H1/2+ε(Ω×(0,T )).

Renormalizing, we obtain a sequence {wn}n of solutions of problem (1.1)–(1.5) veri-
fying

(3.19) ‖wn‖H1/2+ε(Ω×(0,T )) = 1,

and

(3.20)

∫ T

0

∫
ΓN

{w2
nt(x, t) + w2

nt(x, t− τ)}dΓdt < c

n− c
.

From (3.19), (3.20), and (3.17), it follows that the sequence {wn}n is bounded in
H1(Ω × (0, T )). Since H1(Ω × (0, T )) is compactly embedded in H1/2+ε(Ω × (0, T )),
there exists a subsequence which, for simplicity of notation, we still denote by {wn}n
such that

wn −→ w strongly in H1/2+ε(Ω × (0, T )).

Then, from (3.19),

(3.21) ‖w‖H1/2+ε(Ω×(0,T )) = 1.
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Moreover, by (3.20),

∫ T

0

∫
ΓN

{w2
t (x, t) + w2

t (x, t− τ)}dΓdt = 0.

Therefore, we have that

wt = 0 on ΓN × (0, T )

and

∂w

∂ν
= 0 on ΓN × (0, T ).

Putting v := wt, v solves in a distributional sense

v′′ − Δv = 0 in Ω × (0, T ),

with

v = 0 on Γ × (0, T ),
∂v

∂ν
= 0 on ΓN × (0, T ).

Therefore, from Holmgren’s uniqueness theorem (see [15, Chap. I, Thm. 8.2, p. 92])
v ≡ 0. This implies that

w(x, t) = w(x).

Thus, w verifies ⎧⎪⎨
⎪⎩

−Δw = 0 in Ω,
w = 0 on ΓD,
∂w

∂ν
= 0 on ΓN ,

and so w ≡ 0. This is in contradiction with (3.21). Then, the observability inequality
(3.10) is proved.

From (3.10) easily follows the stability result.
Proof of Theorem 1.1. From (3.1), we have

(3.22) E(T ) − E(0) ≤ −C

∫ T

0

∫
ΓN

{u2
t (x, t) + u2

t (x, t− τ)}dΓdt.

By (3.22) and the observability estimate (3.10), we obtain

E(T ) ≤ E(0) ≤ C0

∫ T

0

∫
ΓN

{u2
t (x, t) + u2

t (x, t− τ)}dΓdt ≤ C0C
−1(E(0) − E(T ));

then

E(T ) ≤ C̃E(0),

with C̃ < 1. This easily implies the stability estimate (1.11), since our system (1.1)–
(1.5) is invariant by translation and the energy E is decreasing.
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Remark 3.3. Analogous arguments apply if we have more than one delay term in
the boundary feedback, that is, if condition (1.3) is substituted by

∂u

∂ν
(x, t) = −μ0ut(x, t) −

k∑
i=1

μiut(x, t− τi) on ΓN × (0,+∞),

with μ0, μi, τi, i = 1, . . . , k, positive parameters. In this case, the right energy for our
problem is

E(t) :=
1

2

∫
Ω

{u2
t (x, t) + |∇u(x, t)|2}dx +

k∑
i=1

ξi
2

∫
ΓN

∫ 1

0

u2
t (x, t− ρτi)dρdΓ,

with suitable positive constants ξi, i = 1, . . . , k. Indeed, if

μ0 >

k∑
i=1

μi,

choosing ξi such that

μi < ξiτ
−1
i , i = 1, . . . , k, and

k∑
i=1

ξiτ
−1
i < 2μ0 −

k∑
i=1

μi,

we can prove that the energy is exponentially decaying to zero.
Remark 3.4. If ΓD ∩ ΓN �= ∅, the strong solution of (1.1)–(1.5) has a singular

behavior along ΓD ∩ ΓN since u(t) ∈ E(Δ, L2(Ω)) with ∂u
∂ν ∈ L2(ΓN ) and u = 0 on

ΓD (see, for instance, [7] for two-dimensional domains). Therefore the results from
[14] cannot be invoked. For the standard feedback law (i.e., the case μ2 = 0), the
multiplier method has been used as an alternative in [1] to obtain stability results
under strong geometrical conditions. Unfortunately that approach cannot be directly
applied here because for μ2 > 0, we have only ∂u

∂ν ∈ L2(ΓN ), which forbids the use of
the multiplier identity.

4. Internal stability result. In this section, under assumption (1.8) we want
to prove exponential stability for problem (1.12)–(1.16).

We first show that the energy F , defined by (1.19) and (1.10), is decreasing.
Proposition 4.1. For any regular solution of problem (1.12)–(1.16), the energy

is decreasing and there exists a positive constant C such that

(4.1) F ′(t) ≤ −C

∫
Ω

a(x){u2
t (x, t) + u2

t (x, t− τ)}dx.

Proof. Differentiating (1.19), we obtain

F ′(t) =

∫
Ω

{ututt + ∇u∇ut}dx + ξ

∫
Ω

a(x)

∫ 1

0

ut(x, t− τρ)utt(x, t− τρ)dρdx,

and then, applying Green’s formula,

(4.2) F ′(t) =

∫
Ω

ut(utt − Δu)dx + ξ

∫
Ω

a(x)

∫ 1

0

ut(x, t− τρ)utt(x, t− τρ)dρdx,

where we have used the boundary conditions (1.13) and (1.14).
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As in the proof of Proposition 3.1, we can compute

(4.3)

∫
Ω

a(x)

∫ 1

0

ut(x, t− τρ)utt(x, t− τρ)dρdx

= −τ−3

∫
Ω

a(x)

∫ 1

0

uρ(x, t− τ)uρρ(x, t− τρ)dρdx

=
τ−3

2

∫
Ω

a(x){u2
ρ(x, t) − u2

ρ(x, t− τ)}dx

=
τ−1

2

∫
Ω

a(x){u2
t (x, t) − u2

t (x, t− τ)}dΓ.

Now, using (4.3) and (1.12) in identity (4.2), we have

(4.4)

F ′(t) = −μ1

∫
Ω

a(x)u2
t (x, t)dx− μ2

∫
Ω

a(x)ut(x, t)ut(x, t− τ)dx

+
ξτ−1

2

∫
Ω

a(x)u2
t (x, t)dx− ξτ−1

2

∫
Ω

a(x)u2
t (x, t− τ)dx.

From (4.4), applying the Cauchy–Schwarz inequality and recalling (1.10), we obtain
estimate (4.1).

We can write

F(t) = E(t) + E0(t),

where E(t) is the standard energy for the wave equation defined in (3.7) and where

(4.5) E0(t) :=
ξ

2

∫
Ω

a(x)

∫ 1

0

u2
t (x, t− τρ)dρdx.

With a change of variable, we can rewrite

(4.6) E0(t) =
ξ

2τ

∫
Ω

a(x)

∫ t

t−τ

u2
t (x, s)dsdx.

Let w be the solution of the homogeneous problem for the wave equation with
mixed Dirichlet–Neumann boundary condition,

wtt(x, t) − Δw(x, t) = 0 in Ω × (0,+∞),(4.7)

w(x, t) = 0 on ΓD × (0,+∞),(4.8)

∂w

∂ν
(x, t) = 0 on ΓN × (0,+∞),(4.9)

w(x, 0) = w0(x) and wt(x, 0) = w1(x) in Ω.(4.10)

Denote by Ew(t) the standard energy for the wave equation corresponding to w, that
is,

(4.11) Ew(t) =
1

2

∫
Ω

{w2
t (x, t) + |∇w(x, t)|2}dx.

Note that Ew(t) is constant.
We can give an observability inequality for problem (4.7)–(4.10).
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Proposition 4.2. There exists a time T0 such that for all times T > T0, there
exists a positive constant C1 (depending on T ) for which

(4.12) Ew(0) ≤ C1

∫ T

0

∫
ω

w2
t (x, t)dxdt

for any regular solution w of problem (4.7)–(4.10).
Proof. Inequality (4.12) easily follows from some estimates of [14] and standard

arguments with multipliers. We give the proof for the reader’s convenience.
Let ω0, ω1 be open neighborhoods of ΓN such that

(4.13) ω ⊃⊃ ω0 ⊃⊃ ω1 ⊃ ΓN .

Let ϕ be a smooth function such that

(4.14) 0 ≤ ϕ(x) ≤ 1, ϕ ≡ 0 on Ω \ ω0, ϕ ≡ 1 on ω1.

Then, the function ϕw verifies

(ϕw)tt − Δ(ϕw) = F (w),

where F (w) = wΔϕ + 2∇ϕ∇w, with the same boundary conditions as w. Therefore,
we can apply to ϕw the result of Proposition 4.2.1 in [14].

Let us recall some notation from [14]. Without loss of generality, we can suppose
that the function v satisfying assumptions (1.6) and (1.7) is nonnegative on Ω.

Denote

(4.15) T0 = 2

(
maxx∈Ω v(x)

α

)1/2

,

with α as in (1.6). Define the function φ : Ω × R → R by

(4.16) φ(x, t) := v(x) − c∗

(
t− T

2

)2

,

where T > T0 is fixed and the constant c∗ is chosen as follows. From (4.15), there
exists a constant δ > 0 such that

αT 2 > 4 max
x∈Ω

v(x) + 4δ.

For fixed δ, there is c∗ such that

(4.17) c∗T
2 > 4 max

x∈Ω
v(x) + 4δ, c∗ ∈ (0, α).

Note that

(4.18) φ(x, 0) < −δ and φ(x, T ) < −δ uniformly in Ω.

Set

(4.19)

BTw|Γ×(0,T ) =
1

2

∫ T

0

∫
ΓD

eγφH · ν
(
∂w

∂ν

)2

dΓdt

+
1

2

∫ T

0

∫
ΓN

eγφH · ν(w2
t − |∇T w|2)dΓdt,

where ∇T w denotes the tangential gradient of w.
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Then, from Proposition 4.2.1 of [14], using (4.18), and recalling that Ew(t) is
constant, we have

(4.20)

BTw|Γ×(0,T ) ≤ c

{∫ T

0

∫
Ω

eγφ|∇(ϕw)|2dxdt +

∫ T

0

∫
Ω

ϕ2w2
t dxdt

+

∫ T

0

∫
Ω

ϕ2w2dxdt + e−γδEw(0)

}

≤ c

{∫ T

0

∫
ω0

eγφ|∇w|2dxdt +

∫ T

0

∫
ω

w2
t dxdt

+

∫ T

0

∫
Ω

w2dxdt + e−γδEw(0)

}

for a suitable positive constant c, where the parameter γ can be chosen sufficiently
large in order to have the desired inequality.

Now, consider another smooth cut-off function ψ such that

(4.21) 0 ≤ ψ(x) ≤ 1, ψ ≡ 0 on Ω \ ω, ψ ≡ 1 on ω0.

Integrating by parts,

(4.22)

∫ T

0

∫
Ω

(wtt − Δw)ψweγφdxdt =

[∫
Ω

ψwwte
γφdx

]T
0

+

∫ T

0

∫
Ω

∇w∇(ψweγφ)dxdt−
∫ T

0

∫
Ω

wt(ψwe
γφ)tdxdt

=

[∫
Ω

ψwwte
γφdx

]T
0

−
∫ T

0

∫
Ω

ψwt(wte
γφ + weγφγφt)dxdt

+

∫ T

0

∫
Ω

ψeγφ|∇w|2dxdt +

∫ T

0

∫
Ω

w∇w∇(ψeγφ)dxdt.

Then, from (4.22), recalling that w satisfies (4.7), we have

(4.23)

∫ T

0

∫
Ω

ψeγφ|∇w|2dxdt =

∫ T

0

∫
Ω

(ψw2
t e

γφ + wwtψe
γφγφt)dxdt

−
[∫

Ω

ψwwte
γφdx

]T
0

− 2

∫ T

0

∫
Ω

√
ψw∇w∇(

√
ψ)eγφdxdt

−
∫ T

0

∫
Ω

ψw∇w∇eγφdxdt.

Since Ew(t) is constant, by using the Cauchy–Schwarz inequality and Poincaré’s the-
orem, we can estimate [∫

Ω

ψwwte
γφdx

]T
0

≤ ce−δγEw(0),

and so, from (4.23), we obtain

(4.24)

∫ T

0

∫
Ω

ψeγφ|∇w|2dxdt ≤ ce−δγEw(0) +
1

2

∫ T

0

∫
Ω

ψeγφ|∇w|2dxdt

+c

{∫ T

0

∫
ω

w2
t dxdt +

∫ T

0

∫
Ω

w2dxdt

}
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for a suitable positive constant c. By (4.24) we deduce

∫ T

0

∫
ω0

eγφ|∇w|2dxdt ≤ c

{∫ T

0

∫
ω

w2
t dxdt +

∫ T

0

∫
Ω

w2dxdt + e−δγEw(0)

}
,

which, used in (4.20), gives

(4.25) BTw|Γ×(0,T ) ≤ c

{∫ T

0

∫
ω

w2
t dxdt +

∫ T

0

∫
Ω

w2dxdt + e−δγEw(0).

}

Then, from (4.25) and Theorem 3.4 of [14] (Carleman estimate (3.14)), taking γ
sufficiently large, we obtain

Ew(0) ≤ c

∫ T

0

∫
ω

w2
t (x, t)dxdt + c‖w‖2

L2(Ω×(0,T )).

Now, estimate (4.12) follows from compactness-uniqueness arguments.
Proposition 4.3. There exists a time T such that for all times T > T , there

exists a positive constant C0 (depending on T ) for which

(4.26) F(0) ≤ C0

∫ T

0

∫
Ω

a(x){u2
t (x, t) + u2

t (x, t− τ)}dxdt

for any regular solution u of problem (1.12)–(1.16).
Proof. Following Zuazua [18], we can decompose the solution u of problem (1.12)–

(1.16) as

u = w + w̃,

where w solves (4.7)–(4.9) with initial condition

w(x, 0) = u0(x), wt(x, 0) = u1(x) in Ω,

and w̃ verifies

w̃tt − Δw̃ = −a(x)[μ1ut(x, t) + μ2ut(x, t− τ)] in Ω × (0,+∞),(4.27)

w̃(x, t) = 0 on ΓD × (0,+∞),(4.28)

∂w̃

∂ν
(x, t) = 0 on ΓN × (0,+∞),(4.29)

w̃(x, 0) = 0 and w̃t(x, 0) = 0 in Ω.(4.30)

Then, from (4.5) and (4.11),

(4.31) F(0) = E(0) + E0(0) = Ew(0) +
ξ

2

∫
Ω

a(x)

∫ 1

0

u2
t (x,−ρτ)dρdx.

If we take T > T := max{T0, τ}, from (4.31) with a change of variable we obtain

F(0) ≤ Ew(0) + c

∫
Ω

a(x)

∫ T

0

u2
t (x, t− τ)dtdx,
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and then, from (4.12),

(4.32)
F(0) ≤ c

∫
Ω

a(x)

∫ T

0

{w2
t (x, t) + u2

t (x, t− τ)}dtdx

≤ c

∫
Ω

a(x)

∫ T

0

{w̃2
t (x, t) + u2

t (x, t) + u2
t (x, t− τ)}dtdx

for a suitable positive constant c. Therefore, from standard energy estimates for w̃,
we obtain

F(0) ≤ C0

∫ T

0

∫
Ω

a(x){u2
t (x, t) + u2

t (x, t− τ)}dxdt.

Now, using estimate (4.26), as in the case of boundary feedback we obtain the
exponential stability result of Theorem 1.3.

Remark 4.4. Analogous arguments apply if we have more than one delay term in
the internal feedback, that is, if (1.12) is replaced with

utt(x, t) − Δu(x, t) + a(x)
[
μ0ut(x, t) +

k∑
i=1

μiut(x, t− τi)
]

= 0 in Ω × (0,+∞),

with μ0, μi, τi, i = 1, . . . , k, positive parameters. In this case, if

μ0 >

k∑
i=1

μi,

the right energy to consider, in order to prove exponential decay, is

E(t) :=
1

2

∫
Ω

{u2
t (x, t) + |∇u(x, t)|2}dx +

k∑
i=1

ξi
2

∫
Ω

a(x)

∫ 1

0

u2
t (x, t− ρτi)dρdx,

with constants ξi, i = 1, . . . , k, chosen as in Remark 3.3.
Remark 4.5. In the case ΓD∩ΓN �= ∅, since for internal feedbacks we have ∂u

∂ν = 0
on ΓN , we can use the multiplier identity from [1] and then obtain stability results
under the same geometrical conditions as those from [1].

5. Some instability examples. In this section we will give some instability
examples for the case μ2 ≥ μ1.

5.1. Boundary feedback. In this subsection we consider problem (1.1)–(1.5)
with boundary feedback, and we prove Theorem 1.2.

Let us consider the spectral problem for the system

(5.1)

⎧⎪⎨
⎪⎩

utt(x, t) − Δu(x, t) = 0 in Ω × (0,+∞),
u(x, t) = 0 on ΓD × (0,+∞),
∂u

∂ν
(x, t) = −μ1ut(x, t) − μ2ut(x, t− τ) on ΓN × (0,+∞).

We seek a solution of (5.1) in the form

u(x, t) = eλtϕ(x), λ ∈ C.
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Then, ϕ has to be a solution of the eigenvalue problem

(5.2)

⎧⎪⎨
⎪⎩

−Δϕ + λ2ϕ = 0 in Ω,
ϕ = 0 on ΓD,
∂ϕ

∂ν
= −(μ1 + μ2e

−λτ )λϕ on ΓN ,

which can be reformulated, in a variational form, as

(5.3)

∫
Ω

∇ϕ∇vdx + λ2

∫
Ω

ϕvdx + (μ1 + μ2e
−λτ )λ

∫
ΓN

ϕvdΓ = 0 ∀v ∈ H1
ΓD

(Ω).

We want to find a solution for λ := ib, with b ∈ R. For this choice of λ, problem
(5.3) can be rewritten as

(5.4)

∫
Ω

∇ϕ∇vdx− b2
∫

Ω

ϕvdx + (μ1 + μ2e
−ibτ )ib

∫
ΓN

ϕvdΓ = 0 ∀v ∈ H1
ΓD

(Ω).

Assume that

(5.5) cos(bτ) = −μ1

μ2
.

Note that, since we are considering the case μ2 ≥ μ1, there exist b, τ such that (5.5)
holds. Then, we choose

(5.6) μ2 sin(bτ) =
√

μ2
2 − μ2

1.

Under these assumptions, (5.4) becomes

(5.7)

∫
Ω

∇ϕ∇vdx− b2
∫

Ω

ϕvdx + b
√
μ2

2 − μ2
1

∫
ΓN

ϕvdΓ = 0 ∀v ∈ H1
ΓD

(Ω).

In particular, for v = ϕ, (5.7) gives

(5.8)

∫
Ω

|∇ϕ|2dx− b2
∫

Ω

|ϕ|2dx + b
√

μ2
2 − μ2

1

∫
ΓN

|ϕ|2dΓ = 0.

Without loss of generality, we can assume

(5.9) ‖ϕ‖2
2 :=

∫
Ω

|ϕ|2dx = 1,

and then the identity (5.8) can be rewritten as

(5.10) b2 − b
√
μ2

2 − μ2
1q0(ϕ) − q1(ϕ) = 0,

where

(5.11) q0(ϕ) :=

∫
ΓN

|ϕ|2dΓ, q1(ϕ) :=

∫
Ω

|∇ϕ|2dx.

Now we distinguish two cases.
Case (a): μ1 = μ2. In this case, under our assumptions, (5.10) becomes

(5.12) b2 = q1(ϕ).
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Define

(5.13) b2 := min
w∈H1

ΓD
(Ω)

‖w‖2=1

q1(w).

If ϕ verifies

q1(ϕ) = min
w∈H1

ΓD
(Ω)

‖w‖2=1

q1(w),

then it easy to see that ϕ is a solution of (5.4) with b as in (5.13). Then ϕ verifies
(5.2), and so

(5.14) u(x, t) := eibtϕ(x)

is a solution of problem (5.1). Therefore, we have found a solution of our boundary
problem, whose energy is constant. Indeed, an easy computation shows that, for the
function u defined in (5.14),∫

Ω

(|∇u(x, t)|2 + |ut(x, t)|2)dx = 2b2 > 0 ∀t ≥ 0.

Note that, from our assumptions (λ = ib, cos(bτ) = −1, sin(bτ) = 0), problem
(5.2) becomes the classical eigenvalue problem for the Laplace operator with a mixed
Dirichlet–Neumann boundary condition. So, we can take a sequence {bn}n of positive
real numbers defined by

b2n = Λ2
n, n ∈ N,

where Λ2
n, n ∈ N, are the eigenvalues for the Laplace operator. Then, putting

bnτ = (2l + 1)π, l ∈ N,

we obtain a sequence of delays

τn,l =
(2l + 1)π

bn
, l, n ∈ N,

which become arbitrarily small (or large) for suitable choices of the indices n, l ∈ N.
Therefore, in the case μ1 = μ2, we have found a set of time delays for which problem
(1.1)–(1.5) is not asymptotically stable.

Case (b): μ2 > μ1. In this case, from (5.10) we have

b =
1

2

(√
μ2

2 − μ2
1q0(ϕ) ±

√
(μ2

2 − μ2
1)q

2
0(ϕ) + 4q1(ϕ)

)
.

Define

(5.15) b :=
1

2
min

w∈H1
ΓD

(Ω)

‖w‖2=1

(√
μ2

2 − μ2
1q0(w) +

√
(μ2

2 − μ2
1)q

2
0(w) + 4q1(w)

)
.

We now prove that if the minimum in the right–hand side of (5.15) is attained at ϕ,
that is,
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(5.16)√
μ2

2 − μ2
1q0(ϕ) +

√
(μ2

2 − μ2
1)q

2
0(ϕ) + 4q1(ϕ)

:= min
w∈H1

ΓD
(Ω)

‖w‖2=1

(√
μ2

2 − μ2
1q0(w) +

√
(μ2

2 − μ2
1)q

2
0(w) + 4q1(w)

)
,

then ϕ is a solution of (5.7) with b as in (5.15). To show this, take for ε ∈ R,

(5.17) w = ϕ + εv, with v ∈ H1
ΓD

(Ω) such that

∫
Ω

ϕvdx = 0.

Then,

‖w‖2
2 = ‖ϕ‖2

2 + ε2‖v‖2
2 = 1 + ε2‖v‖2

2.

If we denote

(5.18)

g(ε) :=
1

1 + ε2‖v‖2
2

(√
μ2

2 − μ2
1q0(ϕ + εv) +

√
(μ2

2 − μ2
1)q

2
0(ϕ + εv) + 4q1(ϕ + εv)

)
,

then, by definition (5.16),

g(ε) ≥ g(0) =

(√
μ2

2 − μ2
1q0(ϕ) +

√
(μ2

2 − μ2
1)q

2
0(ϕ) + 4q1(ϕ)

)
.

So, we have that

dg(ε)

dε

∣∣∣∣
ε=0

= 0,

which, after an easy computation, gives

(5.19)

∫
Ω

∇ϕ∇vdx + b
√
μ2

2 − μ2
1

∫
ΓN

ϕvdΓ = 0.

Since any function ṽ ∈ H1
ΓD

(Ω) can be decomposed as

ṽ = γϕ + v, γ ∈ R, v ∈ H1
ΓD

(Ω) with

∫
Ω

ϕvdx = 0,

from (5.19) and (5.8) we obtain that ϕ satisfies (5.7) with b defined in (5.15). So, for
such positive b,

bτ = arccos

(
−μ1

μ2

)
+ 2lπ, l ∈ N,

defines a sequence of time delays for which problem (1.1)–(1.5) is not asymptotically
stable.

The above examples prove Theorem 1.2.
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5.2. Internal feedback. In this subsection we will give instability examples for
problem (1.12)–(1.16) with internal feedback, proving Theorem 1.4.

Let us consider the spectral problem for the system

(5.20)⎧⎪⎨
⎪⎩

utt(x, t) − Δu(x, t) + a(x)[μ1ut(x, t) + μ2ut(x, t− τ)] = 0 in Ω × (0,+∞),
u(x, t) = 0 on ΓD × (0,+∞),
∂u

∂ν
(x, t) = 0 on ΓN × (0,+∞).

We restrict our analysis to the case a(x) ≡ 1 in Ω.
We seek a solution of (5.20) in the form

u(x, t) = eλtϕ(x), λ ∈ C.

Then, ϕ has to solve the eigenvalue problem

(5.21)

⎧⎪⎨
⎪⎩

Δϕ = [λ2 + (μ1 + μ2e
−λτ )λ]ϕ in Ω,

ϕ = 0 on ΓD,
∂ϕ

∂ν
= 0 on ΓN .

Let us consider the standard problem for the Laplace operator with a mixed
Dirichlet–Neumann boundary condition

(5.22)

⎧⎪⎨
⎪⎩

Δϕ = −μ2ϕ in Ω,
ϕ = 0 on ΓD,
∂ϕ

∂ν
= 0 on ΓN .

We want to show that for any Λ2 eigenvalue of problem (5.22), there exists a λ ∈ C

solution of the equation

(5.23) λ2 + (μ1 + μ2e
−λτ )λ = −Λ2.

We seek a solution λ = α + iβ, α, β ∈ R, with

(5.24) βτ = (2l + 1)π, l ∈ N.

Under this assumption, (5.23) becomes

(5.25)

{
α2 + β2 = Λ2,
μ2e

−ατ = 2α + μ1.

Now we distinguish two cases.
Case (a): μ1 = μ2. In this case, from (5.25) we have

α = 0, β2 = Λ2.

Therefore, for any Λ2
n eigenvalue of problem (5.22), if βn ∈ R verifies

β2
n = Λ2

n,

then for λ = iβn problem (5.21) admits a nonzero solution.
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Take βn positive. From our assumption (5.24),

τn,l =
(2l + 1)π

βn
, n, l ∈ N,

is a set of time delays that become arbitrarily small (or large) for suitable choices of
the indices n, l ∈ N. For such delays, problem (1.12)–(1.16) admits solutions in the
form

u(x, t) = eiβtϕ(x),

whose energy is constant and strictly positive. So, system (1.12)–(1.16) is not asymp-
totically stable.

Case (b): μ2 > μ1. For a fixed α > 0, from the second equation of (5.25), we
obtain

(5.26) τ(α) =
1

α
ln

(
μ2

μ1 + 2α

)
,

and so, in order to have τ(α) > 0, we consider

0 < α <
1

2
(μ2 − μ1).

From (5.24), the first equation of (5.25) becomes

(5.27) α2 +
(2l + 1)2π2

τ2(α)
= Λ2,

where τ(α) is given by (5.26).
Denoting

g(α) := α2 +
(2l + 1)2π2

τ2(α)
∀α ∈

(
0,

μ2 − μ1

2

)
,

we have

τ(α) → +∞ and g(α) → 0+ as α → 0+,

while

τ(α) → 0+ and g(α) → +∞ as α → 1

2
(μ2 − μ1)

−.

Since g is a continuous function of α, for any fixed Λ2 eigenvalue of problem (5.22)
there exists α (0 < α < (μ2 − μ1)/2) such that (5.27) is verified. Therefore, for such
α there exists a delay τ(α) (defined by (5.26)) such that a function of the form

eα+iβϕ(x)

solves problem (1.12)–(1.16). Since α ≥ 0, the energy of such a solution is not decaying
to zero. So, this solution is not asymptotically stable.

Note that, for any Λ2
n eigenvalue of problem (5.22) and for any l ∈ N, there exist

αn,l and a delay τn,l = τ(αn,l) such that (5.25) is verified with

βn,l =
(2l + 1)π

τn,l
.
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From the first equation of (5.25),

(2l + 1)2π2

τ2
n,l

≤ Λ2
n.

Then, for a fixed l ∈ N, if n → +∞, then τn,l → 0+. On the contrary, for a fixed
n ∈ N, if l → +∞, then τn,l → +∞. Therefore, we have instability phenomena for a
sequence of arbitrarily small or large time delays.

The examples of Case (a) and (b) prove Theorem 1.4.

Acknowledgments. We thank E. Zuazua for bringing our attention to reference
[17] and suggesting we consider the stabilization of the wave equation with delay in
general domains of R

n.
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ERROR ESTIMATES FOR THE NUMERICAL APPROXIMATION
OF DIRICHLET BOUNDARY CONTROL FOR SEMILINEAR

ELLIPTIC EQUATIONS∗
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Abstract. We study the numerical approximation of boundary optimal control problems gov-
erned by semilinear elliptic partial differential equations with pointwise constraints on the control.
The control is the trace of the state on the boundary of the domain, which is assumed to be a convex,
polygonal, open set in R

2. Piecewise linear finite elements are used to approximate the control as
well as the state. We prove that the error estimates are of order O(h1−1/p) for some p > 2, which is
consistent with the W 1−1/p,p(Γ)-regularity of the optimal control.

Key words. Dirichlet control, semilinear elliptic equation, numerical approximation, error
estimates
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1. Introduction. In this paper we study an optimal control problem governed
by a semilinear elliptic equation. The control is the Dirichlet datum on the boundary
of the domain. Bound constraints are imposed on the control. The cost functional
involves the control in a quadratic way and the state in a general way. The goal is to
derive error estimates for the discretization of the control problem.

There are not many papers devoted to the derivation of error estimates for the
discretization of control problems governed by partial differential equations; see the
pioneering works by Falk [19] and Geveci [21]. However, recently some papers have
appeared, providing new methods and ideas. Arada, Casas, and Tröltzsch [1] de-
rived error estimates for the controls in the L∞ and L2 norms for distributed control
problems. Similar results for an analogous problem, but also including integral state
constraints, were obtained by Casas [8]. The case of a Neumann boundary control
problem has been studied by Casas, Mateos, and Tröltzsch [11]. The novelty of our
paper with respect to the previous ones is twofold. First, here we deal with a Dirichlet
problem, the control being the value of the state on the boundary. Second, we con-
sider piecewise linear continuous functions to approximate the optimal control, which
is necessary because of the Dirichlet nature of the control, but it introduces some new
difficulties. In the previous papers the controls were always approximated by piece-
wise constant functions. In the present situation we have developed new methods,
which can be used in the framework of distributed or Neumann controls to consider
piecewise linear approximations. This could lead to better error estimates than those
deduced for piecewise controls.

As far as we know, there is another paper dealing with the numerical approx-
imation of a Dirichlet control problem of Navier–Stokes equations, by Gunzburger,
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Hou, and Svobodny [23]. Their procedure of proof does not work when the controls
are subject to bound constraints, as considered in our problem. To deal with this
difficulty we assume that sufficient second order optimality conditions are satisfied.
We also see that the gap between the necessary and sufficient optimality conditions
is very narrow. It is of the same type as in the finite dimensional case.

Let us mention some recent papers which provide some new ideas for deriving
optimal error estimates. Hinze [26] suggested discretizing the state equation but not
the control space. In some cases, including the case of semilinear equations, it is
possible to solve the incompletely discretized problem on a computer. However, we
believe this process offers no advantages for our problem because the discretization of
the states forces the discretization of the controls. Another idea, due to Meyer and
Rösch [33], works for linear-quadratic control problems in the distributed case, but
we do not know if it is possible to adapt it to the general case.

In the case of parabolic problems, the theory is far from being complete, but
some research has been carried out; see Knowles [27], Lasiecka [28], [29], McKnight
and Bosarge [32], Tiba and Tröltzsch [36], and Tröltzsch [38], [39], [40], [41].

In the context of control problems of ordinary differential equations, great work
has been done by Hager [24], [25] and Dontchev and Hager [16], [17]; see also the work
by Malanowski, Büskens, and Maurer [31]. The reader is also referred to the detailed
bibliography in [17].

The plan of the paper is as follows. In section 2 we set the optimal control problem
and we establish the results we need for the state equation. In section 3 we write the
first and second order optimality conditions. The first order conditions allow us to
deduce some regularity results of the optimal control, which are necessary to derive
the error estimates of the discretization. The second order conditions are also essential
to prove the error estimates. The discrete optimal control problem is formulated in
section 4 and the first order optimality conditions are given. To write these conditions
we have defined a discrete normal derivative for piecewise linear functions, which are
solutions of some discrete equation. Sections 6 and 7 are devoted to the analysis
of the convergence of the solutions of the discrete optimal control problems and to
the proof of error estimates. The main result is Theorem 7.1, where we establish
‖ū− ūh‖L2(Γ) = O(h1−1/p).

The numerical tests we have performed confirm our theoretical estimates. For a
detailed report we refer to [12]. A simple example is reported in section 8.

2. The control problem. Throughout this paper, Ω denotes an open convex
bounded polygonal set of R

2, and Γ denotes its boundary. In this domain we formulate
the following control problem:

(P)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

inf J(u) =

∫
Ω

L(x, yu(x)) dx +
N

2

∫
Γ

u2(x) dx

subject to (yu, u) ∈ L∞(Ω) × L∞(Γ),

u ∈ Uad = {u ∈ L∞(Γ) | α ≤ u(x) ≤ β a.e. x ∈ Γ},

(yu, u) satisfying the state equation (2.1),

−Δyu(x) = f(x, yu(x)) in Ω, yu(x) = u(x) on Γ,(2.1)

where −∞ < α < β < +∞ and N > 0. Here u is the control, while yu is the
associated state. The following hypotheses are assumed about the functions involved
in the control problem (P).
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(A1) The function L : Ω × R −→ R is measurable with respect to the first com-
ponent and is of class C2 with respect to the second one, L(·, 0) ∈ L1(Ω), and for all
M > 0 there exist a function ψL,M ∈ Lp̄(Ω) (p̄ > 2) and a constant CL,M > 0 such that∣∣∣∣∂L∂y (x, y)

∣∣∣∣ ≤ ψL,M (x),

∣∣∣∣∂2L

∂y2
(x, y)

∣∣∣∣ ≤ CL,M ,

∣∣∣∣∂2L

∂y2
(x, y2) −

∂2L

∂y2
(x, y1)

∣∣∣∣ ≤ CL,M |y2 − y1|,

for a.e. x ∈ Ω and |y|, |yi| ≤ M , i = 1, 2.
(A2) The function f : Ω×R −→ R is measurable with respect to the first variable

and is of class C2 with respect to the second one,

f(·, 0) ∈ Lp̄(Ω) (p̄ > 2),
∂f

∂y
(x, y) ≤ 0 a.e. x ∈ Ω and y ∈ R.

For all M > 0 there exists a constant Cf,M > 0 such that∣∣∣∣∂f∂y (x, y)

∣∣∣∣ +

∣∣∣∣∂2f

∂y2
(x, y)

∣∣∣∣ ≤ Cf,M a.e. x ∈ Ω and |y| ≤ M,

∣∣∣∣∂2f

∂y2
(x, y2) −

∂2f

∂y2
(x, y1)

∣∣∣∣ < Cf,M |y2 − y1| a.e. x ∈ Ω and |y1|, |y2| ≤ M.

Let us finish this section by proving that problem (P) is well defined. We will say
that an element yu ∈ L∞(Ω) is a solution of (2.1) if

∫
Ω

−Δw y dx =

∫
Ω

f(x, y(x))w(x)dx−
∫

Γ

u(x)∂νw(x)dx, ∀w ∈ H2(Ω) ∩H1
0 (Ω),

(2.2)

where ∂ν denotes the normal derivative on the boundary Γ. This is the classical
definition in the transposition sense. To study (2.1), we state an estimate for the
linear equation

−Δz(x) = b(x)z(x) in Ω, z(x) = u(x) on Γ,(2.3)

where b is a nonpositive function belonging to L∞(Ω).
Lemma 2.1. For every u ∈ L∞(Γ), the linear equation (2.3) has a unique solution

z ∈ L∞(Ω) (defined in the transposition sense), and it satisfies

‖z‖L2(Ω) ≤ C‖u‖H−1/2(Γ), ‖z‖H1/2(Ω) ≤ C‖u‖L2(Γ) and ‖z‖L∞(Ω) ≤ ‖u‖L∞(Γ).
(2.4)

The proof is standard: the first inequality is obtained by using the transposition
method (see Lions and Magenes [30]), the second inequality is deduced by interpola-
tion, and the last one is obtained by applying the maximum principle.

Theorem 2.2. For every u ∈ L∞(Γ), the state equation (2.1) has a unique
solution yu ∈ L∞(Ω) ∩H1/2(Ω). Moreover the following Lipschitz properties hold:

‖yu − yv‖L∞(Ω) ≤ ‖u− v‖L∞(Γ),
‖yu − yv‖H1/2(Ω) ≤ C‖u− v‖L2(Γ) ∀u, v ∈ L∞(Γ).

(2.5)
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Finally if un ⇀ u weakly� in L∞(Γ), then yun
→ yu strongly in Lr(Ω) for all r <

+∞.
Proof. Let us introduce the following problems:

−Δz = 0 in Ω, z = u on Γ,(2.6)

and

−Δζ = g(x, ζ) in Ω, ζ = 0 on Γ,(2.7)

where g : Ω × R 	→ R is given by g(x, t) = f(x, z(x) + t), with z being the solution of
(2.6). Lemma 2.1 implies that (2.6) has a unique solution in L∞(Ω) ∩H1/2(Ω). It is
obvious that assumption (A2) is fulfilled by g and that (2.7) is a classically well-set
problem having a unique solution in H1

0 (Ω) ∩ L∞(Ω). Moreover, since Ω is convex,
we know that ζ ∈ H2(Ω); see Grisvard [22]. Finally the solution yu of (2.1) can
be written as yu = z + ζ. Estimates (2.5) follow from Lemma 2.1; see Arada and
Raymond [2] for a detailed proof in the parabolic case. The continuous dependence in
Lr(Ω) follows in a standard way by using (2.5) and the compactness of the inclusion
H1/2(Ω) ⊂ L2(Ω) along with the fact that {yun

} is bounded in L∞(Ω), as deduced
from the first inequality of (2.5).

Now the following theorem can be proved by standard arguments.
Theorem 2.3. Problem (P) has at least one solution.

3. Optimality conditions. Before writing the optimality conditions for (P) let
us state the differentiability properties of J .

Theorem 3.1. The mapping G : L∞(Γ) −→ L∞(Ω)∩H1/2(Ω) defined by G(u) =
yu is of class C2. Moreover, for all u, v ∈ L∞(Γ), zv = G′(u)v is the solution of

−Δzv =
∂f

∂y
(x, yu)zv in Ω, zv = v on Γ,(3.1)

and for every v1, v2 ∈ L∞(Ω), zv1v2
= G′′(u)v1v2 is the solution of⎧⎨

⎩−Δzv1v2 =
∂f

∂y
(x, yu)zv1v2 +

∂2f

∂y2
(x, yu)zv1zv2

in Ω,

zv1v2
= 0 on Γ,

(3.2)

where zvi = G′(u)vi, i = 1, 2.
Proof. Let us define the space

V = {y ∈ H1/2(Ω) ∩ L∞(Ω) : Δy ∈ L2(Ω)}

endowed with the natural graph norm. Now we consider the function F : L∞(Γ) ×
V −→ L∞(Γ)×L2(Ω) defined by F (u, y) = (y|Γ − u,Δy + f(x, y)). It is obvious that
F is of class C2 and that for every pair (u, y) satisfying (2.1) we have F (u, y) = (0, 0).
Furthermore

∂F

∂y
(u, y) · z =

(
z|Γ,Δz +

∂f

∂y
(x, y)z

)
.

By using Lemma 2.1 we deduce that (∂F/∂y)(u, y) : V −→ L∞(Γ) × L2(Ω) is an
isomorphism. Then the implicit function theorem allows us to conclude that G is of
class C2, and now the rest of the theorem follows easily.
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Theorem 3.1, along with the chain rule, leads to the following result.
Theorem 3.2. The functional J : L∞(Γ) → R is of class C2. Moreover, for

every u, v, v1, v2 ∈ L∞(Γ),

J ′(u)v =

∫
Γ

(Nu− ∂νφu) v dx(3.3)

and

J ′′(u)v1v2 =

∫
Ω

[
∂2L

∂y2
(x, yu)zv1

zv2
+ φu

∂2f

∂y2
(x, yu)zv1

zv2

]
dx+

∫
Γ

Nv1v2 dx,

(3.4)

where zvi = G′(u)vi, i = 1, 2, yu = G(u), and the adjoint state φu ∈ H2(Ω) is the
unique solution of the problem

−Δφ =
∂f

∂y
(x, yu)φ +

∂L

∂y
(x, yu) in Ω, φ = 0 on Γ.(3.5)

The first order optimality conditions for problem (P) follow readily from Theorem
3.2.

Theorem 3.3. Assume that ū is a local solution of problem (P) and let ȳ be the
corresponding state. Then there exists φ̄ ∈ H2(Ω) such that

−Δφ̄ =
∂f

∂y
(x, ȳ)φ̄ +

∂L

∂y
(x, ȳ) in Ω, φ̄ = 0 on Γ,(3.6)

and ∫
Γ

(
Nū− ∂ν φ̄

)
(u− ū) dx ≥ 0, ∀u ∈ Uad,(3.7)

which is equivalent to

ū(x) = Proj[α,β]

( 1

N
∂ν φ̄(x)

)
= max

{
α,min

{
β,

1

N
∂ν φ̄(x)

}}
.(3.8)

Theorem 3.4. Assume that ū is a local solution of problem (P) and let ȳ and φ̄
be the corresponding state and adjoint state. Then there exists p ∈ (2, p̄] (with p̄ > 2
as introduced in assumptions (A1) and (A2)) depending on the measure of the angles
of the polygon Ω such that ȳ ∈ W 1,p(Ω), φ̄ ∈ W 2,p(Ω), and ū ∈ W 1−1/p,p(Γ) ⊂ C(Γ).

Proof. From assumption (A1) and using elliptic regularity results, it follows that
φ̄ belongs to W 2,p(Ω) for some p ∈ (2, p̄] depending on the measure of the angles of
Γ; see Grisvard [22, Chapter 4]. To prove that ū belongs to W 1−1/p,p(Γ) we recall the
norm in this space,

‖ū‖W 1−1/p,p(Γ) =

{∫
Γ

|ū(x)|pdx +

∫
Γ

∫
Γ

|ū(x) − ū(ξ)|p
|x− ξ|p dx dξ

}1/p

,

where we have used the fact that Ω ⊂ R
2. Due to [22, Theorem 1.5.2.3] and the fact

that φ̄ = 0 on Γ, it can be shown that ∂ν φ̄ belongs to W 1−1/p,p(Γ). With the relation
(3.8) and∣∣∣∣Proj[α,β]

(
1

N
∂ν φ̄(x)

)
− Proj[α,β]

(
1

N
∂ν φ̄(ξ)

)∣∣∣∣ ≤ 1

N
|∂ν φ̄(x) − ∂ν φ̄(ξ)|,

one can prove that the integrals in the above norm are finite.
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Finally, decomposing (2.1) into two problems as in the proof of Theorem 2.3,
we get that ȳ = z̄ + ζ̄, with ζ̄ ∈ H2(Ω) and z̄ ∈ W 1,p(Ω), which completes the
proof.

In order to establish the second order optimality conditions, we define the cone
of critical directions

Cū = {v ∈ L2(Γ) satisfying (3.9) and v(x) = 0 if |d̄(x)| > 0},

v(x) =

{
≥ 0 where ū(x) = α
≤ 0 where ū(x) = β

for a.e. x ∈ Γ,(3.9)

where d̄ denotes the derivative J ′(ū),

d̄(x) = Nū(x) − ∂ν φ̄(x).(3.10)

Now we formulate the second order necessary and sufficient optimality conditions.
Theorem 3.5. If ū is a local solution of (P), then J ′′(ū)v2 ≥ 0 holds for all

v ∈ Cū. Conversely, if ū ∈ Uad satisfies the first order optimality conditions provided
by Theorem 3.3 and the coercivity condition

J ′′(ū)v2 > 0, ∀v ∈ Cū \ {0},(3.11)

then there exist μ > 0 and ε > 0 such that J(u) ≥ J(ū) + μ‖u − ū‖2
L2(Γ) is satisfied

for every u ∈ Uad obeying ‖u− ū‖L∞(Ω) ≤ ε.
The necessary condition provided in the theorem is quite easy to get. The suf-

ficient conditions are proved by Casas and Mateos [9, Theorem 4.3] for distributed
control problems with integral state constraints. The proof can be translated in a
straightforward way into the case of boundary controls; see also Bonnans and Zidani
[4].

Remark 3.6. It can be proved (see Casas and Mateos [9, Theorem 4.4]) that the
following two conditions are equivalent:

(1) J ′′(ū)v2 > 0 for every v ∈ Cū \ {0}.
(2) There exist δ > 0 and τ > 0 such that J ′′(ū)v2 ≥ δ‖v‖2

L2(Γ) for every v ∈ Cτ
ū ,

where

Cτ
ū = {v ∈ L2(Γ) satisfying (3.9) and v(x) = 0 if |d̄(x)| > τ}.

It is clear that Cτ
ū contains strictly Cū, so condition (2) seems to be stronger than

(1), but in fact they are equivalent. For the proof of this equivalence, we use the fact
that u appears linearly in the state equation and quadratically in the cost functional.

4. Numerical approximation of (P). Let us consider a family of triangula-
tions {Th}h>0 of Ω̄: Ω̄ = ∪T∈Th

T . With each element T ∈ Th, we associate two
parameters ρ(T ) and σ(T ), where ρ(T ) denotes the diameter of the set T , and σ(T )
is the diameter of the largest ball contained in T . Let us define the size of the mesh

by h = maxT∈Th
ρ(T ). For fixed h > 0, we denote by {Tj}N(h)

j=1 the family of triangles
belonging to Th and having a side included in the boundary Γ. If the vertices of Tj ∩Γ

are xj
Γ and xj+1

Γ , then [xj
Γ, x

j+1
Γ ] := Tj ∩ Γ, 1 ≤ j ≤ N(h), with x

N(h)+1
Γ = x1

Γ. We

will also follow the notation x0
Γ = x

N(h)
Γ . We assume that every vertex of the polygon

Ω is one of these boundary points xj
Γ of the triangulation and that the numbering of
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the nodes {xj
Γ}

N(h)
j=1 is made counterclockwise. The length of the interval [xj

Γ, x
j+1
Γ ] is

denoted by hj = |xj+1
Γ − xj

Γ|. The following hypotheses on the triangulation are also
assumed.

(H1) There exists a constant ρ > 0 such that h/ρ(T ) ≤ ρ for all T ∈ Th and
h > 0.

(H2) All the angles of all triangles are less than or equal to π/2.
The first assumption is not a restriction in practice and it is the usual one. The

second assumption is going to allow us to use the discrete maximum principle and it
is actually not too restrictive.

Given two points ξ1 and ξ2 of Γ, we denote by [ξ1, ξ2] the part of Γ obtained by
running the boundary from ξ1 to ξ2 counterclockwise. With this convention we have
(ξ2, ξ1) = Γ \ [ξ1, ξ2]. According to this notation,

∫ ξ2

ξ1

u(x) dx and

∫ ξ1

ξ2

u(x) dx

denote the integrals of a function u ∈ L1(Γ) on the parts of Γ defined by [ξ1, ξ2] and
[ξ2, ξ1], respectively. In particular we have

∫ ξ2

ξ1

u(x) dx =

∫
Γ

u(x) dx−
∫ ξ1

ξ2

u(x) dx.

Associated with this triangulation, we consider the sets

Uh =
{
uh ∈ C(Γ) : uh|[xj

Γ,x
j+1
Γ ] ∈ P1 for 1 ≤ j ≤ N(h)

}
,

Yh =
{
yh ∈ C(Ω̄) : yh|T ∈ P1 ∀ T ∈ Th

}
,

Yh0 =
{
yh ∈ Yh : yh|Γ = 0

}
,

where P1 is the space of polynomials of degree less than or equal to 1. The space Uh

is formed by the restrictions to Γ of the functions of Yh.
Let us consider the projection operator Πh : L2(Γ) 	−→ Uh,

(Πhv, uh)L2(Γ) = (v, uh)L2(Γ) ∀uh ∈ Uh.

The following approximation property of Πh is well known (see for instance [20,
Lemma 3.1]):

‖y − Πhy‖L2(Γ) + h1/2‖y − Πhy‖H1/2(Γ) ≤ Chs−1/2‖y‖Hs(Ω), ∀y ∈ Hs(Ω),

and for every 1 ≤ s ≤ 2. Observing that, for 1/2 < s ≤ 3/2,

u 	−→ inf
y|Γ=u

‖y‖Hs(Ω)

is a norm equivalent to the usual one of Hs−1/2(Γ), we deduce from the above in-
equality that

‖u− Πhu‖L2(Γ) + h1/2‖u− Πhu‖H1/2(Γ) ≤ Chs‖u‖Hs(Γ), ∀u ∈ Hs(Γ),(4.1)

and for every 1/2 < s ≤ 3/2.
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Let a : Yh × Yh 	−→ R be the bilinear form given by

a(yh, zh) =

∫
Ω

∇yh(x)∇zh(x) dx.

For all u ∈ L∞(Γ), we consider the following problem:

⎧⎨
⎩

Find yh(u) ∈ Yh, such that yh = Πhu on Γ, and

a(yh(u), wh) =

∫
Ω

f(x, yh(u))wh dx ∀wh ∈ Yh0.
(4.2)

Proposition 4.1. For every u ∈ L∞(Γ), (4.2) admits a unique solution yh(u).

Proof. Let zh be the unique element in Yh satisfying zh = Πhu on Γ, and let
zh(xi) = 0 for all vertices xi of the triangulation Th not belonging to Γ. The equation

ζh ∈ Yh0, a(ζh, wh) = −a(zh, wh) +

∫
Ω

f(x, zh + ζh)wh dx, ∀wh ∈ Yh0,

admits a unique solution (it is a consequence of the Minty–Browder theorem; see
Brézis [7]). The function zh + ζh is clearly a solution of (4.2). The uniqueness of the
solution to (4.2) also follows from the Minty–Browder theorem.

Due to Proposition 4.1, we can define a functional Jh in L∞(Γ) by

Jh(u) =

∫
Ω

L(x, yh(u)(x)) dx +
N

2

∫
Γ

u2(x) dx.

The finite dimensional control problem approximating (P) is

(Ph)

⎧⎪⎨
⎪⎩

minJh(uh) =

∫
Ω

L(x, yh(uh)(x)) dx +
N

2

∫
Γ

u2
h(x) dx

subject to uh ∈ Uad
h ,

where

Uad
h = Uh ∩ Uad = {uh ∈ Uh | α ≤ uh(x) ≤ β ∀ x ∈ Γ}.

The existence of a solution of (Ph) follows from the continuity of Jh in Uh and
the fact that Uad

h is a nonempty compact subset of Uh. Our next goal is to write the
conditions for optimality satisfied by any local solution ūh. First, we have to obtain
an expression for the derivative of Jh : L∞(Γ) → R analogous to the one of J given by
formula (3.3). Given u ∈ L∞(Γ) we consider the adjoint state φh(u) ∈ Yh0 solution
of the equation

a(wh, φh(u)) =

∫
Ω

[
∂f

∂y
(x, yh(u))φh(u) +

∂L

∂y
(x, yh(u))

]
wh dx ∀wh ∈ Yh0.(4.3)

To obtain the analogous expression to (3.3) we have to define a discrete normal deriva-
tive ∂h

νφh(u).
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Proposition 4.2. Let u belong to L∞(Γ) and let φh(u) be the solution of (4.3).
There exists a unique element ∂h

νφh(u) ∈ Uh verifying

(∂h
νφh(u), wh)L2(Γ) = a(wh, φh(u))

−
∫

Ω

[
∂f

∂y
(x, yh(u))φh(u) +

∂L

∂y
(x, yh(u))

]
wh dx ∀wh ∈ Yh.

(4.4)

Proof. The trace mapping is a surjective mapping from Yh on Uh; therefore the
linear form

L(wh) = a(wh, φh(u)) −
∫

Ω

[
∂f

∂y
(x, yh(u))φh(u) +

∂L

∂y
(x, yh(u))

]
wh dx

is well defined on Uh, and it is continuous on Uh. Let us remark that if in (4.4) the
trace of wh on Γ is zero, then (4.3) leads to

L(wh) = 0.

Hence L can be identified with a unique element of Uh, which proves the above
proposition.

Now the function G introduced in Theorem 3.1 is approximated by the function
Gh : L∞(Γ) 	−→ Yh defined by Gh(u) = yh(u). We can easily verify that Gh is of class
C2 and that for u, v ∈ L∞(Γ), the derivative zh = G′

h(u)v ∈ Yh is the unique solution
of ⎧⎨

⎩ a(zh, wh) =

∫
Ω

∂f

∂y
(x, yh(u))zhwh dx, ∀wh ∈ Yh0,

zh = Πhv on Γ.

(4.5)

From here we deduce

J ′
h(u)v =

∫
Ω

∂L

∂y
(x, yh(u))zh dx + N

∫
Γ

uv dx.

Now (4.4) and the definition of Πh lead to

J ′
h(u)v = N

∫
Γ

uv dx−
∫

Γ

∂h
νφh(u)Πhv dx =

∫
Γ

(Nu− ∂h
νφh(u))v dx(4.6)

for all u, v ∈ L∞(Γ).
Finally, we can write the first order optimality conditions.
Theorem 4.3. Let us assume that ūh is a local solution of (Ph) and ȳh the

corresponding state; then there exists φ̄h ∈ Yh0 such that

a(wh, φ̄h) =

∫
Ω

[
∂f

∂y
(x, ȳh)φ̄h +

∂L

∂y
(x, ȳh)

]
wh dx ∀wh ∈ Yh0(4.7)

and ∫
Γ

(Nūh − ∂h
ν φ̄h)(uh − ūh) dx ≥ 0 ∀uh ∈ Uad

h .(4.8)
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This theorem follows readily from (4.6).
Remark 4.4. The reader could think that a projection property for ūh similar to

that obtained for ū in (3.8) can be deduced from (4.8). Unfortunately this property
does not hold because uh(x) cannot be taken arbitrarily in [α, β]. Functions uh ∈ Uh

are determined by their values at the nodes {xj
Γ}

N(h)
j=1 . If we consider the basis of Uh

{ej}N(h)
j=1 defined by ej(x

i
Γ) = δij , then we have

uh =

N(h)∑
j=1

uh,jej with uh,j = uh(xj
Γ), 1 ≤ j ≤ N(h).

Now (4.8) can be written

N(h)∑
j=1

∫
Γ

(Nūh − ∂h
ν φ̄h)ej dx(uh,j − ūh,j) ≥ 0, ∀{uh,j}N(h)

j=1 ⊂ [α, β],(4.9)

where ūh,j = ūh(xj
Γ). Then (4.9) leads to

ūh,j =

{
α if

∫
Γ
(Nūh − ∂h

ν φ̄h)ej dx > 0,

β if
∫
Γ
(Nūh − ∂h

ν φ̄h)ej dx < 0.
(4.10)

In order to characterize ūh as the projection of ∂h
ν φ̄h/N , let us introduce the

operator Projh : L2(Γ) 	−→ Uad
h as follows. Given u ∈ L2(Γ), Projhu denotes the

unique solution of the problem

inf
vh∈Uad

h

‖u− vh‖L2(Γ),

which is characterized by the relation∫
Γ

(u(x) − Projhu(x))(vh(x) − Projhu(x)) dx ≤ 0 ∀vh ∈ Uad
h .(4.11)

Then (4.8) is equivalent to

ūh = Projh

(
1

N
∂h
ν φ̄h

)
.(4.12)

Let us recall the result in [13, Lemma 3.3], where a characterization of Projh(uh)
is stated. Given uh ∈ Uh and ūh = Projh(uh), ūh is then characterized by the
inequalities

hj−1[(uh,j−1 − ūh,j−1) + 2(uh,j − ūh,j)](t− ūh,j)

+hj [2(uh,j − ūh,j) + (uh,j+1 − ūh,j+1)](t− ūh,j) ≤ 0

for all t ∈ [α, β] and 1 ≤ j ≤ N(h).

5. Numerical analysis of the state and adjoint equations. Throughout
the following, the operator Ih ∈ L(W 1,p(Ω), Yh) denotes the classical interpolation
operator [6]. We also need the interpolation operator IΓ

h ∈ L(W 1−1/p,p(Γ), Uh). Since
we have

IΓ
h (y|Γ) = (Ihy)|Γ, ∀y ∈ W 1,p(Ω),
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we shall use the same notation for both interpolation operators. The reader can
observe that this abuse of notation does not lead to any confusion.

The goal of this section is to obtain the error estimates of the approximations
yh(u) given by (4.2) to the solution yu of (2.1). In order to carry out this analysis
we decompose (2.1) into two problems, as in the proof of Theorem 2.3. We take
z ∈ H1/2(Ω) ∩ L∞(Ω) and ζ ∈ H1

0 (Ω) ∩ H2(Ω) as the solutions of (2.6) and (2.7),
respectively. Then we have yu = z + ζ.

Let us consider now the discretizations of (2.6) and (2.7):{
Find zh ∈ Yh such that zh = Πhu on Γ and
a(zh, wh) = 0, ∀wh ∈ Yh0,

(5.1)

and ⎧⎨
⎩

Find ζh ∈ Yh0 such that

a(ζh, wh) =

∫
Ω

gh(x, ζh(x))wh(x) dx, ∀wh ∈ Yh0,
(5.2)

where gh(x, t) = f(x, zh(x) + t). Now the solution yh(u) of (4.2) is decomposed as
follows: yh(u) = zh + ζh. The following lemma provides the estimates for z − zh.

Lemma 5.1. Let u ∈ Uad, and let z and zh be the solutions of (2.6) and (5.1),
respectively; then

‖zh‖L∞(Ω) ≤ ‖Πhu‖L∞(Γ) ≤ C(α, β) and ‖zh‖W 1,r(Ω) ≤ C‖Πhu‖W 1−1/r,r(Γ),(5.3)

‖zh‖L2(Ω) ≤ C‖Πhu‖H−1/2(Γ),(5.4)

where 1 < r ≤ p is arbitrary, with p being as given in Theorem 3.4. If, in addition,
u ∈ Hs(Γ) ∩ Uad, with 0 ≤ s ≤ 1, then we also have

‖z − zh‖L2(Ω) ≤ Chs+1/2‖u‖Hs(Γ) ∀h > 0 and 0 ≤ s ≤ 1.(5.5)

Proof. The first inequality of (5.3) is proved in Ciarlet and Raviart [14]; we have
only to notice that

‖Πhu‖L∞(Γ) ≤ C‖u‖L∞(Γ) ≤ C(α, β),(5.6)

where C is independent of h and u ∈ Uad; see Douglas, Dupont, and Wahlbin [18].
Inequality (5.5) can be found in French and King [20, Lemma 3.3] by just taking

into account that

‖z‖Hs+1/2(Ω) ≤ C‖u‖Hs(Γ).

The second inequality of (5.3) is established in Bramble, Pasciak, and Schatz [5,
Lemma 3.2] for r = 2. Let us prove it for all r in the range (1, p]. Let us consider the
zh ∈ H1(Ω) solution of the problem

−Δzh = 0 in Ω, zh = Πhu on Γ.

This is a standard Dirichlet problem with the property (see Dauge [15])

‖zh‖W 1,r(Ω) ≤ C‖Πhu‖W 1−1/r,r(Γ).

Let us denote by Îh : W 1,r(Ω) 	−→ Yh the generalized interpolation operator, due
to Scott and Zhang [35], that preserves piecewise-affine boundary conditions. More
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precisely, it has the properties Îh(yh) = yh for all yh ∈ Yh and Îh(W 1,r
0 (Ω)) ⊂ Yh0.

These properties imply that Îh(zh) = Πhu on Γ. Thus we have

−Δ(zh − Îh(zh)) = ΔÎh(zh) in Ω, zh − Îh(zh) = 0 on Γ,

and zh − Îh(zh) ∈ Yh0 satisfies

a(zh − Îh(zh), wh) = −a(Îh(zh), wh) ∀wh ∈ Yh0.

Then by using the Lp estimates (see, for instance, Brenner and Scott [6, Theorem
7.5.3]), we get

‖zh − Îh(zh)‖W 1,r(Ω) ≤ C‖zh − Îh(zh)‖W 1,r(Ω)

≤ C(‖zh‖W 1,r(Ω) + ‖Îh(zh)‖W 1,r(Ω)) ≤ C‖zh‖W 1,r(Ω) ≤ C‖Πhu‖W 1−1/r,r(Γ).

Then we conclude the proof as follows:

‖zh‖W 1,r(Ω) ≤ ‖Îh(zh)‖W 1,r(Ω) + ‖zh − Îh(zh)‖W 1,r(Ω) ≤ C‖Πhu‖W 1−1/r,r(Γ).

Finally, let us prove (5.4). Using (5.5) with s = 0, (2.4), and an inverse inequality,
we get

‖zh‖L2(Ω) ≤ ‖zh − zh‖L2(Ω) + ‖zh‖L2(Ω)

≤ C(h1/2‖Πhu‖L2(Γ) + ‖Πhu‖H−1/2(Γ)) ≤ C‖Πhu‖H−1/2(Γ).

Remark 5.2. The inverse estimate used in the proof,

‖u‖L2(Γ) ≤ Ch−1/2‖u‖H−1/2(Γ), ∀u ∈ Uh,

can be derived from the well-known inverse estimate [3],

‖u‖H1/2(Γ) ≤ Ch−1/2‖u‖L2(Γ), ∀u ∈ Uh,

and from the equality

‖u‖2
L2(Γ) = ‖u‖H1/2(Γ)‖u‖H−1/2(Γ).

Now we obtain the estimates for ζ − ζh.
Lemma 5.3. There exist constants Ci = Ci(α, β) > 0 (i = 1, 2) such that, for all

u ∈ Uad ∈ Hs(Γ), the following estimates hold:

‖ζh‖L∞(Ω) ≤ C1, ∀h > 0 and s = 0,(5.7)

‖ζ − ζh‖L2(Ω) ≤ C2h
s+1/2(1 + ‖u‖Hs(Γ)), ∀h > 0 and 0 ≤ s ≤ 1,(5.8)

where ζ and ζh are the solutions of (2.7) and (5.2), respectively.
Proof. We are going to introduce an intermediate function ζh ∈ H2(Ω) satisfying

−Δζh = gh(x, ζh(x)) in Ω, ζh = 0 on Γ.(5.9)

By using classical methods (see for instance Stampacchia [34]), we get the boundedness
of ζ and ζh in L∞(Ω) for some constants depending on ‖u‖L∞(Γ) and ‖Πhu‖L∞(Γ),
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which are uniformly estimated by a constant depending only on α and β; see (5.6).
On the other hand, from (2.7), (5.9), and assumption (A2), we deduce

C1‖ζ − ζh‖2
H1(Ω) ≤ a(ζ − ζh, ζ − ζh)

=

∫
Ω

[g(x, ζ(x)) − gh(x, ζh(x))](ζ(x) − ζh(x)) dx

=

∫
Ω

[g(x, ζ(x)) − g(x, ζh(x))](ζ(x) − ζh(x)) dx

+

∫
Ω

[g(x, ζh(x)) − gh(x, ζh(x))](ζ(x) − ζh(x)) dx

≤
∫

Ω

[g(x, ζh(x)) − gh(x, ζh(x))](ζ(x) − ζh(x)) dx ≤ C2‖z − zh‖L2(Ω)‖ζ − ζh‖L2(Ω)

≤ C3‖z − zh‖2
L2(Ω) +

C1

2
‖ζ − ζh‖2

L2(Ω).

This inequality, along with (5.5), implies

‖ζ − ζh‖H1(Ω) ≤ Chs+1/2‖u‖Hs(Γ).(5.10)

Thanks to the convexity of Ω, ζh belongs to H2(Ω) (see Grisvard [22]) and

‖ζh‖H2(Ω) ≤ C‖gh(x, ζh)‖L2(Ω) = C(‖u‖L∞(Γ), ‖Πhu‖L∞(Γ)).

Now using the results of Casas and Mateos [10, Lemma 4 and Theorem 1] we deduce
that

‖ζh − ζh‖L2(Ω) ≤ Ch2,(5.11)

‖ζh − ζh‖L∞(Ω) ≤ Ch.(5.12)

Finally (5.8) follows from (5.10) and (5.11), and (5.7) is a consequence of the
boundedness of {ζh}h>0 and (5.12).

Theorem 5.4. There exist constants Ci = Ci(α, β) > 0 (i = 1, 2) such that for
every u ∈ Uad ∩Hs(Γ), with 0 ≤ s ≤ 1, the following inequalities hold:

‖yh(u)‖L∞(Ω) ≤ C1, ∀h > 0 and s = 0,(5.13)

‖yu − yh(u)‖L2(Ω) ≤ C2h
s+1/2(1 + ‖u‖Hs(Γ)) ∀h > 0 and 0 ≤ s ≤ 1.(5.14)

Furthermore if uh ⇀ u weakly in L2(Γ), {uh}h>0 ⊂ Uad, then yh(uh) → yu strongly
in Lr(Ω) for every r < +∞.

Proof. Remembering that yu = z+ζ and yh(u) = zh+ζh, we see that (5.3), (5.5),
(5.7), and (5.8) lead readily to inequalities (5.13) and (5.14). To prove the last part
of the theorem, it is enough to use Theorem 2.2 and (5.14) with s = 0 as follows:

‖yu − yh(uh)‖L2(Ω) ≤ ‖yu − yuh
‖L2(Ω) + ‖yuh

− yh(uh)‖L2(Ω) −→ 0 as h −→ 0.

The convergence in Lr(Ω) follows from (5.13).
Corollary 5.5. There exists a constant C = C(α, β) > 0 such that, for all

u ∈ Uad and v ∈ Uad ∩Hs(Γ), with 0 ≤ s ≤ 1, we have

‖yu − yh(v)‖L2(Ω) ≤ C
{
‖u− v‖L2(Γ) + hs+1/2(1 + ‖v‖Hs(Γ))

}
.(5.15)
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This corollary is an immediate consequence of the second estimate in (2.5) and
of (5.14).

Let us finish this section by establishing some estimates for the adjoint states.
Theorem 5.6. Given u, v ∈ Uad, let φu and φh(v) be the solutions of (3.5)

and (4.3) with u replaced by v in the last equation. Then there exist some constants
Ci = Ci(α, β) > 0 (1 ≤ i ≤ 3) such that

‖φh(v)‖L∞(Ω) ≤ C1 ∀h > 0,(5.16)

‖φu − φh(v)‖L2(Ω) ≤ C2(‖u− v‖L2(Γ) + h2),(5.17)

‖φu − φh(v)‖L∞(Ω) + ‖φu − φh(v)‖H1(Ω) ≤ C3(‖u− v‖L2(Γ) + h).(5.18)

Proof. All the inequalities follow from the results of Casas and Mateos [10] just
by taking into account that

‖φu − φh(v)‖X ≤ ‖φu − φv‖X + ‖φv − φh(v)‖X ≤ C(‖yu − yv‖L2(Ω) + ‖φv − φh(v)‖X),

with X equal to L∞(Ω), L2(Ω), and H1(Ω), respectively.
Now we provide an error estimate for the discrete normal derivative of the adjoint

state defined by Proposition 4.2.
Theorem 5.7. There exists a constant C = C(α, β) > 0 such that the following

estimate holds:

‖∂νφu − ∂h
νφh(u)‖L2(Γ) ≤

{
Ch1/2 ∀u ∈ Uad,

C(‖u‖H1/2(Γ) + 1)h1−1/p ∀u ∈ Uad ∩H1/2(Γ).

(5.19)

Proof. First, let us remember that φu ∈ H2(Ω) and therefore ∂νφu ∈ H1/2(Γ).
Observe that the definition of the projection operator Πh leads to∫

Γ

∣∣∂νφu − ∂h
νφh(u)

∣∣2 =

∫
Γ

∣∣∂νφu − Πh∂νφu

∣∣2 +

∫
Γ

∣∣Πh∂νφu − ∂h
νφh(u)

∣∣2 = I1 + I2.

Since ∂h
νφh(u) belongs to Uh, we can write

I2 =

∫
Γ

(∂νφu − ∂h
νφh(u))(Πh∂νφu − ∂h

νφh(u)).

Let us introduce zh ∈ Yh as the solution to the variational equation{
a(zh, wh) = 0 ∀wh ∈ Yh0,

zh = Πh∂νφu − ∂h
νφh(u) on Γ.

From (5.3) it follows that

‖zh‖H1(Ω) ≤ C‖Πh∂νφu − ∂h
νφh(u)‖H1/2(Γ).(5.20)

Now using the definition of ∂h
νφh(u) stated in Proposition 4.2 and a Green formula

for φu, we can write

I2 = a(zh, φu − φh(u)) +

∫
Ω

(
∂f

∂y
(x, yh(u))φh(u) − ∂f

∂y
(x, yu)φu

)
zh

+

∫
Ω

(
∂L

∂y
(x, yh(u)) − ∂L

∂y
(x, yu)

)
zh.

(5.21)
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Due to the equation satisfied by zh,

a(zh, Ihφu) = a(zh, φh(u)) = 0,

we also have

I2 = a(zh, φu − Ihφu) +

∫
Ω

(
∂f

∂y
(x, yh(u)) − ∂f

∂y
(x, yu)

)
φuzh

+

∫
Ω

∂f

∂y
(x, yh(u))(φh(u) − φu)zh +

∫
Ω

(
∂L

∂y
(x, yh(u)) − ∂L

∂y
(x, yu)

)
zh.

(5.22)

From well-known interpolation estimates, the second inequality of (5.3), and an inverse
inequality, it follows that

a(zh, φu − Ihφu) ≤ ‖zh‖W 1,p′ (Ω)‖φu − Ihφu‖W 1,p(Ω)

≤ Ch‖φu‖W 2,p(Ω)‖zh|Γ‖W 1−1/p′,p′ (Γ) ≤ Ch‖zh|Γ‖H1−1/p′ (Γ)

≤ Ch1/p′‖zh|Γ‖L2(Γ) = Ch1/p′√
I2,

(5.23)

where p′ = p/(p− 1).
From assumptions (A1) and (A2) and inequalities (5.13), (5.14) with s = 0, (5.16),

and (5.17), we get∣∣∣∣
∫

Ω

(
∂f

∂y
(x, yh(u)) − ∂f

∂y
(x, yu)

)
φuzh

∣∣∣∣ ≤ Ch1/2‖zh‖L2(Ω),(5.24)

∣∣∣∣
∫

Ω

∂f

∂y
(x, yh(u))(φh(u) − φu)zh

∣∣∣∣ ≤ C‖φh(u) − φu‖L2(Ω)‖zh‖L2(Ω)

≤ Ch2‖zh‖L2(Ω),

(5.25)

and ∣∣∣∣
∫

Ω

(
∂L

∂y
(x, yh(u)) − ∂L

∂y
(x, yu)

)
zh

∣∣∣∣ ≤ Ch1/2‖zh‖L2(Ω).(5.26)

Collecting together the estimates (5.23)–(5.26) and using (5.20) and the fact that
p′ < 2, we obtain

I2 ≤ Ch1/p′√
I2 + Ch1/2‖zh‖L2(Ω)

≤ C(h1/p′√
I2 + h1/2‖Πh∂νφu − ∂h

νφh(u)‖L2(Γ)) ≤ Ch1/2
√
I2,

(5.27)

which implies that

I2 ≤ Ch.(5.28)

Using again that φu ∈ W 2,p(Ω), we get that ∂νφu ∈ W 1−1/p,p(Γ) ⊂ H1−1/p(Γ).
Hence from (4.1) with s = 1 − 1/p, we can derive

I1 ≤ Ch‖∂νφu‖2
H1/2(Γ) ≤ Ch‖φu‖2

H2(Ω) ≤ Ch2(1−1/p).(5.29)
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So the first estimate in (5.19) is proved.
To complete the proof let us assume that u ∈ H1/2(Γ); then we can use (5.14)

with s = 1/2 to estimate yu−yh(u) in L2(Ω) by Ch. This allows us to change h1/2 in
(5.24) and (5.26) by h. Therefore (5.27) can be replaced with I2 ≤ Ch1/p′

= Ch1−1/p;
thus I2 ≤ Ch2(1−1/p). So the second estimate in (5.19) is proved.

Corollary 5.8. There exists a constant C independent of h such that⎧⎪⎪⎨
⎪⎪⎩

‖∂h
νφh(u)‖H1/2(Γ) ≤ C ∀u ∈ Uad,

‖∂h
νφh(u)‖W 1−1/p,p(Γ) ≤ C(‖u‖H1/2(Γ) + 1) ∀u ∈ Uad ∩H1/2(Γ),

‖∂νφu − ∂h
νφh(v)‖L2(Γ) ≤ C

{
‖u− v‖L2(Γ) + hκ

}
∀u, v ∈ Uad,

(5.30)

where κ = 1 − 1/p if v ∈ H1/2(Γ) and κ = 1/2 otherwise.
Proof. Let us make the proof in the case when u ∈ Uad∩H1/2(Γ). The case when

u ∈ Uad can be treated similarly. We know that

‖∂νφu‖W 1−1/p,p(Γ) ≤ C‖φu‖W 2,p(Ω) ≤ C ∀u ∈ Uad.

On the other hand, the projection operator Πh is stable in the Sobolev spaces W s,q(Γ),
for 1 ≤ q ≤ ∞ and 0 ≤ s ≤ 1 (see Casas and Raymond [13]); therefore

‖Πh∂νφu‖W 1−1/p,p(Γ) ≤ C‖∂νφu‖W 1−1/p,p(Γ).

Finally, with an inverse inequality and the estimate I2 ≤ Ch2−2/p obtained in the
previous proof, we deduce

‖∂h
νφh(u)‖W 1−1/p,p(Γ) ≤ ‖Πh∂νφu − ∂h

νφh(u)‖W 1−1/p,p(Γ) + ‖Πh∂νφu‖W 1−1/p,p(Γ)

≤ C‖Πh∂νφu − ∂h
νφh(u)‖H1−1/p(Γ) + ‖Πh∂νφu‖W 1−1/p,p(Γ)

≤ Ch−1+1/p‖Πh∂νφu − ∂h
νφh(u)‖L2(Γ) + ‖∂νφu‖W 1−1/p,p(Γ) ≤ C.

The third inequality of (5.30) is an immediate consequence of Theorem 5.7.

6. Convergence analysis for (Ph). In this section we will prove the strong
convergence in L2(Γ) of the solutions ūh of discrete problems (Ph) to the solutions of
(P). Moreover, we will first prove that {ūh}h remains bounded in H1/2(Γ), and then
that it is also bounded in W 1−1/p,p(Γ). Finally, we will prove the strong convergence
of the solutions ūh of discrete problems (Ph) to the solutions of (P) in C(Γ).

Theorem 6.1. For every h > 0 let ūh be a global solution of problem (Ph). Then
there exist weakly�-converging subsequences of {ūh}h>0 in L∞(Γ) (still indexed by h).
If the subsequence {ūh}h>0 is converging weakly� in L∞(Γ) to some ū, then ū is a
solution of (P),

lim
h→0

Jh(ūh) = J(ū) = inf(P ) and lim
h→0

‖ū− ūh‖L2(Γ) = 0.(6.1)

Proof. Since Uad
h ⊂ Uad holds for every h > 0 and Uad is bounded in L∞(Γ),

{ūh}h>0 is also bounded in L∞(Γ). Therefore, there exist weakly�-converging sub-
sequences as claimed in the statement of the theorem. Let {ūh} be one of these
subsequences and let ū be the weak∗ limit. It is obvious that ū ∈ Uad. Let us
prove that ū is a solution of (P). Let us take a solution of (P), ũ ∈ Uad; therefore
ũ ∈ W 1−1/p,p(Γ) for some p > 2; see Theorem 3.4. Let us take uh = Ihũ. Then
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uh ∈ Uad
h and {uh}h tends to ũ in L∞(Γ); see Brenner and Scott [6]. By taking

u = ũ, v = uh, and s = 0 in (5.15) we deduce that yh(uh) → yũ in L2(Ω). Moreover,
(5.13) implies that {yh(uh)}h>0 is bounded in L∞(Ω). On the other hand, Theo-
rem 5.4 implies that ȳh = yh(ūh) → ȳ = yū strongly in L2(Ω), and {ȳh}h>0 is also
bounded in L∞(Ω). Then we have

J(ū) ≤ lim inf
h→0

Jh(ūh) ≤ lim sup
h→0

Jh(ūh) ≤ lim sup
h→0

Jh(Ihũ) = J(ũ) = inf (P ).

This proves that ū is a solution of (P) as well as the convergence of the optimal costs,
which leads to ‖ūh‖L2(Γ) −→ ‖ū‖L2(Γ); hence we deduce the strong convergence of
the controls in L2(Γ).

Theorem 6.2. Let p > 2 be as in Theorem 3.4, and for every h let ūh denote a
local solution of (Ph). Then there exists a constant C > 0 independent of h such that

‖ūh‖W 1−1/p,p(Γ) ≤ C ∀h > 0.(6.2)

Moreover, the convergence of {ūh}h>0 to ū stated in Theorem 6.1 holds in C(Γ).
Proof. By using the stability in H1/2(Γ) of the L2(Γ)-projections on the sets Uad

h

(see Casas and Raymond [13]) along with (4.12) and the first inequality of (5.30), we
get that {ūh}h>0 is uniformly bounded in H1/2(Γ). Using now the second inequality
of (5.30) and the stability of Πh in W 1−1/p,p(Γ), we deduce (6.2). Finally, the conver-
gence is a consequence of the compactness of the imbedding W 1−1/p,p(Γ) ⊂ C(Γ) for
p > 2.

7. Error estimates. The goal in this section is to prove the following theorem.
Theorem 7.1. Let us assume that ū is a local solution of (P) satisfying the

sufficient second order optimality conditions provided in Theorem 3.5, and let ūh be a
local solution of (Ph) such that ūh → ū in L2(Γ); see Theorem 6.1. Then the following
inequality holds:

‖ū− ūh‖L2(Γ) ≤ Ch1−1/p,(7.1)

where p > 2 is given by Theorem 3.4.
We will prove the theorem arguing by contradiction. The statement of the the-

orem can be stated as follows. There exists a positive constant C such that for all
0 < h < 1/C, we have

‖ū− ūh‖L2(Γ)

h1−1/p
≤ C.

Thus if (7.1) is false, for all k > 0, there exists 0 < hk < 1/k such that

‖ū− ūhk
‖L2(Γ)

h
1−1/p
k

> k.

Therefore there exists a sequence of h such that

lim
h→0

1

h1−1/p
‖ū− ūh‖L2(Γ) = +∞.(7.2)

We will obtain a contradiction for this sequence. For the proof of this theorem, we
need some lemmas.
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Lemma 7.2. Let us assume that (7.1) is false. Let δ > 0 as given by Remark
3.6(2). Then there exists h0 > 0 such that

1

2
min{δ,N}‖ū− ūh‖2

L2(Γ) ≤ (J ′(ūh) − J ′(ū))(ūh − ū) ∀h < h0.(7.3)

Proof. Let {ūh}h be a sequence satisfying (7.2). By applying the mean value
theorem, we get for some ûh = ū + θh(ūh − ū),

(J ′(ūh) − J ′(ū))(ūh − ū) = J ′′(ûh)(ūh − ū)2.(7.4)

Let us take

vh =
1

‖ūh − ū‖L2(Γ)
(ūh − ū).

Taking a subsequence if necessary, we can assume that vh ⇀ v in L2(Γ). Let us prove
that v belongs to the critical cone Cū defined in section 3. First, we remark that every
vh satisfies the sign condition (3.9); hence v also does. Let us prove that v(x) = 0
if d̄(x) �= 0, with d̄ being defined by (3.10). We will use the interpolation operator
Ih ∈ L(W 1−1/p,p(Γ), Uh), with p > 2 given in Theorem 3.4. Since ū ∈ Uad, it is
obvious that Ihū ∈ Uad

h . For any y ∈ W 1,p(Ω) such that y|Γ = ū, it is clear that Ihū
is the trace of Ihy (see the beginning of section 5). Now, by using a result of Grisvard
[22, Chapter 1], we get

‖ū− Ihū‖pLp(Γ) ≤ C
(
ε1−1/p‖y − Ihy‖pW 1,p(Ω) + ε−1/p‖y − Ihy‖pLp(Ω)

)
for every ε > 0 and for some constant C > 0 independent of ε and y. Setting ε = hp

and using that (see, for instance, Brenner and Scott [6])

‖y − Ihy‖Lp(Ω) ≤ C1h‖y‖W 1,p(Ω), ‖Ihy‖W 1,p(Ω) ≤ C2‖y‖W 1,p(Ω),

and

inf
y|Γ=ū

‖y‖W 1,p(Ω) ≤ C3‖ū‖W 1−1/p(Γ),

we conclude that

‖ū− Ihū‖L2(Γ) ≤ |Γ|
p−2
2p ‖ū− Ihū‖Lp(Γ) ≤ Ch1−1/p‖ū‖W 1−1/p,p(Γ).(7.5)

Let us define

d̄h(x) = Nūh(x) − ∂h
ν φ̄h(x).(7.6)

The third inequality of (5.30) implies that d̄h → d̄ in L2(Γ). Now we have∫
Γ

d̄(x)v(x) dx = lim
h→0

∫
Γ

d̄h(x)vh(x) dx

= lim
h→0

1

‖ūh − ū‖L2(Γ)

{∫
Γ

d̄h(Ihū− ū) dx +

∫
Γ

d̄h(ūh − Ihū) dx

}
.
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From (4.8), (7.2), and (7.5) we deduce∫
Γ

d̄(x)v(x) dx ≤ lim
h→0

1

‖ūh − ū‖L2(Γ)

∫
Γ

d̄h(x)(Ihū(x) − ū(x)) dx

≤ lim
h→0

Ch1−1/p

‖ūh − ū‖L2(Γ)
= 0.

Since v satisfies the sign condition (3.9), then d̄(x)v(x) ≥ 0; hence the above inequality
proves that v is zero whenever d̄ is not, which allows us to conclude that v ∈ Cū. Now
from the definition of vh, (3.4), and (3.11) we get

lim
h→0

J ′′(ûh)v2
h = lim

h→0

{∫
Ω

[
∂2L

∂y2
(x, yûh

) + φûh

∂2f

∂y2
(x, yûh

)

]
z2
vh

dx + N

}

=

∫
Ω

[
∂2L

∂y2
(x, ȳ) + φ̄

∂2f

∂y2
(x, ȳ)

]
z2
v dx + N

= J ′′(ū)v2 + N(1 − ‖v‖2
L2(Γ)) ≥ N + (δ −N)‖v‖2

L2(Γ).

Taking into account that ‖v‖L2(Γ) ≤ 1, these inequalities lead to

lim
h→0

J ′′(ûh)v2
h ≥ min{δ,N} > 0,

which proves the existence of h0 > 0 such that

J ′′(ûh)v2
h ≥ 1

2
min{δ,N} ∀h < h0.

From this inequality, the definition of vh, and (7.4) we deduce (7.3).
Lemma 7.3. There exists a constant C > 0 independent of h such that for every

v ∈ L∞(Γ),

|(J ′
h(ūh) − J ′(ūh))v| ≤ Ch1−1/p‖v‖L2(Γ).(7.7)

Proof. From (3.3), (4.6), (7.6), (6.2), and Theorem 5.7 we get

(J ′
h(ūh) − J ′(ūh))v =

∫
Γ

(∂νφūh
− ∂h

ν φ̄h)v dx ≤ ‖∂νφūh
− ∂h

ν φ̄h‖L2(Γ)‖v‖L2(Γ)

≤ C(‖ūh‖H1/2(Γ) + 1)h(1−1/p)‖v‖L2(Γ) ≤ Ch(1−1/p)‖v‖L2(Γ).

Lemma 7.4. There exists a constant C > 0 independent of h such that for every
v ∈ L∞(Γ),

|(J ′
h(ūh) − J ′(ū))v| ≤

(
N‖ū− ūh‖L2(Γ) + Ch1−1/p

)
‖v‖L2(Γ).(7.8)

Proof. Arguing in a way similar to the previous proof, and using (5.30) and (6.2),
we have

(J ′
h(ūh) − J ′(ū))v =

∫
Γ

(
Nūh − ∂h

ν φ̄h

)
Πhv dx−

∫
Γ

(
Nū− ∂ν φ̄

)
v dx

= N

∫
Γ

(ūh − ū)v dx +

∫
Γ

(
∂ν φ̄− ∂h

ν φ̄h

)
v dx

≤
(
N‖ūh − ū‖L2(Γ) + Ch(1−1/p)

)
‖v‖L2(Γ).
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One key point in the proof of the error estimates is to get a discrete control
uh ∈ Uad

h that approximates ū conveniently and satisfies J ′(ū)ū = J ′(ū)uh. Let us
find such a control. For every 1 ≤ j ≤ N(h), let us set

Ij =

∫ xj+1
Γ

xj−1
Γ

d̄(x)ej(x) dx.

Now we define uh ∈ Uh with uh(xj
Γ) = uh,j for every node xj

Γ ∈ Γ by the expression

uh,j =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1

Ij

∫ xj+1
Γ

xj−1
Γ

d̄(x)ū(x)ej(x) dx if Ij �= 0,

1

hj−1 + hj

∫ xj+1
Γ

xj−1
Γ

ū(x) dx if Ij = 0.

(7.9)

Remember that the measure of [xj−1
Γ , xj+1

Γ ] is hj−1 + hj = |xj
Γ − xj−1

Γ | + |xj+1
Γ − xj

Γ|,
which coincides with |xj+1

Γ − xj−1
Γ | if xj

Γ is not a vertex of Ω.

In the following lemma, we state that the function uh defined by (7.9) satisfies
our requirements.

Lemma 7.5. There exists h0 > 0 such that, for every 0 < h < h0, the element
uh ∈ Uh defined by (7.9) obeys the following properties:

1. uh ∈ Uad
h .

2. J ′(ū)ū = J ′(ū)uh.
3. The approximation property

‖ū− uh‖L2(Γ) ≤ Ch1−1/p(7.10)

is fulfilled for some constant C > 0 independent of h.

Proof. Since ū is continuous on Γ, there exists h0 > 0 such that

|ū(ξ2) − ū(ξ1)| ≤
β − α

2
, ∀h < h0, ∀ξ1, ξ2 ∈ [xj−1

Γ , xj+1
Γ ], 1 ≤ j ≤ N(h),

which implies that ū cannot admit both the values α and β on one segment [xj−1
Γ , xj+1

Γ ]

for any h < h0. Hence the sign of d̄ on [xj−1
Γ , xj+1

Γ ] must be constant due to (3.7).

Therefore, Ij = 0 if and only if d̄(x) = 0 for all x ∈ [xj−1
Γ , xj+1

Γ ]. Moreover if Ij �= 0,

then d̄(x)/Ij ≥ 0 for every x ∈ [xj−1
Γ , xj+1

Γ ]. As a first consequence of this we get that
α ≤ uh,j ≤ β, which means that uh ∈ Uad

h . On the other hand,

J ′(ū)uh =

N(h)∑
j=1

∫ xj+1
Γ

xj−1
Γ

d̄(x)ej(x) dxuh,j =

N(h)∑
j=1

∫ xj+1
Γ

xj−1
Γ

d̄(x)ū(x)ej(x) dx = J ′(ū)ū.

Finally, let us prove (7.10). Let us remember that ū ∈ W 1−1/p,p(Γ) ⊂ H1−1/p(Γ)
and p > 2. We note that the norm in Hs(Γ), 0 < s < 1, is given by

‖u‖Hs(Γ) =

(
‖u‖2

L2(Γ) +

∫
Γ

∫
Γ

|u(x) − u(ξ)|2
|x− ξ|1+2s

dx dξ

)1/2

.(7.11)
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Using that
∑N(h)

j=1 ej(x) = 1 and 0 ≤ ej(x) ≤ 1 we get

‖ū− uh‖2
L2(Γ) =

∫
Γ

∣∣∣N(h)∑
j=1

(ū(x) − uh,j)ej(x)
∣∣∣2 dx

≤
N(h)∑
j=1

∫ xj+1
Γ

xj−1
Γ

|ū(x) − uh,j |2ej(x) dx ≤
N(h)∑
j=1

∫ xj+1
Γ

xj−1
Γ

|ū(x) − uh,j |2 dx.

(7.12)

Let us estimate every term of the sum.
Let us start by assuming that Ij = 0 so that uh,j is defined by the second relation

in (7.9). Then we have

∫ xj+1
Γ

xj−1
Γ

|ū(x) − uh,j |2 dx =

∫ xj+1
Γ

xj−1
Γ

∣∣∣ 1

hj−1 + hj

∫ xj+1
Γ

xj−1
Γ

(ū(x) − ū(ξ)) dξ
∣∣∣2 dx

≤
∫ xj+1

Γ

xj−1
Γ

1

hj−1 + hj

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2 dξ dx

≤ (hj−1 + hj)
2(1−1/p)

∫ xj+1
Γ

xj−1
Γ

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2
|x− ξ|1+2(1−1/p)

dx dξ

≤ (2h)2(1−1/p)‖ū‖2
H1−1/p(xj−1

Γ ,xj+1
Γ )

.

(7.13)

Now let us consider the case Ij �= 0:

∫ xj+1
Γ

xj−1
Γ

|ū(x) − uh,j |2 dx =

∫ xj+1
Γ

xj−1
Γ

∣∣∣ 1

Ij

∫ xj+1
Γ

xj−1
Γ

d̄(ξ)ej(ξ)(ū(x) − ū(ξ)) dξ
∣∣∣2 dx

≤
∫ xj+1

Γ

xj−1
Γ

∣∣∣ ∫ xj+1
Γ

xj−1
Γ

√
d̄(ξ)ej(ξ)

Ij
|ū(x) − ū(ξ)|

√
d̄(ξ)ej(ξ)

Ij
dξ

∣∣∣2 dx
≤

∫ xj+1
Γ

xj−1
Γ

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2 d̄(ξ)ej(ξ)
Ij

dξ dx

≤
(∫ xj+1

Γ

xj−1
Γ

d̄(ξ)ej(ξ)

Ij
dξ

)
sup

ξ∈[xj−1
Γ ,xj+1

Γ ]

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2 dx

= sup
ξ∈[xj−1

Γ ,xj+1
Γ ]

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2 dx.

(7.14)

To obtain the estimate for the last term we are going to use Lemma 7.6 stated below,
with

f(ξ) =

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2 dx.

Since H1−1/p(Γ) ⊂ C0,θ(Γ) for θ = 1/2 − 1/p (see, e.g., [37, Theorem 2.8.1]), it is
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easy to check that

|f(ξ2) − f(ξ1)| ≤
∫ xj+1

Γ

xj−1
Γ

∣∣∣[ū(x) − ū(ξ1)] + [ū(x) − ū(ξ2)]
∣∣∣ ∣∣∣ū(ξ2) − ū(ξ1)

∣∣∣ dx
≤ 2(hj−1 + hj)

1+2θCθ,p‖ū‖2
H1−1/p(xj−1

Γ ,xj+1
Γ )

.

On the other hand, we have

∫ xj+1
Γ

xj−1
Γ

f(ξ) dξ =

∫ xj+1
Γ

xj−1
Γ

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2
|x− ξ|1+2(1−1/p)

|x− ξ|1+2(1−1/p) dx dξ

≤ (hj−1 + hj)
1+2(1−1/p)

∫ xj+1
Γ

xj−1
Γ

∫ xj+1
Γ

xj−1
Γ

|ū(x) − ū(ξ)|2
|x− ξ|1+2(1−1/p)

dx dξ

≤ (hj−1 + hj)
2+(1−2/p)‖ū‖2

H1−1/p(xj−1
Γ ,xj+1

Γ )
.

Then we can apply Lemma 7.6 to the function f , with

M = (hj−1 + hj)
2θ max{4Cθ,p, 1}‖ū‖2

H1−1/p(xj−1
Γ ,xj+1

Γ )
≤ Ch2θ‖ū‖2

H1−1/p(xj−1
Γ ,xj+1

Γ )
,

to deduce that

f(ξ) ≤ C‖ū‖2
H1−1/p(xj−1

Γ ,xj+1
Γ )

h1+2θ.(7.15)

This inequality, along with (7.14), leads to

∫ xj+1
Γ

xj−1
Γ

|ū(x) − uh,j |2 dx ≤ C‖ū‖2
H1−1/p(xj−1

Γ ,xj+1
Γ )

h1+2θ(7.16)

in the case when Ij �= 0.
Since

N(h)∑
j=1

‖ū‖2
H1−1/p(xj−1

Γ ,xj+1
Γ )

≤ 2‖ū‖2
H1−1/p(Γ),

inequality (7.10) follows from (7.12), (7.13), (7.16), and the fact that 1 + 2θ =
2(1 − 1/p).

Lemma 7.6. Given −∞ < a < b < +∞ and f : [a, b] 	−→ R
+, a function

satisfying

|f(x2) − f(x1)| ≤
M

2
(b− a) and

∫ b

a

f(x) dx ≤ M(b− a)2,

we have that f(x) ≤ 2M(b− a) for all x ∈ [a, b].
Proof. We argue by contradiction and we assume that there exists a point ξ ∈ [a, b]

such that f(ξ) > 2M(b− a); then

∫ b

a

f(x) dx =

∫ b

a

{[f(x) − f(ξ)] + f(ξ)} dx > −M

2
(b− a)2 + 2M(b− a)2 =

3M

2
(b− a)2,

which contradicts the second assumption on f .
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Proof of Theorem 7.1. Setting u = ūh in (3.7), we get

J ′(ū)(ūh − ū) =

∫
Γ

(
Nū− ∂ν φ̄

)
(ūh − ū) dx ≥ 0.(7.17)

From (4.8) with uh defined by (7.9), it follows that

J ′
h(ūh)(uh − ūh) =

∫
Γ

(
Nūh − ∂h

ν φ̄h

)
(uh − ūh) dx ≥ 0

and then that

J ′
h(ūh)(ū− ūh) + J ′

h(ūh)(uh − ū) ≥ 0.(7.18)

By adding (7.17) and (7.18) and using Lemma 7.5(2), we derive

(J ′(ū) − J ′
h(ūh)) (ū− ūh) ≤ J ′

h(ūh)(uh − ū) = (J ′
h(ūh) − J ′(ū)) (uh − ū).

For h < h0, this inequality and (7.3) lead to

1

2
min{N, δ}‖ū− ūh‖2

L2(Γ) ≤ (J ′(ū) − J ′(ūh)) (ū− ūh)

≤ (J ′
h(ūh) − J ′(ūh)) (ū− ūh) + (J ′

h(ūh) − J ′(ū)) (uh − ū).

(7.19)

Now from (7.7) and Young’s inequality, we obtain

|(J ′
h(ūh) − J ′(ūh))(ū− ūh)| ≤ Ch1−1/p‖ū− ūh‖L2(Γ)

≤ Ch2(1−1/p) +
1

8
min{N, δ}‖ū− ūh‖2

L2(Γ).
(7.20)

On the other hand, using again Young’s inequality, (7.8), and (7.10), we deduce

|(J ′
h(ūh) − J ′(ū))(uh − ū)| ≤

(
N‖ū− ūh‖L2(Γ) + Ch1−1/p

)
‖ū− uh‖L2(Γ)

≤
(
N‖ū− ūh‖L2(Γ) + Ch1−1/p

)
h1−1/p

≤ 1

8
min{N, δ}‖ū− ūh‖2

L2(Γ) + Ch2(1−1/p).

(7.21)

From (7.19)–(7.21) we get

1

4
min{N, δ}‖ū− ūh‖2

L2(Γ) ≤ Ch2(1−1/p),

which contradicts (7.2).

8. Numerical tests. In this section we present some numerical tests which
illustrate our theoretical results. Let Ω be the unit square (0, 1)2. Consider

yd(x1, x2) =
1

(x2
1 + x2

2)
1/3

.

We are going to solve the following problem:

(P)

⎧⎪⎪⎨
⎪⎪⎩

Min J(u) =
1

2

∫
Ω

(yu(x) − yd(x))2dx +
1

2

∫
Γ

u(x)2dx,

u ∈ Uad = {u ∈ L2(Γ) : −1 ≤ u(x) ≤ 2 a.e. x ∈ Γ},
−Δyu = 0 in Ω, yu = u on Γ.
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Fig. 8.1.

We remark that yd ∈ Lp(Ω) for all p < 3, but yd �∈ L3(Ω); therefore the optimal
adjoint state ϕ̄ is actually in W 2,p(Ω) for p < 3. Consequently we can deduce that the
optimal control belongs to W 1−1/p,p(Γ), but W 1−1/p,p(Γ) is not included in H1(Γ).
There is no reason for the normal derivative ∂νϕ̄ to be more regular than W 1−1/p,p(Γ).
For our problem, the plot in Figure 8.1 shows that the optimal control has a singularity
in the corner at the origin, and it seems that ū �∈ H1(Γ). So we cannot hope to have a
convergence order of O(h). Instead of that, we have a convergence of order O(h1−1/p)
for some p > 2, as predicted by the theory.

Since we do not have an exact solution for (P), we have solved it numerically for
h = 2−9

√
2, and we have used this solution for comparison with other solutions for

bigger values of h. We have solved it using an active set strategy, as is explained in
[11]. Figure 8.1 shows a plot of the optimal solution. The control constraints are not
active at the optimal control. In Table 8.1 we show the norm in L2(Γ) of the error
of the control and the order of convergence step by step. The order of convergence is
measured as

oi =
log(‖ūhi − ū‖L2(Γ)) − log(‖ūhi−1 − ū‖L2(Γ))

log(hi) − log(hi−1)
.

Let us remark that 1−1/p < 2/3 for p < 3. The values oi are approximately 2/3.
We believe that the order of convergence could be closer to 2/3 if we could compare
the computed controls with the true optimal control instead of with its numerical
approximation. We refer to [12] for more details and numerical tests.

Table 8.1

hi/
√

2 ‖ūhi
− ū‖L2(Γ) oi

2−3 0.1055 —

2−4 0.0652 0.6944

2−5 0.0393 0.7302

2−6 0.0237 0.7314

2−7 0.0146 0.7008

2−8 0.0093 0.6493
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[33] C. Meyer and A. Rösch, Superconvergence properties of optimal control problems, SIAM J.
Control Optim., 43 (2004), pp. 970–985.

[34] G. Stampacchia, Le problème de Dirichlet pour les équations elliptiques du second ordre à
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Abstract. We study the stability of weakly coupled and partially damped systems by means
of the Riesz basis approach in higher dimensional spaces. We propose a weaker structural damping
that compensates for the behavior of the eigenvalues of the system, therefore giving the optimal
polynomial energy decay rate for smooth initial data.
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1. Introduction. The aim of this paper, the results of which were announced
in [25], is to investigate the energy decay rate of the weakly coupled and partially
damped system

(1.1)

{
ytt + Ay + Byt + au = 0,
utt + Au + ay = 0,

where a is a real number, A is a self-adjoint coercive operator, and B is a linear
bounded positive operator in a separated Hilbert space H. Assume furthermore that
the resolvent of A is compact in H. Then there exists an increasing sequence μ2

n →
+∞ and an orthonormal sequence en ∈ H such that

(1.2) Aen = μ2
nen ∀n ≥ 1.

Write (1.1) as

(1.3)
d

dt

⎛
⎜⎝

y
z
u
v

⎞
⎟⎠ =

⎛
⎜⎝

z
−Ay −Bz − au

v
−Au− ay

⎞
⎟⎠ =: A

⎛
⎜⎝

y
z
u
v

⎞
⎟⎠ .

For the case when a is small enough, it was shown in [3] that (1.3) generates a C0-
semigroup of contractions on the Hilbert space

H = D(A
1
2 ) ×H ×D(A

1
2 ) ×H.

Moreover, let

wn =
1√
2

⎛
⎜⎝

0
0
en
iμn

en

⎞
⎟⎠ .
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Then using (1.2) a straightforward computation gives

‖wn‖H = 1, ‖(iμn −A)wn‖2
H =

a2

2μ2
n

→ 0.

This shows that the resolvent of A is not uniformly bounded on the imaginary axis.
Following [15] and [27] (see also [24] for applications) the system (1.3) is not uniformly
stable in H.

The fractional order damping of the type B = Aγ , arising from the material
property, has been introduced in [7]. The cases γ = 0, 1/2, 1 include so-called viscous
damping, “square-root” damping or structural damping, and Kelvin–Voigt damping.
Especially for γ = 1/2 it was shown in [7] that the semigroup corresponding to the
damped elastic model

(1.4) ytt + Ay + Aγyt = 0

is analytical, while the subsequent works in [8] and [9] showed that the semigroup is
still analytical for 1/2 ≤ γ ≤ 1 but only of Gevrey class for 0 < γ < 1/2. Moreover,
the optimal regularity of solutions of system (1.8) with boundary control was also
obtained in [14].

Now assume that B = I; then the spectrum of A has asymptotic expansions

(1.5) λ1,n ∼ ±iμn − 1

2
, λ2,n ∼ ±iμn − a2

2μ2
n

.

Then the energy corresponding to the first branch of eigenvalues decays exponentially
and the energy corresponding to the second branch of eigenvalues decays only at the
rate of 1/t. Therefore the total energy decays at the rate of 1/t.

Inspired by this remark, we look for a weaker damping operator for γ < 0. In
that case, we have the following asymptotic expansions of the eigenvalues:

(1.6)

⎧⎨
⎩

λ±
1,n ∼ ±iμn − μ2γ

n

2 , λ±
2,n ∼ ±iμn − a2

2μ2γ+2
n

, 2γ + 1 > 0,

λ±
1,n ∼ ±iμn − μ2γ

n

2 , λ±
2,n ∼ ±iμn − μ2γ

n

2 , 2γ + 1 < 0,

and the eigenvectors

e±1,n ∼ 1√
2

⎛
⎜⎝

en
±iμn

en
0
0

⎞
⎟⎠ , e±2,n ∼ 1√

2

⎛
⎜⎝

0
0
en

±iμn

en

⎞
⎟⎠ , 2γ + 1 > 0,(1.7)

e±1,n ∼ 1

2

⎛
⎜⎝

en
±iμn

en
en

±iμn

en

⎞
⎟⎠ , e±2,n ∼ 1

2

⎛
⎜⎝

en
∓iμn

−en
en

±iμn

en

⎞
⎟⎠ , 2γ + 1 < 0.(1.8)

If 2γ + 1 > 0, then the real part of λ±
1,n is of order μ2γ

n , and λ±
2,n is of order

1

μ2γ+2
n

. Therefore the energy corresponding to the first branch decays at the rate of

t
1
γ , and the energy corresponding to the second branch decays at the rate of t−

1
γ+1 .

Since − 1
γ+1 > 1

γ , the total energy decays only at the rate of t−
1

γ+1 . In this case, the

eigenvectors e±1,n, e
±
2,n are asymptotically decoupled, and the two equations of (1.1)

are very weakly coupled or almost independent.
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If 2γ + 1 < 0, then the real parts of λ±
1,n and λ±

2,n are of the same order μ2γ
n .

The total energy decays at the rate of t
1
γ and achieves the maximum decay 1/t2

for 2γ + 1 = 0. In that case, the eigenvectors e±1,n are effectively involved with the

eigenvectors e±2,n, and the two equations are really coupled.
The unbalanced distribution of energy is a natural phenomenon for partially

damped systems. The essential question is, how is the dissipation transmitted from
one equation to another? Using the spectral compensation, we show that this de-
pends on the damping and the coupling. Lebeau and Zuazua [17] (see also [6] for
the generalization) estimated the total energy of the three-dimensional thermoelastic
system by means of the energy concentrated on its longitudinal component. By a
construction of geometric optics, they shown that there exist solutions whose energy
is mostly concentrated on the transversal component. Consequently, the energy con-
centrated on the transversal component decays very slowly. From this point of view,
the nonuniform decay is due to the unbalanced distribution of energy. The same
phenomenon was observed for a magneto-elastic system [11]. Also the transmission
of the dissipation plays an important role in the theory of control of networks as the
controllers are enacted on only a part of the network. We refer to [10] for the network
of elastic strings and to [18] for the network of Saint-Venant system of unsteady flows.

The paper is organized as follows. In section 2, we establish a general result on a
polynomial decay rate of energy by a spectral approach. Section 3 is devoted to the
study of the optimal decay rate of system (1.1) with a weaker damping B = Aγ for
γ < 0. Under a suitable framework, we can establish the asymptotic expansions for
the eigenvalues and the eigenvectors as in (1.6)–(1.7). But these expansions could not
give the desired quadratical convergence for the usual Riesz basis approach, except
in one dimension. We will construct a sequence of pairwise orthogonal subspaces.
In this way, we reduced the quadratical convergence to the Parseval equality. In
order to obtain a Riesz basis we need only some weaker asymptotic expansions on the
subspaces. In section 4, we give some examples of application.

There are many results concerning the polynomial decay rate. The majority were
obtained by spectral approaches [16], [19], [33], [34]. Others results were obtained
by frequency domain methods [5], [22], [23] and multiplier methods [3], [29], [30]. In
particular, the method of weak observability inequality used in [4] and [31] works also,
but it yields a lower decay rate than that obtained with our spectral method. Finally,
we mention [32] for a general formulation for indirectly damped systems and [21] for
the exact controllability and the observability of coupled distributed systems.

2. Optimal polynomial energy decay rate by spectral approach. In this
section, we give a spectral approach for the polynomial energy decay rate of C0-
semigroups.

Theorem 2.1. Let S(t) be a C0-semigroup of contractions generated by the
operator A on a Hilbert space H. Let λk,n(1 ≤ k ≤ K) denote the kth branch of
eigenvalues of A and {ek,n}1≤k≤K,n≥1 the system of eigenvectors which forms a Riesz
basis in H. Assume that for each 1 ≤ k ≤ K there exist a positive sequence μk,n →
+∞ as n → +∞ and two positive constants αk ≥ 0, βk > 0 such that

(2.1) Reλk,n ≤ − βk

μαk

k,n

and
∣∣Imλk,n

∣∣ ≥ μk,n ∀n ≥ 1.

Then for any u0 ∈ D(Aθ) with θ > 0, there exists a constant M > 0 independent of
u0 such that

(2.2) ‖S(t)u0‖2
H ≤ ‖Aθu0‖2

H
M

t2θδ
∀t > 0,
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where the decay rate δ is given by

(2.3) δ := min
1≤k≤K

1

αk
=

1

αl
.

Moreover, if there exists a constant c1 > 0, c2 > 0 such that

(2.4) Reλl,n ≥ − c1
μαl

l,n

and
∣∣Imλl,n

∣∣ ≤ c2μl,n ∀n ≥ 1,

then the decay rate δ given in (2.3) is optimal.
Proof. Since {ek,n}1≤k≤K,n≥1 is a Riesz basis in H, any u0 ∈ D(Aθ) can be

written as

(2.5) u0 =

K∑
k=1

+∞∑
n=1

ak,nek,n.

Moreover, there exist two constants C1 > 0, C2 > 0 such that

(2.6) C1

K∑
k=1

+∞∑
n=1

|ak,n|2 ≤ ‖u0‖2
H ≤ C2

K∑
k=1

+∞∑
n=1

|ak,n|2.

Using expansion (2.5) and the continuity of the semigroup S(t), we get

(2.7) S(t)u0 =

K∑
k=1

+∞∑
n=1

ak,ne
λk,ntek,n.

Then using the first conditions of (2.1) and the second inequality of (2.6) in (2.7), we
obtain

(2.8) ‖S(t)u0‖2
H ≤ sup

1≤k≤K
sup
n≥1

⎛
⎜⎝ C2

μ2θ
k,n exp

(
2βkt

μ
αk
k,n

)
⎞
⎟⎠ K∑

k=1

+∞∑
n=1

|ak,n|2μ2θ
k,n.

On the other hand, the conditions of (2.1) imply that there exists a positive
constant C3 > 0 such that

(2.9)

K∑
k=1

+∞∑
n=1

μ2θ
k,n|ak,n|2 ≤ C3

K∑
k=1

+∞∑
n=1

|λk,n|2θ|ak,n|2 ≤ C3

C1
‖Aθu0‖2

H.

Then inserting (2.9) into (2.8), we get

(2.10) ‖S(t)u0‖2
H ≤ sup

1≤k≤K
sup
n≥1

⎛
⎜⎝ C2C3

C1μ2θ
k,n exp

(
2βkt

μ
αk
k,n

)
⎞
⎟⎠ ‖Aθu0‖2

H.

If αk = 0 for some 1 ≤ k ≤ K, since infn≥1 μk,n > 0, then it is easy to find a constant
Mk > 0 such that

(2.11)
1

μ2θ
k,n exp

(
2βkt

) ≤ Mk

t2θδ
∀n ≥ 1.
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If αk > 0 for some 1 ≤ k ≤ K, then putting

t

μαk

k,n

=
1

x
, fk(x) = x

2θ
αk e

2βk
x ,

we rewrite

(2.12) μ2θ
k,n exp

(2βkt

μαk

k,n

)
= fk(x)t

2θ
αk .

Then a straightforward computation gives

f ′
k(x) = 2e

βk
x x

2θ
αk

−2
( θ

αk
x− βk

) {
> 0, x > αkβk

θ ,

< 0, x < αkβk

θ .

It follows that

(2.13) inf
x>0

fk(x) = fk

(αkβk

θ

)
=

(αkβk

θ

) 2θ
αk e

2θ
αk := M−1

k > 0.

Inserting (2.13) into (2.12) gives that

(2.14)
1

μ2θ
k,n exp

(
2βkt

μ
αk
k,n

) ≤ Mk

t
2θ
αk

, n ≥ 1.

Finally, combining the cases (2.11) and (2.14), we get the polynomial energy decay
rate (2.2), with the constant M given by

(2.15) M =
C2C3

C1
max

1≤k≤K
Mk.

Now we consider the optimality of δ. To simplify the notation, we write

αl = α, μl,n = μn, λl,n = λn, el,n = en.

Since μn → +∞, then for any ε > 0, we can find a subsequence, still denoted by μn,
such that

(2.16)

∞∑
n=1

1

μαε
n

< +∞.

Then putting

(2.17) u0 =

∞∑
n=1

C4

μ
(θ+αε/2)
n

en,

we see that u0 ∈ D(Aθ) due to the convergence (2.16). On the other hand, thanks to
the second condition of (2.4), we can choose a constant C4 > 0 such that ‖Aθu0‖H = 1.
Now using the first condition of (2.4), we get

(2.18) ‖S(t)u0‖2
H =

∥∥∥ ∞∑
n=1

C4e
λnten

μ
(θ+αε/2)
n

∥∥∥2

H
≥ C1C

2
4

μ2θ+αε
m exp

(
2c1t
μα
m

) ∀m ≥ 1.
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Finally, setting tm = μα
m in (2.18), we obtain that

(2.19) ‖S(tm)u0‖2
H ≥ C1C

2
4

e2c1μ2θ+αε
m

=
C1C

2
4

e2c1t2θδ+ε
m

∀m ≥ 1.

This means that the trajectory S(t)u0 decays slower than 1
t2θδ+ε on the time sequence

tm → +∞. Then for any ε > 0, we cannot expect the decay rate 1
t2θδ+ε for all initial

data u0 ∈ D(Aθ) and for all t > 0. The proof is thus complete.
Remark 2.1. If λk,n is an eigenvalue of algebraic multiplicity d > 1, then the

corresponding factors in (2.8) and (2.14) will be replaced by

|p(t)|2

μ2θ
k,n exp

(
2βkt

μ
αk
k,n

) ≤ Mk

t2θδ
,

where p(t) is a polynomial of degree d − 1 and Mk > 0 is a constant. Therefore,
Theorem 2.1 remains valid if the operator A admits a finite number of algebraically
multiple eigenvalues and the system of root vectors forms a Riesz basis in H.

Remark 2.2. Theorem 2.1 is valid for all initial data u0 ∈ D(Aθ) with θ > 0.
This is different from an earlier result of Littman and Markus in [20], where the initial
data u0 satisfies some stronger conditions.

3. Spectral compensation for weakly damped systems. Let A be a densely
defined closed self-adjoint operator in a Hilbert space H such that for some positive
constant c, we have

(3.1) (Au, u) ≥ c‖u‖2
H ∀u ∈ D(A).

Let γ ≤ 0, and let a be a small real number. We consider the weakly coupled equations

ytt + Ay + Aγyt + au = 0,(3.2)

utt + Au + ay = 0.(3.3)

In order to curry the explicit computation of the eigenvalues, we have chosen the
same operator A in the two equations of system (3.2)–(3.3). The results of this section
complete and improve a recent work of Alabau, Cannarsa, and Komornik [3].

Define the Hilbert space

H = D(A
1
2 ) ×H ×D(A

1
2 ) ×H

equipped with the equivalent inner product

〈(y, z, u, v), (f, g, p, q)〉H =(A
1
2 y,A

1
2 f) + (z, g) + (A

1
2u,A

1
2 p) + (v, q)

+ a
(
(y, p) + (u, f)

)
.

Setting

D(A) = {w =(y, z, u, v)T ∈ H z, v ∈ D(A
1
2 ), y, u ∈ D(A)},

A

⎛
⎜⎝

y
z
u
v

⎞
⎟⎠ =

⎛
⎜⎝

z
−Ay −Aγz − au

v
−Au− ay

⎞
⎟⎠ ,
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we can write system (3.2)–(3.3) as an evolution equation

(3.4)
d

dt
w = Aw, w(0) = w0.

Under condition (3.1), we can prove easily that A is a maximal dissipative operator
on H, provided that a is small enough (e.g., |a| < c). Therefore A generates a C0-
semigroup of contractions on H (see Theorem 1.4.3 in [26]). Moreover, if we set the
energy as

E(t) =
1

2

(
‖A 1

2 y‖2 + ‖yt‖2 + ‖A 1
2u‖2 + ‖ut‖2 + a(y, u) + a(u, y)

)
,

then a straightforward computation gives that

d

dt
E(t) = −‖Aγyt‖2 ≤ 0.

Assume furthermore that the resolvent of A is compact in H. Then there exists
an increasing sequence μ2

n → +∞ and an orthonormal sequence en ∈ H such that

(3.5) Aen = μ2
nen ∀n ≥ 1.

Moreover, the system {en}n≥1 forms a Hilbert basis on H.
Now let λ be an eigenvalue and (y, z, u, v) be the associated eigenvector of the

operator A. Then we have

(3.6)

⎧⎪⎨
⎪⎩

z = λy,
−Ay −Aγz − au = λz,
v = λu,
−Au− ay = λv.

We will see in Proposition 3.3 that all eigenvectors of A are of the form

(3.7) y = αnen, z = λαnen, u = βnen, v = λβnen.

Inserting (3.7) into (3.6), we get

(3.8)

{
(λ2 + μ2

n + λμ2γ
n )αn + aβn = 0,

aαn + (λ2 + μ2
n)βn = 0,

which has nontrivial solution (αn, βn) 
= (0, 0) if and only if λ is a solution of the
equation

(3.9) (λ2 + λμ2γ
n + μ2

n)(λ2 + μ2
n) = a2.

Proposition 3.1. For each μn > 0, the corresponding eigenvalues λ±
1,n, λ

±
2,n of

the system (3.2)–(3.3) satisfy the following asymptotic expansions.
I. If −1/2 < γ ≤ 0, then

λ±
1,n = ±iμn − μ2γ

n

2
+ O

( 1

μn

)
,(3.10)

λ±
2,n = ±iμn − a2

2μ2γ+2
n

+ O
( 1

μ6γ+4
n

)
.(3.11)
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II. If γ < −1/2, then

λ±
1,n = ±i

√
μ2
n + a− μ2γ

n

2
+ O(μ4γ+1

n ),(3.12)

λ±
2,n = ±i

√
μ2
n − a− μ2γ

n

2
+ O(μ4γ+1

n ).(3.13)

III. If γ = −1/2, then

λ±
1,n = ±iμn − 1 ±

√
1 − 4a2

4μn
+ O

( 1

μ2
n

)
,(3.14)

λ±
2,n = ±iμn − 1 ∓

√
1 − 4a2

4μn
+ O

( 1

μ2
n

)
.(3.15)

Proof. First, let λn be one of the four solutions of (3.9). If |λ2
n + μ2

n| ≤ 1, then it
follows that

(3.16)
λn

μn
= ±i + O(μ−2

n ).

If |λ2
n + μ2

n| ≥ 1, then from (3.9) we get

(λn

μn

)2

+
λn

μn
μ2γ−1
n + 1 = O(μ−2

n ).

It follows that

(3.17)
λn

μn
= ±i + O(μ2γ−1

n ).

Combining (3.16) and (3.17), we get

(3.18)
λn

μn
= ±i + O(μ2γ−1

n ) + O(μ−2
n ).

Next, solving (3.9), we get

(3.19) 2(λ2 + μ2
n) = −λμ2γ

n ∓
√
λ2μ4γ

n + 4a2.

The symbol a ∼ b means that a − b → 0. In the following computations we will
use often the expansion

√
1 + z = 1 + z/2 + O(z2).

Case I. −1/2 < γ ≤ 0. From (3.18), we have

(3.20) |λnμ
2γ
n | ∼ μ1+2γ

n → +∞.

Using the asymptotic expansion (3.20) in (3.19), we get

(3.21)

⎧⎪⎪⎨
⎪⎪⎩

λ2
1,n = −μ2

n − λ1,nμ
2γ
n + O

(
1

μ2γ+1
n

)
,

λ2
2,n = −μ2

n +
a2

λ2,nμ
2γ
n

+ O
( 1

μ6γ+3
n

)
.
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It follows from (3.21) that

(3.22)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

λ±
1,n = ±iμn ± iλ1,nμ

2γ−1
n

2
+ O

( 1

μn

)
,

λ±
2,n = ±iμn ∓ ia2

2λ2,nμ
2γ+1
n

+ O
( 1

μ6γ+4
n

)
.

In particular, we get

(3.23)

⎧⎨
⎩

λ±
1,n = ±iμn + O(μ2γ

n ),

λ±
2,n = ±iμn + O

(
1

μ2γ+2
n

)
.

Inserting (3.23) into (3.22) gives that

λ±
1,n = ±iμn − μ2γ

n

2
+ O

( 1

μn

)
,(3.24)

λ±
2,n = ±iμn − a2

2μ2γ+2
n

+ O
( 1

μ6γ+4
n

)
.(3.25)

Case II. γ < −1/2. From (3.18) we have

(3.26) |λnμ
2γ
n | ∼ |μ1+2γ

n | → 0.

Using the asymptotic expansion (3.26) in (3.19), we have

(3.27)

⎧⎪⎪⎨
⎪⎪⎩

λ2
1,n = −(μ2

n + a) − λ1,nμ
2γ
n

2
+ O

(
μ4γ+2
n

)
,

λ2
2,n = −(μ2

n − a) − λ1,nμ
2γ
n

2
+ O

(
μ4γ+2
n

)
.

It follows from (3.27) that

(3.28)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

λ±
1,n = ±i

√
μ2
n + a± iλ1,nμ

2γ
n

2
√
μ2
n + a

+ O(μ4γ+1
n ),

λ±
2,n = ±i

√
μ2
n − a± iλ1,nμ

2γ
n

2
√
μ2
n − a

+ O(μ4γ+1
n ).

In particular, we get

(3.29)

⎧⎨
⎩

λ±
1,n = ±i

√
μ2
n + a + O(μ2γ

n ),

λ±
2,n = ±i

√
μ2
n − a + O(μ2γ

n ).

Inserting (3.29) into (3.28), we have

(3.30)

⎧⎪⎪⎨
⎪⎪⎩

λ±
1,n = ±i

√
μ2
n + a− μ2γ

n

2
+ O(μ4γ+1

n ),

λ±
2,n = ±i

√
μ2
n − a− μ2γ

n

2
+ O(μ4γ+1

n ).
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Case III. γ = −1/2. From (3.18) we have

(3.31)
λ±

1,n

μn
∼ ±i + O

( 1

μ2
n

)
,

λ±
2,n

μn
∼ ±i + O

( 1

μ2
n

)
.

Using the asymptotic expansion (3.31) in (3.19), we have

(3.32)

⎧⎪⎪⎨
⎪⎪⎩

λ2
1,n = −μ2

n ∓ i

2
(1 ±

√
1 − 4a2) + O

( 1

μ2
n

)
,

λ2
2,n = −μ2

n ∓ i

2
(1 ∓

√
1 − 4a2) + O

( 1

μ2
n

)
.

It follows from (3.32) that

λ±
1,n = ±iμn − 1 ±

√
1 − 4a2

4μn
+ O

( 1

μ3
n

)
,(3.33)

λ±
2,n = ±iμn − 1 ∓

√
1 − 4a2

4μn
+ O

( 1

μ3
n

)
.(3.34)

The proof is thus complete.
If λ±

1,n, λ
±
2,n are simple eigenvalues, then by setting

β±
1,n = − a

(λ±
1,n)2 + μ2

n

α±
1,n,(3.35)

α±
2,n = −

(λ±
2,n)2 + μ2

n

a
β±

2,n(3.36)

in (3.8), we get

(3.37) e±1,n = α±
1,n

⎛
⎜⎜⎜⎜⎜⎜⎝

en
λ±

1,n

en

− aen
λ±

1,n((λ±
1,n)2+μ2

n)

− aen
(λ±

1,n)2+μ2
n

⎞
⎟⎟⎟⎟⎟⎟⎠

, e±2,n = β±
2,n

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

− ((λ±
2,n)2+μ2

n)en

aλ±
2,n

− ((λ±
2,n)2+μ2

n)en

a

en
λ±

2,n

en

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

Now let us denote by Vn the eigenspace corresponding to the four eigenvalues
λ±

1,n, λ
±
2,n:

Vn = Sp{e+
1,n, e

+
2,n, e

−
1,n, e

−
2,n}.

From the expressions in (3.37), the subspaces {Vn}n≥1 are clearly pairwise orthogonal
in H. It is possible that (3.9) has multiple solutions for some special parameters μn, a.
However, for a small enough the Rouché theorem shows that (3.9) admits at most
a double solution for the first branch of eigenvalues λ±

1,n = λ1,n, e
±
1,n = e1,n, which

satisfies the equation of derivation

(3.38) (2λ + μ2γ
n )(λ2 + μ2

n) + 2λ(λ2 + λμ2γ
n + μ2

n) = 0.

In that case, we look for the corresponding root vector ẽ1,n = (ỹn, z̃n, ũn, ṽn) such
that

(I − λ1,nA)ẽ1,n = e1,n,
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which involves that

(3.39)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

z̃n − λ1,nỹn = en
λ1,n

,

−Aỹn −Aγ z̃n − aũn − λz̃n = en,

ṽn − λ1,nũn = − aen
λ1,n(λ2

1,n+μ2
n)
,

−Aũn − aỹn − λṽn = − aen
(λ2

1,n + μ2
n)

.

Setting

(3.40) ỹn = α1,nen, ũn = β1,nen

in (3.39), we get

(3.41)

⎧⎪⎪⎨
⎪⎪⎩

z̃n = α1,nλ1,nen +
en
λ1,n

,

ṽn = β1,nλ1,nen − aen
λ1,n(λ2

1,n + μ2
n)

,

where the constants α1,n and β1,n satisfy

(3.42)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−(μ2 + λ1,nμ
2γ + λ2

1,n)α1,n − aβ1,n =
2λ1,n + μ2γ

λ1,n
,

−aα1,n − (μ2 + λ2
1,n)β1,n = − 2a

λ2
1,n + μ2

n

.

Since λ1,n satisfies (3.9) and (3.38), the first equation of (3.42) can be reduced to the
second one. Therefore, choosing

(3.43) α1,n =
2

λ2
1,n + μ2

n

, β1,n = 0

in (3.40)–(3.41), we get the corresponding root vector

(3.44) ẽ1,n =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

2
λ2

1,n+μ2
n
en(

2aλ1,n

λ2
1,n+μ2

n
+ 1

λ1,n

)
en

0

− a
λ1,n(λ2

1,n+μ2
n)
en

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

Accordingly, we modify the subspace Vn as

Vn = Sp{e1,n, e
+
2,n, ẽ1,n, e

−
2,n}.

Once again, expression (3.44) shows that the subspaces {Vn}n≥1 are still pairwise
orthogonal in H.

Proposition 3.2. Let E±
1,n, E

±
2,n be the eigenvectors of the decoupled system

(corresponding to a = 0)

(3.45) E±
1,n =

1√
2

⎛
⎜⎝

en
±iμn

en
0
0

⎞
⎟⎠ , E±

2,n =
1√
2

⎛
⎜⎝

0
0
en

±iμn

en

⎞
⎟⎠ .
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Then the following relationship holds:

(3.46) (e+
1,n, e

+
2,n, e

−
1,n, e

−
2,n) = (E+

1,n, E
+
2,n, E

−
1,n, E

−
2,n)Ln,

where Ln is a 4 × 4 matrix such as

Ln =

⎛
⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎠ + O

( 1

μ2γ+1
n

)
, 2γ + 1 > 0,(3.47)

Ln =
1√
2

⎛
⎜⎝

1 −1 0 0
1 1 0 0
0 0 1 −1
0 0 1 1

⎞
⎟⎠ + O

( 1

μ
min{2,−(2γ+1)}
n

)
, 2γ + 1 < 0,(3.48)

Ln =
√

2

⎛
⎜⎜⎜⎝

√
a+

√
a− 0 0

ia√
a+

ia√
a−

0 0

0 0
√
a−

√
a+

0 0 − ia√
a−

− ia√
a+

⎞
⎟⎟⎟⎠ + O

( 1

μ2
n

)
, 2γ + 1 = 0,(3.49)

where we have put

(3.50) a± =
1 ±

√
1 − 4a2

2
.

Proof. For 2γ + 1 > 0, using the asymptotic expansions (3.10)–(3.11), we have

1

(λ±
1,n)2 + μ2

n

= O
( 1

μ2γ+1
n

)
,

1

λ±
1,n

=
1

±iμn
+ O(μ2γ−2

n ),(3.51)

(λ±
2,n)2 + μ2

n = O
( 1

μ2γ+1
n

)
,

1

λ±
2,n

=
1

±iμn
+ O

( 1

μ2γ+4
n

)
.(3.52)

Inserting (3.51)–(3.52) into (3.37) gives

e±1,n =
1√
2

⎛
⎜⎝

en
±iμn

en
0
0

⎞
⎟⎠ + O

( 1

μ2γ+1
n

)
,(3.53)

e±2,n =
1√
2

⎛
⎜⎝

0
0
en

±iμn

en

⎞
⎟⎠ + O

( 1

μ2γ+1
n

)
.(3.54)

For 2γ + 1 < 0, using (3.12)–(3.13), we have

1

(λ±
1,n)2 + μ2

n

= −1

a
+ O(μ2γ+1

n ),
1

λ±
1,n

=
1

±iμn
+ O

( 1

μ3
n

)
,(3.55)

1

λ±
2,n

=
1

±iμn
+ O

( 1

μ3
n

)
, (λ±

2,n)2 + μ2
n = a + O(μ2γ+1

n ).(3.56)
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Inserting (3.55)–(3.56) into (3.37) gives

e±1,n =
1

2

⎛
⎜⎝

en
±iμn

en
en

±iμn

en

⎞
⎟⎠ + O(μ2γ+1

n ) + O
( 1

μ2
n

)
,(3.57)

e±2,n =
1

2

⎛
⎜⎝

en
∓iμn

−en
en

±iμn

en

⎞
⎟⎠ + O(μ2γ+1

n ) + O
( 1

μ2
n

)
.(3.58)

For 2γ + 1 = 0, using (3.14)–(3.15), we have

(λ±
1,n)2 + μ2

n = ∓ia± + O
( 1

μ2
n

)
,

1

λ±
1,n

=
1

±iμn
+ O

( 1

μ3
n

)
,(3.59)

(λ±
2,n)2 + μ2

n = ∓ia∓ + O
( 1

μ2
n

)
,

1

λ±
2,n

=
1

±iμn
+ O

( 1

μ3
n

)
.(3.60)

Inserting (3.59)–(3.60) into (3.37) gives

e±1,n =
√
a±

⎛
⎜⎜⎝

en
±iμn

en
− aen

a±μn
aen
±ia±

⎞
⎟⎟⎠ + O

( 1

μ2
n

)
,(3.61)

e±2,n =
√
a∓

⎛
⎜⎜⎝

en
±iμn

en
− aen

a∓μn
aen
±ia∓

⎞
⎟⎟⎠ + O

( 1

μ2
n

)
.(3.62)

The proof is thus complete.
Remark 3.1. If 2γ + 1 > 0, the leading term of the eigenvectors e±1,n and e±2,n

are decoupled. System (3.2)–(3.3) is overdamped and “essentially decoupled.” If
2γ + 1 < 0, the leading term of e±1,n and e±2,n are well coupled. System (3.2)–(3.3) is
right-damped in that case. In particular, when 2γ + 1 = 0 the parameter a appears
explicitly in the leading term of the matrix Ln.

Lemma 3.1. Let {Xn}n≥1 be a Riesz basis of subspaces in a Hilbert space X
and {Yn}n≥1 a Riesz sequence of subspaces in X. Assume that there exist a sequence
of isomorphisms {Ln}n≥1 from Xn onto Yn and positive constants m > 0,M > 0
independent of n such that

(3.63) m‖xn‖ ≤ ‖Lnxn‖ ≤ M‖xn‖ ∀xn ∈ Xn, ∀n ≥ 1.

Assume furthermore that there exist a Riesz basis {fn,i}1≤l≤In(In ≤ +∞) in each Xn

and positive constants c > 0, C > 0 independent of n such that

(3.64) c

In∑
i=1

|αn,i|2 ≤ ‖xn‖2 ≤ C

In∑
i=1

|αn,i|2 ∀xn =

In∑
i=1

αn,ifn,i.

Then the sequence

(3.65) gn,i = Lnfn,i ∀n ≥ 1, 1 ≤ i ≤ In,

forms a Riesz basis in X.
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Proof. Since {Xn}n≥1 is a Riesz basis of subspaces in X, then for any x ∈ X
there exists a unique sequence {xn}n≥1 with xn ∈ Xn such that

(3.66) x =
∞∑

n=1

xn, c′
∞∑

n=1

‖xn‖2 ≤ ‖x‖2 ≤ C ′
∞∑

n=1

‖xn‖2.

This combined with (3.64) implies that the sequence {fn,i}n≥1,1≤i≤In forms a Riesz
basis in X.

Now define the application L in X as

(3.67) Lx =

∞∑
n=1

Lnxn, x =

∞∑
n=1

xn.

It is obvious that L is a linear application in X. Moreover, since {Yn}n≥1 is a Riesz
sequence of subspaces in X, we get

(3.68) c′′
∞∑

n=1

‖Lnxn‖2 ≤ ‖Lx‖2 ≤ C ′′
∞∑

n=1

‖Lnxn‖2.

Combining (3.63), (3.66), and (3.68) we get

(3.69)
mc′′

C ′ ‖x‖2 ≤ ‖Lx‖2 ≤ MC ′′

c′
‖x‖2 ∀x ∈ X.

It follows that L is an isomorphism in X. Thus the sequence {gn,i}n≥1,1≤i≤In , being
the image of the Riesz basis {fn,i}n≥1,1≤i≤In by the isomorphism L, forms a Riesz
basis in X. This achieves the proof.

Proposition 3.3. Let γ ≤ 0 and a be a real number small enough. Then the
system of eigenvectors {e+

1,n, e
+
2,n, e

−
2,n, e

−
2,n}n≥1 of A forms a Riesz basis in H. In

particular, all eigenvectors of A are of the form (3.7).
Proof. For all n ≥ 1 let

(3.70) Wn = Sp{E+
1,n, E

+
2,n, E

−
2,n, E

−
1,n}.

It is clear that {Wn}n≥1 forms a Hilbert basis of subspaces and {Vn}n≥1 is a Hilbert
sequence of subspaces in H. The condition (3.64) is trivial since E+

1,n, E
+
2,n, E

−
2,n, E

−
2,n

is a Hilbert basis in the subspace Wn. Let Ln be defined as in (3.46). Following
Proposition 3.2, Ln has a constant leading term, which is invertible. This, together
with the fact that Ln is invertible for all n ≥ 1, implies the condition (3.63). Then
applying Lemma 3.1, we get that the system of eigenvectors {e+

1,n, e
+
2,n, e

−
2,n, e

−
2,n}n≥1

forms a Riesz basis in H. In particular, all eigenvectors of A are of the form (3.7).
The proof is thus completed.

Remark 3.2. There are many papers based on the Riesz basis approach in which
the essential part is to show that the sequence of the root vectors is quadratically
close to a known Riesz basis. This approach requires a very long calculation and is
limited to one-dimensional problems (see [13] and the successions).

The idea of Proposition 3.3 lies in constructing the pairwise orthogonal subspaces
Vn without the eigenvectors e+

1,n, e
+
2,n, e

−
1,n, e

−
2,n being orthogonal. In this way, we

reduced the quadratical convergence to the Parseval equality. In order to get condition
(3.64), we need only some asymptotic expansions such as (3.47)–(3.49), which do not
give any quadratical convergence.
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To fix the idea, we consider the case where A := −Δ is the Laplacian on a
bounded open set Ω ⊂ R

N , with the homogeneous Dirichlet boundary condition as in
Example 4.1. Following a classical result of Agmon (Theorem 14.6 in [2]), we know
that μn ∼ n1/N . Let 2γ + 1 > 0; then the series of general term

(3.71) ‖e±k,n − E±
k,n‖ = O

( 1

n(2γ+1)/N

)
converges in l2 if and only if N < 2(2γ + 1). This is never true if −1/2 < γ ≤ −1/4,
even in one dimension. In the best case γ = 0, which corresponds to the usual damping
yt, the series of general terms in (3.71) converges in l2 if and only if N < 2. This
confirms that the quadratical convergence could be expected only in one dimension.

Theorem 3.1. Let γ ≤ 0 and a be a real number small enough. Then for all
y0, z0 ∈ D(A) and y1, u1 ∈ D(A

1
2 ), the energy of system (3.2)–(3.3) has the polynomial

decay rate

(3.72) E(t) ≤ C(‖Ay0‖2
H + ‖Au0‖2

H + ‖A 1
2 y1‖2

H + ‖A 1
2u1‖2

H)
1

tδ(γ)
∀t > 0,

where

(3.73) δ(γ) =

⎧⎨
⎩

1
γ+1 , 2γ + 1 > 0,

− 1
γ , 2γ + 1 < 0,

2, 2γ + 1 = 0.

Proof. Following Proposition 3.1, the eigenvalues of A satisfy the asymptotic
expansions (2.1) with

(3.74)

⎧⎨
⎩

α1 = −2γ, α2 = 2(γ + 1), δ = 1
γ+1 , 2γ + 1 > 0,

α1 = α2 = −2γ, δ = 1
−γ , 2γ + 1 < 0,

α1 = α2 = 1, δ = 2, 2γ + 1 = 0.

On the other hand, following Proposition 3.3 the system of eigenvectors of A forms a
Riesz basis in H. Then applying Theorem 2.1, we get the polynomial energy decay
rate (3.72)–(3.73). The proof is thus achieved.

The following theorem gives the repartition of energy within the two equations of
the system (3.2)–(3.3).

Theorem 3.2. Assume the same conditions as in Theorem 3.1. Let w0 ∈ D(A)
be initial data and

E1(t) =
1

2
(‖A 1

2 y(t)‖2
H + ‖z(t)‖2

H),(3.75)

E2(t) =
1

2
(‖A 1

2u(t)|2H + ‖v(t)‖2
H)(3.76)

be the corresponding energy of the first equation (respectively, the second equation).
Then the following estimates hold:

E1(t) ≤ C‖Aw0‖2 1

t2
, E2(t) ≤ C‖Aw0‖2 1

t
1

γ+1

, 2γ + 1 > 0,(3.77)

E1(t) ≤ C‖Aw0‖2 1

t
1

−γ

, E2(t) ≤ C‖Aw0‖2 1

t
1

−γ

, 2γ + 1 ≤ 0.(3.78)

Proof. Developing e±1,n, e
±
2,n on the basis of E±

1,n, E
±
2,n, we get

(3.79) e±1,n = α±
1,nE

±
1,n + α±

2,nE
±
2,n, e±2,n = β±

1,nE
±
1,n + β±

2,nE
±
2,n.
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Writing

(3.80) w0 =

∞∑
n=1

a±1,ne
±
1,n +

∞∑
n=1

a±2,ne
±
2,n,

we then have

w(t) =

∞∑
n=1

a±1,ne
λ±

1,nte±1,n +

∞∑
n=1

a±2,ne
λ±

2,nte±2,n(3.81)

=

∞∑
n=1

(a±1,nα
±
1,ne

λ±
1,nt + a±2,nβ

±
1,ne

λ±
2,nt)E±

1,n

+

∞∑
n=1

(a±1,nα
±
2,ne

λ±
1,nt + a±2,nβ

±
2,ne

λ±
2,nt)E±

2,n.

The orthogonality of E±
1,n, E

±
2,n implies

E1(t) =
1

2

∞∑
n=1

|a±1,nα±
1,ne

λ±
1,nt + a±2,nβ

±
1,ne

λ±
2,nt|2,(3.82)

E2(t) =
1

2

∞∑
n=1

|a±1,nα±
2,ne

λ±
1,nt + a±2,nβ

±
2,ne

λ±
2,nt|2.(3.83)

If 2γ + 1 > 0, then from (3.47) we get

(3.84) α±
1,n = O(1), α±

2,n = O
( 1

μ2γ+1
n

)
, β±

1,n = O
( 1

μ2γ+1
n

)
, β±

2,n = O(1).

Inserting (3.84) into (3.82)–(3.83), we get

E1(t) ≤ C

∞∑
n=1

⎛
⎝ |μna

±
1,n|2

μ2
ne

μ2γ
n t

+
|μna

±
2,n|2

μ4γ+4
n e

a2t

μ
2γ+2
n

⎞
⎠ ,(3.85)

E2(t) ≤ C

∞∑
n=1

|μna
±
1,n|2

μ4γ+4
n eμ

2γ
n t

+
|μna

±
2,n|2

μ2
ne

a2t

μ
2γ+2
n

.(3.86)

Using the estimate

(3.87) μ2θ
n e

t
μα
n ≥ Ct

2θ
α ∀ θ > 0, α > 0

in (3.85)–(3.86), it follows that

E1(t) ≤ C‖Aw0‖2

(
1

t
1

−γ

+
1

t2

)
≤ C‖Aw0‖2 1

t2
,(3.88)

E2(t) ≤ C‖Aw0‖2

(
1

t
2(γ+1)

−γ

+
1

t
1

γ+1

)
≤ C‖Aw0‖2 1

t
1

γ+1

.(3.89)

If 2γ + 1 ≤ 0, then from (3.48)–(3.49) we get

(3.90) α±
1,n = O(1), α±

2,n = O(1), β±
1,n = O(1), β±

2,n = O(1).
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Inserting (3.90) into (3.82)–(3.83), we get

(3.91) E1,2(t) ≤ C

∞∑
n=1

(|μna
±
1,n|2 + |μna

±
2,n|2)

1

μ2
ne

μ2γ
n t

.

Then using (3.87) in (3.91) gives (3.78). The proof is thus complete.
Comments on Theorems 3.1 and 3.2. From (3.73) we see that the decay

rate δ(γ) is an increasing function for −∞ < γ ≤ −1/2, decreasing for −1/2 ≤ γ ≤ 0,
and achieves the maximum 2 at γ = −1/2. The best decay rate δ = 2 occurs for
γ = −1/2.

If 2γ + 1 > 0, system (3.2)–(3.3) is overdamped in the sense that the eigenvectors
e±1,n are asymptotically decoupled from the eigenvectors e±2,n. In that case, the inter-
ferences between the two equations are very weak and the wave propagates almost
independently in the two equations. The energy of the first equation, E1(t), decays
more quickly than E2(t), the energy of the second equation.

If 2γ+1 ≤ 0, system (3.2)–(3.3) is right-damped in the sense that the eigenvectors
e±1,n are involved with the eigenvectors e±2,n. In that case, the damping applied to
the first equation is well transmitted to the second equation and the system is really
coupled. Consequently, the energies E1(t), E2(t) of the two equations decay at the
same rate. This balanced repartition of energies within the two equations is due to
the compensation of real parts of the two branches of the eigenvalues.

A stronger damping Aγyt does not necessarily give a better total decay rate of
energy. A good damping should provide a compensation of the real parts of the two
branches of eigenvalues and carry the transmission of the damping from one equation
to another. This can be done by means of a suitably weaker damping.

We believe that the spectrum compensation is a natural phenomenon for partially
damped distributed systems. It seems interesting to consider coupled systems with
different operators A1, A2 as in [3]. Indeed the same results could be obtained without
essential difficulty in the case A2 = A2

1 or other similar situations in [1]. But in general
we can no long calculate explicitly the eigenvalues as in Proposition 3.1.

4. Examples of application. Let Ω ⊂ R
N be a bounded open set with smooth

boundary Γ. We denote by ‖·‖0,Ω, ‖·‖1,Ω, ‖·‖2,Ω · · · the norms of the Sobolev spaces
L2(Ω), H1(Ω), H2(Ω) · · · , respectively.

Example 4.1. Let us consider the system of weakly coupled wave equations

(4.1)

⎧⎨
⎩

ytt − Δy + (−Δ)−1/2yt + au = 0 in Ω,
utt − Δu + ay = 0 in Ω,
y = u = 0 on Γ,

where a ∈ R is small enough, and where (−Δ)−1/2 is a linear continuous operator
from L2(Ω) onto H1

0 (Ω).
Defining the operator A in L2(Ω) by

(4.2) A = −Δ with D(A) = H2(Ω) ∩H1
0 (Ω),

we easily check that A is a densely defined closed self-adjoint operator with compact
resolvent in L2(Ω). Then applying Theorem 3.1 we get the optimal polynomial energy
decay rate

‖y(t)‖2
1,Ω + ‖yt(t)‖2

0,Ω + ‖u(t)‖2
1,Ω + ‖ut(t)‖2

0,Ω(4.3)

≤ c

t2

(
‖y0‖2

2,Ω + ‖z0‖2
1,Ω + ‖u0‖2

2,Ω + ‖v0‖2
1,Ω

)
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for all smooth initial data

(4.4)

{
y(x, 0) = y0(x) ∈ H2(Ω) ∩H1

0 (Ω), yt(x, 0) = z0(x) ∈ H1
0 (Ω),

u(x, 0) = u0(x) ∈ H2(Ω) ∩H1
0 (Ω), ut(x, 0) = v0(x) ∈ H1

0 (Ω).

If we had taken a stronger damping yt as was done in [3], instead of 1/t2 we could
get only 1/t as the energy decay rate for the same initial data.

Example 4.2. Now we consider the system of weakly coupled plate equations

(4.5)

⎧⎨
⎩

ytt + Δ2y + (Δ2)−1/2yt + au = 0 in Ω,
utt + Δ2u + ay = 0 in Ω,
y = ∂y

∂n = u = ∂u
∂n = 0 on Γ,

where a ∈ R is small enough, and where (Δ2)−1/2 is a linear continuous operator from
L2(Ω) onto H2

0 (Ω).
Defining the operator A in L2(Ω) by

(4.6) A = Δ2 with D(A) = H4(Ω) ∩H2
0 (Ω),

we can easily check all the conditions of Theorem 3.1. Then for any smooth initial
data

(4.7)

{
y(x, 0) = y0(x) ∈ H4(Ω) ∩H2

0 (Ω), yt(x, 0) = z0(x) ∈ H2
0 (Ω),

u(x, 0) = u0(x) ∈ H4(Ω) ∩H2
0 (Ω), ut(x, 0) = v0(x) ∈ H2

0 (Ω),

we have

‖y(t)‖2
2,Ω + ‖yt(t)‖2

0,Ω + ‖u(t)‖2
2,Ω + ‖ut(t)‖2

0,Ω(4.8)

≤ c

t2

(
‖y0‖2

4,Ω + ‖z0‖2
2,Ω + ‖u0‖2

4,Ω + ‖v0‖2
2,Ω

)
.(4.9)

Similarly, if we had taken a stronger feedback control yt as was done in [3], we could
get only 1/t as the energy decay rate for the same initial data.

In [3] more general systems with different operators A1, A2 were considered under

an artificial condition D(A
j/2
2 ) ⊂ D(A1), j ≥ 2, which restricts the applications

to the distributed systems of the same kind of boundary conditions (see Examples
6.1–6.5 in [3]). The following example shows that the above-mentioned condition is
not necessary, and the polynomial energy decay rate should be true for more general
coupled systems. In order to make the computation as clear as possible, we have
chosen the special boundary conditions.

Example 4.3. Consider the following system of compactly coupled and partially
damped Euler–Bernoulli beam equations:

(4.9)

⎧⎪⎨
⎪⎩

ytt + yxxxx + byt + aux = 0, 0 < x < π,
utt + uxxxx − ayx = 0, 0 < x < π,
yx(0) = yxxx(0) = yx(π) = yxxx(π) = 0,
u(0) = uxx(0) = u(π) = uxx(π) = 0.

Putting

L̃2(0, 1) =

{
y ∈ L2(0, π),

∫ π

0

y(x)dx = 0

}
,

V =

{
y ∈ H2(0, π), y′(0) = y′(π) = 0,

∫ π

0

y(x)dx = 0

}
,

W = {u ∈ H2(0, π), u(0) = u(π) = 0}
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we define the energy space

H = V × L̃2(0, π) ×W × L2(0, π).

It is easy to prove that the system (4.9) generates a C0-semigroup of contractions on
the space H for b > 0 and a small enough. Moreover, setting the energy

(4.10) E(t) =
1

2

∫ π

0

(|yxx|2 + |yt|2 + |uxx|2 + |ut|2 − ayxu− auyx)dx,

we have

(4.11)
d

dt
E(t) = −b

∫ π

0

|yt|2dx ≤ 0.

Now we consider the associated eigenproblem

(4.12)

⎧⎪⎪⎨
⎪⎪⎩

λ2y + yxxxx + bλy + aux = 0 0 < x < π,
λ2u + uxxxx − ayx = 0 0 < x < π,
yx(0) = yxxx(0) = yx(π) = yxxx(π) = 0,
u(0) = uxx(0) = u(π) = uxx(π) = 0.

Let

(4.13) y = αn cosnx, u = βn sinnx, n ≥ 1,

be an eigenfunction. Then λ must satisfy the system

(4.14)

{
αn(λ2 + bλ + n4) + βnan = 0,
βn(λ2 + n4) + αnan = 0,

which has a nontrivial solution if and only if

(4.15) (λ2 + n4)(λ2 + bλ + n4) − a2n2 = 0.

Proceeding as in Proposition 3.1, we find easily that

λ±
1,n = ±in2 − b

2
+ O

( 1

n2

)
,(4.16)

λ±
2,n = ±in2 − a2

2bn2
+ O

( 1

n6

)
.(4.17)

Then for λ = λ±
1,n, taking

α±
1,n =

1√
2
, β±

1,n = − an

(λ±
1,n)2 + n4

α±
1,n = O

( 1

n

)

in (4.13) we get the corresponding eigenvector

(4.18) e±1,n =
1√
π

⎛
⎜⎝

cosnx
±in2

cosnx
0
0

⎞
⎟⎠ + O

( 1

n

)
∀n ≥ 1.
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For λ = λ±
2,n, taking

β±
2,n =

1√
π
, α±

2,n = −
(λ±

2,n)2 + n4

an
β±

2,n = O
( 1

n

)

in (4.13), we get the corresponding eigenvector

(4.19) e±2,n =
1√
π

⎛
⎜⎝

0
0

sinnπx
±in2

sinnπx

⎞
⎟⎠ + O

( 1

n

)
∀n ≥ 1.

Using the same procedure as in Proposition 3.3, we can prove that the system
{e±1,n, e±2,n}n≥1 forms a Riesz basis in H. But in the one-dimensional case, the Riesz

basis property is evident because the eigenvectors e±1,n, e
±
2,n are quadratically close to

a Hilbert basis, due to the expansions (4.18)–(4.19), and therefore form a Riesz basis
in H (see Theorem 4.2.3 in [12] and Theorem 4.1 in [28] for the original idea on the
eigenvalues of lower frequencies). Moreover, (4.16)–(4.17) show that the eigenvalues
of system (4.12) satisfy condition (2.1) with μ1,n = μ2,n = n2 and α1 = 0, α2 = 1.
Then applying Theorem 2.1, we get the polynomial energy decay rate

(4.20) E(t) ≤ C(‖y0‖2
4 + ‖z0‖2

2 + ‖u0‖2
4 + ‖v0‖2

2)
1

t2
∀t > 0.

for the solution of system (4.9) with smooth initial data y0 ∈ H4(0, π) ∩ V, u0 ∈
H4(0, π) ∩W and z0 ∈ V, v0 ∈ W .

Remark 4.1. The coupling terms ayx, aux do not appear in expression (4.11).
Nevertheless, the energy decays at the rate of 1/t2 instead of 1/t for the system
coupled through the displacements ay, au.

Acknowledgments. The authors would like to thank the referees for very valu-
able comments and suggestions. B. Rao thanks E. Zuazua for a fruitful discussion on
the topic of this work.
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SIMULATION-BASED UNIFORM VALUE FUNCTION ESTIMATES
OF MARKOV DECISION PROCESSES∗

RAHUL JAIN† AND PRAVIN P. VARAIYA†

Abstract. The value function of a Markov decision process (MDP) assigns to each policy
its expected discounted reward. This expected reward can be estimated as the empirical average
of the reward over many independent simulation runs. We derive bounds on the number of runs
needed for the uniform convergence of the empirical average to the expected reward for a class of
policies, in terms of the Vapnik-Chervonenkis or P-dimension of the policy class. Further, we show
through a counterexample that whether we get uniform convergence or not for an MDP depends on
the simulation method used. Uniform convergence results are also obtained for the average-reward
case, for partially observed Markov decision processes, and can be easily extended to Markov games.
The results can be viewed as a contribution to empirical process theory and as an extension of the
probably approximately correct (PAC) learning theory for partially observable MDPs and Markov
games.

Key words. Markov decision processes, Markov games, empirical process theory, PAC learning,
value function estimation, uniform rate of convergence
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1. Introduction. We address the following question:

Given a Markov decision process (MDP) with an unknown policy from a given set
of policies, how can we estimate its value function from computer simulations?

The question is motivated by the system identification problem in stochastic dy-
namical systems, such as pursuit-evasion games [38], and the estimation problem in
econometric analysis [32].

The question is intimately related to empirical process theory (EPT) [35, 44],
which studies the uniform behavior of a class G of measurable functions in the law of
large numbers [34] (as well as the central limit theorem [15]) regime. In particular,
EPT studies the conditions for which

Pr

{
sup
g∈G

| 1
n

n∑
i=1

g(Xi) − EP [g(X)]| > ε

}
→ 0(1.1)

and the rate of convergence. Convergence results in EPT typically use concentration
of measure inequalities such as those of Chernoff [11] and Hoeffding [19]. The rate of
convergence of an empirical average to the expected value depends on the exponent
in the upper bound of such inequalities. Thus, there has been an effort to improve the
exponent [23]. Talagrand [40] introduced new concentration of measure inequalities for
product probability spaces that are significantly tighter than the Hoeffding–Chernoff
type inequalities. The setting of general product probability spaces [27, 41] instead
of just independent, identically distributed (i.i.d.) product probability spaces [11,
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19] has greatly expanded the applications [28, 39]. Moreover, many applications
involve dependent processes. The Hoeffding inequality has been extended to various
dependent cases [8, 26, 43], while an extension of Talagrand’s inequality for Markov
chains and certain mixing processes was provided by [37].

The goal of this paper is to extend the reach of this rich and rapidly developing
theory in a new direction. We provide the beginnings of an empirical process theory for
MDPs. This essentially involves considering empirical averages of iterates of functions;
i.e., if f is a map from R to itself, then we consider g = f t for some fixed integer t,
where f t denotes f◦· · ·◦f , with iteration being done t times. This case is not subsumed
in the existing results in the empirical process theory discussed above (see also [13]).
Interestingly, we discover that the method used to obtain the sample trajectories of
the MDPs from computer simulation affects the rate of convergence. Thus, such a
theory fills an important void in the EPT [35, 44] and the stochastic control literatures
[36]. It also underlines the importance of choosing a suitable computer simulation.

We now make the question above more precise and explain the contribution of
this paper.

Consider an MDP with a set of policies Π. The value function assigns to each
π ∈ Π its expected discounted reward V (π). We estimate V from independent samples
of the discounted reward by the empirical mean, V̂ (π). We obtain the number of
samples n(ε, δ) (or sample complexity) needed so that the probability

Pr

{
sup
π∈Π

|V̂ (π) − V (π)| > ε

}
< δ.(1.2)

Our approach is broadly inspired by [17, 45, 46] and influenced by [21]. Thus,
we would like to reduce the problem in (1.2) to understanding the geometry of Π
in terms of its covering number. (If the covering number is finite, it is the minimal
number of elements of a set needed to approximate any element in the set Π with
a given accuracy.) We first relate the covering numbers of the space of stationary
stochastic policies and the space of Markov chains that they induce. We relate these
to the space of simulation functions that simulate the Markov chains when the set of
transition probabilities of the latter is convex. These results together yield the rate of
convergence of the empirical estimate to the expected value for the discounted-reward
MDPs. What makes the problem nontrivial is that obtaining an empirical discounted
reward from simulation involves an iteration of simulation functions. The geometry
of the space of iterated simulation functions is much more complex than that of the
original space.

One of the key contributions of this paper is the observation that how we simulate
an MDP matters for obtaining uniform estimates. We show through an example (see
Example 5.4) that uniform estimates of an MDP may converge under one simulation
model but fail to do so under another. This is a new (and surprising) observation in
the Markov decision theory as well as in the EPT literature.

We then consider the average-reward case. This appears to be the first attempt at
nonparametric uniform value estimation for the average-reward case when simulation
is done with just one sample path. Ergodicity and weak mixing are exploited to
obtain uniform rates of convergence of estimates to expected values. We extend the
results to dynamic Markov games and to the case when the Markov decision process
is partially observable and policies are nonstationary and have memory.

The problem of uniform convergence of the empirical average to the value function
for discounted MDPs was studied in [20, 30] in a machine learning context. While [20]
considered only finite state and action spaces, [30] obtains the conditions for uniform
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convergence in terms of the simulation model rather than the geometric characteristics
(such as covering numbers or the P-dimension) of the simulation function space as
opposed to that of the more natural policy space. Large-deviations results for finite
state and action spaces for the empirical state-action frequencies and general reward
functions were obtained in [4, 24]. A different approach more akin to importance
sampling is explored in [33].

While the problem of uniform estimation of the value function for discounted and
average-reward partially observed MDPs is of interest in itself, it is also connected with
the system identification problem [10, 48]. Also interesting and important for many
applications are computationally tractable methods (such as through simulation) for
approximating the optimal policy [31]. The simulation-based estimates, such as those
proposed in this paper, have been used in a gradient-based method for finding Nash
equilibrium policies in a pursuit-evasion game problem [38], though the theoretical un-
derstanding is far from complete. Other simulation-based methods for finding approx-
imations to the optimal policy include [25], a likelihood-ratio type gradient estimation
method for finite state spaces, and [6], which imposes certain differentiability and reg-
ularity assumptions on the derivatives of the policies with respect to the parameters.

The rest of the paper is organized as follows. Section 2 relates the work to
the probably approximately correct (PAC) learning model and the system identifica-
tion problem. Section 3 is a warm-up section presenting preliminaries and relating
the covering numbers of the space of transition probabilities of the induced Markov
chains and the policy space. Section 4 presents the estimation methodology using the
“simple” simulation model and discusses its combinatorial complexity. Section 5 ob-
tains uniform sample complexity results for estimation of values of discounted-reward
MDPs. Section 6 considers average-reward MDPs. Section 7 provides the extension
to partially observed MDPs with general policies. Some proofs are relegated to the
appendices to maintain a smooth exposition.

2. Relation to PAC learning and system identification. System identifi-
cation is studied in a general function learning setting in the PAC learning model
[17, 42]. A fundamental relationship between system identification and empirical
process theory was established by Vapnik and Chervonenkis in [47].

Consider a bounded real-valued measurable function f ∈ F over a set X with
a probability measure P . We equip F with a pseudometric such as the one defined
in (2.1) below. Unless necessary, we ignore all measurability issues throughout the
paper. These have been discussed at length in [15, 34].

The goal is to estimate or “learn” f from independent samples S = {(x1, f(x1)), . . . ,
(xn, f(xn))}. Say that F is PAC-learnable if there is an algorithm that maps S to
hn,f ∈ F such that for any ε > 0, the probability that the empirical error

err(f, hn,f ) :=

∫
|f(x) − hn,f (x)|P (dx)(2.1)

is greater than ε goes to zero as n → ∞. (Note that hn,f is a function of S.) In other
words, for n large enough the probability that the error is larger than ε is smaller
than some given δ > 0.

The class of functions F has the uniform convergence of empirical means (UCEM)
property if

sup
f∈F

∣∣∣∣∣ 1n
n∑

i=1

f(Xi) − EP [f(X)]

∣∣∣∣∣ → 0
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in probability. It is known that a class of bounded real-valued functions with the
UCEM property is not only PAC-learnable but PUAC (probably uniformly approxi-
mately correct)-learnable [47], i.e.,

lim
n→∞

Pn

{
sup
f∈F

err(f, hn,f ) > ε

}
= 0.

Thus if the mean value of each function in a family can be determined with small
error and high probability, the function itself can be “identified” with small error and
high probability [45, 46, 47, 49]. One such (minimum empirical risk) algorithm was
discovered in [7] when the function class F satisfies a certain (finite covering number)
condition.

The PAC learning model has been generalized to the case when the inputs are
Markovian [1, 16], but it has not been extended to MDPs and games. We provide
that extension in this paper.

3. Preliminaries. Consider an MDP M with countable state space X and action
space A, transition probability function Pa(x, x

′), initial state distribution λ, and a
measurable reward function r(x) with values in [0, R]. The value function for a policy
π is the expected discounted reward

V (π) = E

[ ∞∑
t=1

γtr(xt)

]
,

where 0 < γ < 1 is a discount factor and xt is the state at time t under policy π. For
the average-reward case the value function is

V (π) = E

[
lim inf
T→∞

1

T

T∑
t=1

r(xt)

]
.

Let Π0 denote the space of all stationary stochastic policies {π(x, a) : a ∈ A, x ∈
X,

∑
a π(x, a) = 1} and let Π ⊆ Π0 be the subset of policies of interest. The MDP M

under a fixed stationary policy π induces a Markov chain with transition probability
function Pπ(x, x′) =

∑
a Pa(x, x

′)π(x, a). The initial distribution on the Markov
chains is λ, and we identify Pπ with the Markov chain. Denote P := {Pπ : π ∈ Π}.

We seek conditions on the policy space Π such that a simulation-based estimate
V̂ (π) converges to the value function V (π) in probability uniformly over all policies
in Π. For this, as we will see in section 5, it is essential to understand the geometry
of the space P, and hence of Π. We do this by relating the covering numbers of Π
with that of P, which are then related to a space of (simulation) functions F that we
define in section 4.

Let X be an arbitrary set and let λ be a probability measure on X. Given a set
F of real-valued functions on X, ρ a metric on R, let dρ(λ) be the pseudometric on F
with respect to measure λ,

dρ(λ)(f, g) =

∫
ρ(f(x), g(x))λ(dx).

A subset G ⊆ F is an ε-net for F if ∀f ∈ F , ∃g ∈ G with dρ(λ)(f, g) < ε. The size of
the minimal ε-net is the ε-covering number, denoted N(ε,F , dρ(λ)). The ε-capacity of
F under the ρ metric is C(ε,F , ρ) = supλ N(ε,F , dρ(λ)). Essentially, the ε-net can be
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seen as a subset of functions that can ε-approximate any function in F . The covering
number is a measure of the richness of the function class. The richer it is, the more
approximating functions we will need for a given measure of approximation ε. The
capacity makes it independent of the underlying measure λ on X. (See [21] for an
elegant treatment of covering numbers.)

Let σ be a probability measure on A. We now define the following L1-pseudometric
on Π:

dL1(σ×λ)(π, π
′) :=

∑
a∈A

σ(a)
∑
x∈X

λ(x)|π(x, a) − π′(x, a)|,

and the total variation pseudometric on P,

dTV (λ)(P, P
′) :=

∑
y∈X

∣∣∣∣∣
∑
x∈X

λ(x)(P (x, y) − P ′(x, y))

∣∣∣∣∣ .
Note that covering numbers of function spaces can be defined for pseudometrics, and
a metric structure is not necessary (see [17, 21, 49]).

Bounds on covering numbers are obtained in terms of various combinatorial di-
mensions.1 Thus, we first relate the covering number of P with a combinatorial
dimension of Π. Recall some measures of combinatorial dimension.

Let F be a set of binary-valued functions from X to {0, 1}. Say that F shatters
{x1, . . . , xn} if the set {(f(x1), . . . , f(xn)), f ∈ F} has cardinality 2n. The largest such
n is the VC-dim(F). Intuitively, this means that the function class F can distinguish
between a set of n points from the set X.

Let F be a set of real-valued functions from X to [0, 1]. Say that F P-shatters
{x1, . . . , xn} if there exists a witness vector c = (c1, . . . , cn) such that the set {(η(f(x1)−
c1), . . . , η(f(xn)−cn)), f ∈ F} has cardinality 2n; η(·) is the sign function. The largest
such n is the P-dim(F). This is a generalization of VC-dim, and for {0, 1}-valued
functions, the two definitions are equivalent.

Other combinatorial dimensions such as the fat-shattering dimension introduced
in [2] yield both an upper and lower bound on the covering numbers but in this paper
we will use the P-dim. Results using fat-shattering dimension can be established
similarly.

Given a policy space Π, let P denote the set of transition probabilities of the
Markov chains it induces. We relate the covering numbers of the two spaces under
the pseudometrics defined above.

Lemma 3.1. Suppose P-dim(Π) = d. Suppose there is a probability measure λ on
X and a probability measure σ on A such that π(x, a)/σ(a) ≤ K ∀x ∈ X, a ∈ A, π ∈ Π.
Then, for 0 < ε < e/4 log2 e,

N(ε,P, dTV (λ)) ≤ N

(
ε,

Π

σ
, dL1(σ×λ)

)
≤ 2

(
Φ

(
2eK

ε

))d

,

where Φ(x) = x log x.
The proof is in the appendix.
We now give an example illustrating the intuition behind the concept of P-dim.

It is similar in spirit to well-known results about finite-dimensional linear spaces. It

1These are different from the algebraic dimension. Examples of combinatorial dimensions are VC-
dimension and P-dimension. A class of real-valued functions may have infinite algebraic dimension
but finite P-dimension. See [3, 49] for more details.
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shows that for an MDP with finite state and action spaces, the set of all stationary
stochastic policies has a finite P-dimension equal to the number of free parameters
needed to represent the set of policies being considered.

Example 3.2. Let X = {1, . . . , N} and A = {1, . . . ,M}. Then, P-dim (Π0) =
N(M − 1) for M > 1.

Proof. Consider the set of all stochastic policies:

Π0 =

{
π : X × A → [0, 1] |

∑
a∈A

π(x, a) = 1 ∀x ∈ X

}
.

Let S = {(x1, a1), . . . , (xN , a1), . . . , (x1, aM−1), . . . , (xN , aM−1)}. We can find c11, . . . ,
cNM−1 such that the N(M − 1)-dimensional vector

( η(π(x1, a1) − c11), . . . , η(π(x1, aM−1) − c1M−1), . . .

...
...

. . . , η(π(xN , a1) − cN1), . . . , η(π(xN , aM−1) − cNM−1) )

yields all possible binary vectors as π runs over Π; η(·) is the sign function. Consider
the first row. Note that the probabilities there together with π(x1, aM ) sum to 1.
Choose all c1j to be 1/M . Then, we can get all possible binary vectors in the first
row. Since the subsequent rows are independent, we can do the same for all of them.
Thus, we can get all possible binary vectors of length N(M − 1). So Π0 shatters S.

However, if we add another point, say (x1, aM ), to S, the first row will sum to 1.
In this case we cannot get all the 2M possible binary vectors. Thus, the P-dimension
of Π0 is N(M − 1).

4. The simulation model. We estimate the value V (π) of policy π ∈ Π from
independent samples of the discounted rewards. The samples are generated by a
simulation “engine” h. This is a deterministic function to which we feed a “noise”
sequence ω = (ω1, ω2, . . .) (with ωi being i.i.d. from uniform distribution over Ω =
[0, 1]) and an initial state x0 (drawn from distribution λ). The engine h generates a
sample trajectory with the same distribution as the Markov chain corresponding to
π. The function h : X × A × Ω → X gives the next state x′ given the current state
x, action taken a, and noise ωi. Several such sample trajectories are generated using
i.i.d. noise sequences and initial states. Each sample trajectory yields an empirical
total discounted reward. The estimate of V (π), V̂ (π) is the average of the empirical
total discounted reward for the various sample trajectories.

Because simulation cannot be performed indefinitely, we stop the simulation at
some time T , after which the contribution to the total discounted reward falls below
ε/2 for required estimation error bound ε. T is the ε/2-horizon time.

Many simulation functions are possible. We will work with the following simple
simulation model. For the rest of this paper, we consider the state space to be X = N.

Definition 4.1 (simple simulation model). The simple simulation model h for
a given MDP is given by

h(x, a, ω) = inf{y ∈ X : ω ∈ [Fa,x(y − 1), Fa,x(y))},
in which Fa,x(y) :=

∑
y′≤y Pa(x, y

′) is the cummulative distribution function (c.d.f.)
corresponding to the transition probability function Pa(x, y).

Similarly, with a slight abuse of notation, we define the simple simulation model
h for the Markov chain P as

h(x, P, ω) = inf{y ∈ X : ω ∈ [FP,x(y − 1), FP,x(y))},
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where FP,x(y) :=
∑

y′≤y P (x, y′) is the c.d.f. corresponding to the transition probability
function P (x, y).

This is the simplest method of simulation. For example, to simulate a probability
distribution on a discrete state space, we partition the unit interval so that the first
subinterval has length equal to the mass on the first state, the second subinterval has
length equal to the mass on the second state, and so on. Perhaps surprisingly, there
are other simulation functions h′ that generate the same Markov chain, but which
have a much larger complexity than h.

The sample trajectory {xt} for policy π is obtained by

xt+1 = fPπ (xt, ωt+1) = h(xt, Pπ, ωt+1),

in which Pπ is the transition probability function of the Markov chain induced by π
and ωt+1 ∈ Ω is noise. The initial state x0 is drawn according to the given initial state
distribution λ. The function fPπ : X×Ω → X is called the simulation function for the
Markov chain transition probability function Pπ. (The reader may note that the above
definition is to ease understanding in this section. In the next section, we will redefine
the domain and range of the simulation functions.) As before, P = {Pπ : π ∈ Π}. We
denote by F = {fP : P ∈ P} the set of all simulation functions induced by P.

To every P ∈ P, there corresponds a function f ∈ F . Observe that f ∈ F
simulates P ∈ P given by

P (x, y) = μ0{ω : f(x, ω) = y},

where μ0 is the Lebesgue measure on Ω. Unless specified otherwise, F will denote the
set of simulation functions for the class P under the simple simulation model.

In the previous section, we related the covering numbers of policy space Π and
P. However, as we shall see in the next section, the convergence properties of our
estimate of the value function really depend on the covering number of F . Thus, we
now show that the complexity of the space F is the same as that of P if P is convex.

The result is in the same spirit as Theorem 13.9 in [12] for finite-dimensional linear
vector spaces. However, the setting here is different. We provide an independent proof.

Lemma 4.2. Suppose P is convex (being generated by a convex space of policies)
with P-dimension d. Let F be the corresponding space of simple simulation functions
induced by P. Then, P-dim (F) = d. Moreover, the algebraic dimension of P is
also d.

Proof. There is a one-to-one map between the space of simple simulation func-
tions F and the space of c.d.f.’s F̃ corresponding to P. (F̃ = {F̃ : F̃ (x, y) =∑

y′≤y P (x, y′), P ∈ P}.) F and F̃ have the same P-dimension because, for any

F ∈ F , F (x, ω) > y if and only if for the corresponding F̃ ∈ F̃ , F̃ (x, y) < ω. Thus,
F̃ shatters {(x1, y1), . . . , (xd, yd)} with witness vector (ω1, . . . , ωd) if and only if F
shatters {(x1, ω1), . . . , (xd, ωd)} with witness vector (y1, . . . , yd). So in the following
discussion we treat them as the same space F .

Because P has P-dimension d, there exists S = {(x1, y1), . . . , (xd, yd)} that is
shattered by P with some witness vector c = (c1, . . . , cd). Consider the projection
of the set P on the S coordinates: P|S = {(P (x1, y1), . . . , P (xd, yd)) : P ∈ P}. The
definition of shattering implies that there is a d-dimensional hypercube contained in
P|S with center c. Also note that P|S is convex and its algebraic dimension is d. To
argue that the algebraic dimension of P cannot be d + 1, suppose that it is. Then it
would contain d+1 coordinates such that the projection of P along those coordinates
contains a hypercube of dimension d+1. Thus, P would shatter d+1 points with the
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center of the hypercube being a witness vector. But that contradicts the assumption
that the P-dimension of P is d.

Thus for convex spaces, the algebraic dimension and P-dimension are equal.
Next, F is obtained from P by an invertible linear transformation; hence its

algebraic dimension is also d. Thus, it has d coordinates S such that the projected
space F|S has algebraic dimension d. Moreover, it contains a hypercube of dimension
d. Hence, its P-dimension is at least d. Since the argument is reversible starting from
space F to space P, it implies P-dim (P) = P-dim (F).

It may be noted that convexity is essential to the above argument. From several
examples it appears that the result is not true without convexity. But we are unable
to offer a concrete counterexample.

5. Discounted-reward MDPs. We now consider uniform value function esti-
mation from simulation for discounted-reward MDPs.

For the rest of the paper, we redefine F to be a set of measurable functions from
Y := X × Ω∞ onto itself which simulate P, the transition probabilities induced by
Π under the simple simulation model. However, each function depends only on the
first component of the sequence ω = (ω1, ω2, . . .). Thus the results and discussion
of the previous section hold. Let θ be the left-shift operator on Ω∞, θ(ω1, ω2, . . .) =
(ω2, ω3, . . .). For a policy π, our simulation system is

(xt+1, θω) = fPπ (xt, ω),

in which xt+1 is the next state starting from xt and the simulator also outputs the
shifted noise sequence θω. This definition of the simulation function is introduced
to facilitate the iteration of simulation functions. Denote F := {fP : X × Ω∞ →
X × Ω∞, P ∈ P} and F2 := {f ◦ f : Y → Y, f ∈ F} and F t its generalization to t
iterations. Similarly, we redefine the reward function as r : X × Ω∞ → [0, R].

The estimation procedure is the following. Obtain n initial states x1
0, . . . , x

n
0 drawn

as i.i.d. according to λ, and n noise sequences ω1, . . . , ωn ∈ Ω∞ drawn according to
μ. Denote the samples by S = {(x1

0, ω
1), . . . , (xn

0 , ω
n)}. Under the simple simulation

model, fP (x, ω) := (h(x, P, ω1), θω) and as before, F := {fP : P ∈ P}. For a given
initial state and noise sequence, the simulation function yields a reward sequence, the
reward at time t given by Rt(x0, ω) := r ◦ fP ◦ · · · ◦ fP (x0, ω), with fP composed
t times. The empirical total discounted reward for a given state sequence then is∑∞

t=0 γ
tRt(x0, ω). Our estimate of V (π) from n simulations, each conducted for ε/2-

horizon time T , is V̂n(π) := 1
n

∑n
i=1[

∑T
t=0 γ

tRπ
t (xi

0, ω
i)].

We first present a key technical result which relates the covering number of the
iterated functions F t under the ρ pseudometric with the covering number for F under
the L1 pseudometric, for which bounds are known in terms of the P-dim of F .

Let μ be any probability measure on Ω∞ and λ the initial distribution on X.
Denote the product measure on Y by P = λ × μ, and on Y n by P

n. Define two
pseudometrics on F ,

ρP(f, g) =
∑
x

λ(x)μ{ω : f(x, ω) 
= g(x, ω)}

and

dL1(P)(f, g) :=
∑
x

λ(x)

∫
|f(x, ω) − g(x, ω)|dμ(ω).
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Here, we take |f(x, ω)−g(x, ω)| to denote |x′−x′′|+||θω−θω||, where f(x, ω) = (x′, θω)
and g(x, ω) = (x′′, θω), and || · || is the l1-norm on Ω∞. Recall that x′, x′′ ∈ N. Then,
|f(x, ω) − g(x, ω)| = |x′ − x′′|, the usual l1 distance.

Lemma 5.1. Let λ be the initial distribution on X and let λf be the (one-step)
distribution given by λf (y) =

∑
x λ(x)μ{ω : f(x, ω) = (y, θω)} for f ∈ F . Suppose

that

K := max

{
sup

f∈F,y∈X

λf (y)

λ(y)
, 1

}
< ∞.(5.1)

Then,

ρP(f t, gt) ≤ KtdL1(P)(f, g)

and

N(ε,F t, ρP) ≤ N(ε/Kt,F , dL1(P)).

The proof is in the appendix.
The condition of the lemma essentially means that under distribution λ the change

in the probability mass on any state under any policy after one transition is bounded.
It should be noted that for simulation, we can choose the initial state distribution
and it should be such that λ(y) > 0 ∀ y. Further, if λ(y) = 0, the Markov chains are
such that we must have λf (y) = 0 as well, i.e., λf � λ. A particular case where this
is satisfied is a set of positive recurrent Markov chains, say with the same invariant
distribution π. If we choose λ = π, then λf = π and the condition is trivially satisfied.

We now show that the estimate converges to the expected discounted reward
uniformly over all policies in Π, and we also obtain the uniform rate of convergence.

Theorem 5.2. Let (X,Γ, λ) be a measurable state space. Let A be the action
space and r the [0, R]-valued reward function. Let Π ⊆ Π0 be the space of stationary
stochastic policies, P the space of Markov chain transition probabilities induced by
Π, and F the space of simulation functions of P under the simple simulation model
h. Suppose that P-dim(F) ≤ d and the initial state distribution λ is such that K :=

max{supf∈F,x∈X

λf (x)
λ(x) , 1} is finite. Let V̂n(π) be the estimate of V (π) obtained by

averaging the reward from n samples. Then, given any ε, δ > 0,

P
n

{
sup
π∈Π

|V̂n(π) − V (π)| > ε

}
< δ

for

n ≥ 32R2

α2

(
log

4

δ
+ 2d

(
log

32eR

α
+ T logK

))
.(5.2)

T is the ε/2-horizon time and α = ε/2(T + 1).
Proof. Fix a policy π. Let P be the induced Markov chain transition probability

function simulated by the simple simulation function fP . Let Rt(x0, ω) := r◦fP ◦· · ·◦
fP (x0, ω), with fP composed t times, be the reward at time t, and denote Rt := {Rt :
X × Ω∞ → [0, R], P ∈ P}. Let V T (π) be the expected discounted reward truncated

up to T steps and V̂n(π) = 1
n

∑n
i=1[

∑T
t=0 γ

tRπ
t (xi

0, ω
i)] its estimate from n finite time
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simulations. Then,

|V (π) − V̂n(π)| ≤ |V (π) − V T (π)| + |V T (π) − V̂n(π)|,
≤ |V T (π) − V̂ T

n (π)| + ε

2
,

≤
T∑

t=0

∣∣∣∣∣ 1n
n∑

i=1

[Rπ
t (xi

0, ω
i) − E(Rπ

t )]

∣∣∣∣∣ +
ε

2
.

Here, the expectation is with respect to the product measure P t
π × λ × μ. We show

that with high probability, each term in the sum over t is bounded by α = ε/2(T +1).
Note that∫
|r(f t(x, ω)) − r(gt(x, ω))|dμ(ω)dλ(x) ≤ R ·

∑
x

λ(x)μ{ω : f t(x, ω) 
= gt(x, ω)},

which as in Lemma 5.1 implies that

dL1(P)(r ◦ f t, r ◦ gt) ≤ R · ρP(f t, gt) ≤ R ·KT dL1(P)(f, g).

Applying Theorem 3 from [17] with the “α” in the statement of that theorem set
equal to ε/4R and ν = 2R, and using Lemma 5.1 and the inequality above, we get

P
n

{
sup

Rt∈Rt

∣∣∣∣∣ 1n
n∑

i=1

Rt(x
i
0, ω

i) − E(Rt)

∣∣∣∣∣ > α

}

≤ 2E

[
min

(
2N

( α

16
,Rt|S , dl1

)
e(− nα2

32R2 ), 1

)]

≤ 4 sup
P

N
( α

16
,Rt, dL1(P)

)
exp

(
− nα2

32R2

)

≤ 4C
( α

16
,Rt, dL1

)
exp

(
− nα2

32R2

)

≤ 4

(
32eRKT

α
log

32eRKT

α

)d

exp

(
− nα2

32R2

)
.

This implies that the estimation error is bounded by α, with probability at least δ, if
the number of samples is

n ≥ 32R2

α2

(
log

4

δ
+ 2d

(
log

32eR

α
+ T logK

))
.

Remarks. 1. Theorem 5.2 implies that supπ∈Π |V̂n(π) − V (π)| converges to zero
in probability; hence the policy space Π is PAC-learnable. As in [30], the theorem
assumes that the P-dimension of the F space is finite. Combined with Lemma 4.2,
this gives the following corollary.

Corollary 5.3. Under assumption (5.1) and if P is convex with P-dim(P) = d,
result (5.2) of Theorem 5.2 holds.

2. Our sample complexity is of the same order, in terms of δ, ε, T,R, and d, as
the results of [30], but the two results are not directly comparable due to the different
assumptions made. In fact, the major challenge in obtaining the uniform rate of
convergence is relating the covering numbers and P-dimensions of the policy space Π
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and P with the space F . This is what we accomplished in this paper and what is
missing in [30]. Also, unlike in [30], we do not require the simulation functions to be
Lipschitz continuous. For a discrete state space, this is not a realistic assumption, as
the following examples show.

(a) Consider the Markov chain on N such that the only transitions are from
state 1 to state 2 with probability 1/2, to state 4 with probability 1/4, . . . , to state

2k with probability 1/2k, etc. Let ωk
l =

∑k+l−1
i=1 2−i and εkl = 2−(k+l) and define

ω̂k = (ωk
1 − εk1/2, ω

k
2 − εk2/2, . . .) and ω̌k = (ωk

1 + εk1/2, ω
k
2 + εk2/2, . . .). Thus, with noise

sequence ω̂k, the transition from state 1 is to state x̂ = 2k, while with noise sequence
ω̌k, the transition from state 1 is to state x̌ = 2k+1. Define the metric ρ on X × Ω∞,
ρ((x1, ω̂

k), (x2, ω̌
k)) = |x1 − x2| + |ω̂1 − ω̌1|. Then, it can be verified that

ρ(f(1, ω̂k), f(1, ω̌k)) = |x̂− x̌| + εk2 ≥ 2k ∀k,

whereas Lipschitz continuity would require that it be less that C2−(k+1) for some
positive constant C and every k. Thus, f is not Lipschitz continuous on Ω∞.

(b) Consider the following Markov chain: state space X = N again endowed with
the same metric ρ as in the above example. Transitions are deterministic: transition
from an even state n is to state 2n, and from an odd state n + 1 is to 3n. Then,
ρ(f(n + 1, ω), f(n, ω)) = n and so is not Lipschitz continuous on X.

These examples demonstrate that Lipschitz continuity of the simulation functions
on a discrete state space is not the right assumption to make.

3. Markov games. The generalization of the results of this section to discounted-
reward Markov games is relatively straightforward. It is of considerable interest for
many applications [38, 32]. Consider two players playing a Markov game with action
spaces A1 and A2, state space X, and transition function Pa1,a2

(x, y), a1 ∈ A1, a2 ∈ A2.
We consider only stationary policy spaces Π1 and Π2. The two reward functions r1
and r2 depend only on the state and have values in [0, R]. Denote the discounted-
reward functions by V1(π1, π2) and V2(π1, π2) with discount factor 0 < γ < 1. Denote
the set of Markov chains induced by the policies in Π1×Π2 by P = {Pπ1,π2 : (π1, π2) ∈
Π1 × Π2)} with Pπ1,π2(x, y) =

∑
a1,a2

Pa1,a2(x, y)π1(x, a1)π2(x, a2).
Of interest is a uniform sample complexity bound such that the error in estimating

both V1(π1, π2) and V2(π1, π2) is within ε with probability at least 1− δ. This is now
easily obtained by using Theorem 5.2 and bounding the maximum of the estimation
error in V1 and V2. Such estimates may be used to compute the Nash equilibria [38].

A bound on the ε-covering number of P can be easily obtained by constructing
ε/2-covers for Π1 and Π2 under the L1 metric, and then the ε cover for Π1 × Π2 is
obtained by taking the product of the two sets. The rest of the argument is the same
as in Lemma 3.1.

4. We now show through two examples that the choice of simulation model to
use for generating the sample trajectories affects whether we get uniform convergence
or not.

Example 5.4. (i) Consider the three-state Markov chain in Figure 5.1 with the
following transition matrix:

P =

⎡
⎣ 0 p 1 − p

0 1 0
0 0 1

⎤
⎦

and with state 0 always the initial state. Let P = {P as defined above with 0 ≤ p ≤ 1}
denote the set of all such Markov chains as p varies. It is easy to check that P is
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State 0

State -1 State 1

p 1-p

1 1

Fig. 5.1. A three-state Markov chain with initial state 0.

convex and has P-dimension 1. Let the reward in state 0 be 0, in state −1 be −1,
and in state 1 be 1. This defines a Markov reward process, and for a given p we get
the value Vp = 1 − 2p. Let F be the set of simple simulation functions that simulate
the Markov chains in P. By Lemma 4.2, P-dim(F) is 1 as well.

Now, consider the following set of simulations functions. Fix p ∈ [0, 1]. Let
x1, x2, . . . be rational numbers in [0, 1] such that

0 ≤ x1 ≤ x1 + p/2 ≤ x2 ≤ x2 + p/4 ≤ · · · ≤ 1.(5.3)

Generate a uniform [0, 1] random number ω. If it falls in [x1, x1+p/2]∪ [x2, x2+p/4]∪
· · · , then the next state is −1; otherwise it is 1. This simulation function simulates a
Markov chain with parameter p. Let F̃ denote the set of all such simulation functions
as p varies in [0, 1] and for every possible sequence of rational numbers satisfying (5.3).
It is easy to check that P-dim(F̃) is not finite. Now, consider any ω1, ω2, . . . , ωn ∈
[0, 1]. Then, there exists a p and x1, x2, . . . such that ωk ∈ [xk, xk + p/2k], which
means there is a simulation function which always goes to state −1 for this sequence
of random numbers. Since n is arbitrary, this implies V̂p = −1 
= Vp for some p. Thus,

in this case, even though the second set of simulation functions F̃ simulates the same
set of Markov chains P, we do not get uniform convergence.

In the example above, there are many simulation functions in F that simulate
the same Markov chain in P. We now modify the example so that there is only one
simulation function for each Markov chain.

(ii) Fix a positive integer m. Consider the [0, 1] interval divided into m2 subin-

tervals of length 1/m2. Pick any m of these subintervals, which can be done in
(
m2

m

)
ways. Arrange these choices in any order. Define

pm,k =
1

m + 1
+

k(
m2

m

)
m(m + 1)

≤ 1

m
, k = 1, . . . ,

(
m2

m

)
.

Scale the length of each of the m subintervals of the kth such choice to pm,k/m ≤
1/m2, keeping the beginning point of the subintervals the same. Now, for every pm,k

as defined above with k = 1, . . . ,
(
m2

m

)
, and m = 1, 2, . . . , define a simulation function

fm,k such that for the Markov chain with parameter pm,k, if the current state is zero,
and the uniform [0, 1] random number falls in any of the subintervals, then the next
state is −1; otherwise it is 1. All other Markov chains are simulated according to the
simple simulation model. Thus, we get a new set of simulation functions F̄ with each
Markov chain being simulated by only one simulation function. It is easy to check
that P-dim(F̄) is not finite. Further, given any ω1, ω2, . . . , ωn ∈ [0, 1], we can always
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pick an m large enough such that there is a km so that all of the ωi lie outside the m
subintervals, each of length pm,km/m. Thus, the simulation goes to state −1 for each

of the ωi. Thus, V̂pm,km

= Vpm,km

and we do not get uniform convergence.
These examples demonstrate that uniform convergence for MDPs depends not

only on the geometry of the policy space but also on how the MDP is simulated to
obtain the sample trajectories. The simple simulation model is in some sense the best
model since it has the same complexity under convexity as the set of Markov chains
it simulates (Lemma 4.2). However, these examples do not satisfy the conditions
provided in Theorem 5.2. Note that those are sufficient conditions only.

An alternative simulation method for finite-dimensional convex spaces.
An important special case is when the policy space is the convex hull of a finite number
of policies, i.e., when all policies are (random) mixtures of finitely many policies. While
the previous simulation method would still work, we present an alternative simulation
method that exploits the convex structure.

The simulation method is the following. Suppose there are two policies πi for
i = 0, 1, each inducing a Markov chain Pi with simulation function fi. Consider the
mixture πw = wπ0 + (1 − w)π1, so Pw = wP0 + (1 − w)P1. For t steps, we have

P t
w = wtP t

0 + wt−1(1 − w)P t−1
0 P1 + wt−1(1 − w)P t−2

0 P1P0 + · · · + (1 − w)tP t
1 .

Note that P0 and P1 need not commute. To obtain V̂n(π), we first determine the
rewards at time t for t = 0, . . . , T . To estimate the rewards, first draw the initial
states x1

0, . . . , x
n
0 from λ, and the noise sequences ω1, . . . , ωn from μ. Then carry out

2t simulations, one for each term in the sum of the equation above. For example, if
it · · · i1 is the binary representation of k, then the contribution to reward from the kth
term is determined by r ◦ fit ◦ · · · ◦ fi1(x

i
0, ω

i). The estimate of the contribution to
reward from the kth term, R̂k

t , is the mean over the n initial state and noise sequence
pairs. The estimate of the reward at time t is

R̂t = wtR̂0
t + wt−1(1 − w)R̂1

t + · · · + (1 − w)tR̂2t−1
t

and the value function estimate V̂n(π) is
∑T

t=0 γ
tR̂t. This can be generalized to a

policy space which is a convex hull of any finite number of policies.
Theorem 5.5. Let Π = conv{π0, . . . , πd−1}, P = conv{P0, . . . , Pd−1} be the

space of Markov chains induced by Π, and F be the space of simulation functions of P
under the simple simulation model. Let V̂n(π) be the estimate of V (π) obtained from
n samples. Then, given any ε, δ > 0

P
n

{
sup
π∈Π

|V̂n(π) − V (π)| > ε

}
< δ

for n ≥ R2

2α2

(
log 1

δ + T log 2d
)
, where T is the ε/2-horizon time and α = ε/2(T + 1).

Proof. Consider any π ∈ Π and the corresponding P ∈ P. Let P =
∑d−1

i=0 aiPi

with ai ≥ 0 and
∑

i ai = 1. Thus, P t can be written as

P t =

dt−1∑
k=0

wt
kPit · · ·Pi1 ,(5.4)

where it · · · i1 is a d-ary representation of k and the nonnegative weights wt
k are such

that
∑dt−1

k=0 wt
k = 1 and can be determined easily.
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To obtain V̂n(π), we need to simulate P for T steps as before. The t-step reward
is determined by the state at time t, whose distribution is given by νt = P tλ. To
estimate the reward, first draw the initial states x1

0, . . . , x
n
0 from λ, and the noise

sequence ω1, . . . , ωn from μ. We carry out dt simulations, one for each term in the
sum of (5.4). Recall that it · · · i1 is a d-ary representation of k. Thus, to determine
the contribution to the empirical reward at time t due to the kth term in (5.4), the
state at time t is determined by r ◦ fit ◦ · · · ◦ fi1(x

i
0, ω

i). Thus, an estimate of the
expected reward at time t is

R̂t(w
t) =

dt−1∑
k=0

wt
k

(
1

n

n∑
i=1

r ◦ fit ◦ · · · ◦ fi1(xi
0, ω

i)

)
,(5.5)

a consistent estimator of EP tλ[r(x)]. V̂n(π) is now given by
∑T

t=0 γ
tR̂t(w

t(π)), where
wt(π) are the weights determined in 5.4 by policy π at time t. Denote Wt := {wt(π) :
π ∈ Π}.

Note that

EP tλ[r(x)] =

dt−1∑
k=0

wt
k

(
EPit ···Pi1

λ[r(x)]
)
,(5.6)

where the quantity in the brackets of (5.5) (denote it by R̂k
t ) is an estimator for the

quantity in the brackets of (5.6). Thus,

P
n

{
sup
π∈Π

|V̂n(π) − V (π)| > ε

}
≤ P

n

{
sup

wt∈Wt

|R̂t(w
t) − EP tλ[r(x)]| > α

}

≤ dT max
k

P
n{|R̂k

t − EPit ···Pi1λ
[r(x)]| > α}

≤ 2dT exp

(
−2nα2

R2

)
,

where α = ε/2(T + 1) and the last inequality follows from Hoeffding’s inequality.
From the above, the sample complexity can be obtained as in the proof of The-
orem 5.2.

Remarks. This alternative simulation model has the same order of sample com-
plexity as in the earlier case, but it has greater computational complexity since, for
each chain, dT simulations need to be carried out. However, if several Markov chains
need to be simulated, as when performing an optimal policy search, the simulation is
carried out only once for all the chains because the estimates for various mixtures are
obtained by appropriately weighing the dt estimates, R̂k

t .
Also, to obtain the estimates for t ≤ T , one need not repeat the simulation for

each t. Instead, the T -step simulation suffices to yield the t-step estimate by simply
ignoring the simulation beyond t+1. Thus, only dT simulations are needed to obtain
an estimate for a reward for any step t ≤ T and any P ∈ P.

6. Average-reward MDPs. Some MDP problems use the average-reward cri-
terion. However, there are no published results on simulation-based uniform estimates
of value functions of average-reward MDPs. We present such a result in this section.

Unlike the discounted-reward case, where we simulated several different sample
paths, starting with different initial states, here the estimate is obtained from only
one sample path. This is possible only when the policies we consider are such that



UNIFORM ESTIMATION FOR MARKOV DECISION PROCESSES 1647

the Markov chains are stationary, ergodic, and weakly mixing. (The conditions under
which a policy induces a stationary, ergodic Markov chain can be found in Chapter
5 of [9].) A related problem is addressed in [22], which uses Csiszer’s concentration
inequality to bound reward functionals for Doeblin chains. However, the bound is not
uniform and distribution dependent.

Let λπ denote the invariant measure of the Markov chain {Xk}∞k=0 with transition
probability function Pπ, and Λ be the set of all such invariant measures. Let P denote
the probability measure for the process. We assume that there is a Markov chain
P0 with invariant measure (steady state distribution) λ0 such that λπ � λ0, i.e.,
λπ is absolutely continuous with respect to λ0, meaning that λπ(A) = 0 if λ0(A) =
0 for any measurable set A [18]. We call such a chain a reference Markov chain.
Let �π(x) := λπ(x)/λ0(x) be the Radon–Nikodym derivative and assume that it is
uniformly bounded, �π(x) ≤ K ∀ x and π. Let H be the set of all such Radon–
Nikodym derivatives.

Our simulation methodology is to generate a sequence {xk}nk=1 according to P0.
We then multiply r(xt) by �π(xt) to obtain the tth-step reward for the Markov chain
induced by policy π. The estimate of the value function is then obtained by taking
an empirical average of the rewards, i.e.,

V̂n(π) =
1

n

n∑
t=1

r̃π(xt),

in which r̃π(x) := rπ(x)�π(x). Let R = {r̃π : π ∈ Π}. Furthermore, in some problems,
such as when the state space is multidimensional or complex, it may not be possible to
integrate the reward function with respect to the stationary measure. In such cases,
Monte Carlo type methods such as importance sampling are useful for estimating
integrals. The method proposed here falls into such a category, and we present a
uniform rate of convergence result for it. This approach is useful when it is difficult to
sample from the stationary distributions of the Markov chains but easy to compute
the derivative �π(x).

We first state some definitions and results needed in the proof below. Let
{Xn}∞n=−∞ be a process on the measurable space (X∞

−∞,S∞
−∞). Consider a station-

ary, ergodic process with measure P. Let P be the one-dimensional marginal, and
P̄ =

∏∞
−∞ P , the product measure under which the process is i.i.d.

Let P
0
−∞ and P

∞
1 be the semi-infinite marginals of P. Define the β-mixing coeffi-

cients [14] as

β(k) := sup{|P(A) − P
0
−∞ × P

∞
1 (A)| : A ∈ σ(X0

−∞, X∞
k )}.

If β(k) → 0 as k → ∞, the process is said to be β-mixing (or weakly mixing). From
the definition of the β-mixing coefficients we get the following.

Fact 1 (see [29, 50]). If A ∈ σ(X0, Xk, . . . , X(m−1)k), |P(A) − P̄(A)| ≤ mβ(k).
We assume that the Markov chain P0 is β-mixing with mixing coefficients β0. We

also need the following generalization of Hoeffding’s bound.
Fact 2 (McDiarmid–Azuma inequality [5, 27]). Let X1, . . . , Xn be i.i.d. drawn

according to P and g : Xn → R. Suppose g has bounded differences, i.e.,

|g(x1, . . . , xi, . . . , xn) − g(x1, . . . , x
′
i, . . . , xn)| ≤ ci.

Then, ∀τ > 0,

Pn{g(Xn) − Eg(Xn) ≥ τ} ≤ exp

(
− 2τ2∑n

i=1 c
2
i

)
.
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We now show that the estimation procedure enunciated above for the average-
reward case produces estimates V̂ (π) that converge uniformly over all policies to the
true value V (π). Moreover, we can obtain the rate of convergence, whose explicit
form depends on the specific problem.

Theorem 6.1. Suppose the Markov chains induced by π ∈ Π are stationary
and ergodic. Assume there exists a Markov chain P0 with invariant measure λ0 and
mixing coefficient β0 such that λπ � λ0 and the �π are bounded by a constant K with
P-dim(H) ≤ d. Denote by V̂n(π) the estimate of V (π) from n samples. Then, given
any ε, δ > 0,

P0

{
sup
π∈Π

|V̂n(π) − V (π)| > ε

}
< δ,

for n large enough such that γ(m)+Rmβ0(k)+τ(n) ≤ ε, where τ(n) := (2R2

n log 1
δ )1/2

and

γ(m) := inf
α>0

{
α + 8R

(
32eRK

α
log

32eRK

α

)d

exp

(
−mα2

32R2

)}
,

with n = mnkn such that mn → ∞ and kn → ∞ as n → ∞.
Proof. The idea of the proof is to use the β-mixing property and reduce the

problem to one with i.i.d. samples. We then use techniques similar to those used in
the proof of Theorem 5.2. The problem of iteration of simulation functions does not
occur in this case, which makes the proof easier.

Let x1, x2, . . . , xn be the state sequence generated according to P0 which can be
done using the simple simulation model. Note that

E0[r(x)�π(x)] = Eλπ
[r(x)],

in which Eλπ
and E0 denote expectation taken with respect to the stationary measures

λπ and λ0, respectively. Denote Ên[r̃π;xn] := 1
n

∑n
t=1 r̃π(xt) and observe that

E0

[
sup
π∈Π

|Ên[r̃π;xn] − E0[r̃π(x)]|
]
(1)

≤ 1

k

k−1∑
j=0

E0

[
sup
π∈Π

∣∣∣∣∣ 1

m

m−1∑
l=0

r̃π(xlk+j) − E0[r̃π(x)]

∣∣∣∣∣
]

(2)

≤α + RP0

{
sup
π∈Π

∣∣∣∣∣ 1

m

m−1∑
l=0

r̃π(xlk) − E0[r̃π(x)]

∣∣∣∣∣ > α

}

(3)

≤α + Rmβ0(k)

+RP̄0

{
sup
π∈Π

∣∣∣∣∣ 1

m

m−1∑
l=0

r̃π(xlk) − E0[r̃π(x)]

∣∣∣∣∣ > α

}
,

in which E0 is expectation with respect to P0, and P̄0 is the i.i.d. product measure
corresponding to P0. Inequality (1) follows by triangle inequality, (2) by stationarity
and the fact that the reward function is bounded by R, and (3) by definition of the
β-mixing coefficients.

Claim 1. Suppose �π(x) ≤ K for all x and π and that P-dim(H) ≤ d. Then,
∀α > 0

C(α,R, dL1) ≤ 2

(
2eRK

α
log

2eRK

α

)d

.
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Proof. Let λ0 be a probability measure on X. Observe that for r̃1, r̃2 ∈ R,

dL1(λ0)(r̃1, r̃2) =
∑
x

|r̃1(x) − r̃2(x)|λ0(x)

≤ R ·
∑
x

|�1(x) − �2(x)|λ0(x)

= R · dL1(λ0)(�1, �2).

As argued for similar results earlier in the paper, this implies the desired con-
clusion.

From Theorem 5.7 in [49], we then get

P̄0

{
sup
π∈Π

∣∣∣∣∣ 1

m

m−1∑
l=0

r̃π(xlk) − E0[r̃π(x)]

∣∣∣∣∣ > α

}
≤ 4C

( α

16
,R, dL1

)
exp

(
−mα2

32R2

)

≤ 8

(
32eRK

α
log

32eRK

α

)d

exp

(
−mα2

32R2

)
.

Substituting above, we get

E0

[
sup
π∈Π

|Ên[r̃π;xn] − E0[r̃π(x)]|
]
≤ γ(m) + Rmβ0(k).

Now, defining g(xn) as the argument of E0 above and using the McDiarmid–
Azuma inequality with ci = R/n, we obtain that

P0

{
sup
π∈Π

|Ên[r̃π;xn] − E0[r̃π(x)]| ≥ γ(m) + Rmβ0(k) + τ(n)

}
< δ,

where δ = exp(−2nτ2(n)/R2), and hence we get the desired result.
Note that by assumption of the mixing property, β0(kn) → 0, and for fixed ε and

δ, γ(mn), τ(n) → 0 as n → ∞. The sample complexity result is implicit here since
given functions γ, β0, and τ , we can determine n, mn, and kn such that n = mnkn,
mn → ∞, kn → ∞, and γ(mn)+Rmnβ0(kn)+ τ ≤ ε for given ε and δ. The existence
of mn and kn sequences such that mnβ(kn) → 0 is guaranteed by Lemma 3.1 in [49].
This implies δ → 0 as n → ∞, and thus the policy space Π is PAC-learnable under
the hypothesis of the theorem.

One of the assumptions we have made is that for policy π, the Radon–Nikodym
derivative �π is bounded by K. This essentially means that all the Markov chains
are close to the reference Markov chain in the sense that the probability mass on any
state does not differ by more than a multiplicative factor of K from that of P0. The
assumption that H has finite P-dimension is less natural but essential to the argument.
Let us now show the existence of reference Markov chains through an example.

Example 6.2. Consider any Markov chain with invariant measure λ0. Consider any
parametrized class of functions �π : X → [0, 1], π ∈ Π such that

∑
x λ0(x)�π(x) = 1,

and P-dim({�π : π ∈ Π}) = d. Denote λπ(x) = λ0(x)�π(x) and consider a set
of Markov chains P with invariant measures λπ. Then, clearly, λ0 is an invariant
measure of a reference Markov chain for the set P of Markov chains.

7. Partially observable MDPs with general policies. We now consider
partially observed discounted-reward MDPs with general policies (nonstationary with
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memory). The setup is as before, except that the policy depends on observations
y ∈ Y, governed by the (conditional) probability ν(y|x) of observing y ∈ Y when the
state is x ∈ X. Let ht denote the history (y0, a1, y1, . . . , at, yt) of observations and
actions up to time t.

The results of section 5 extend when the policies are nonstationary; however,
there are many subtleties regarding the domain and range of simulation functions,
and measures, and some details are different. Let Ht = {ht = (y0, a1, y1, . . . , at, yt) :
as ∈ A, ys ∈ Y, 0 ≤ s ≤ t}. Let Π be the set of policies π = (π1, π2, . . .), with
πt : Ht × A → [0, 1] a probability measure on A conditioned on ht ∈ Ht. Let Πt

denote the set of all policies πt at time t with π ∈ Π. This gives rise to a conditional
state transition function Pt(x, x

′;ht), the probability of transition from state x to x′

given history ht up to time t. Under π,

Pt(x, x
′;ht) =

∑
a

Pa(x, x
′)πt(ht, a).

Let Pt denote the set of all Pπt induced by the policies πt with π ∈ Π. Then, defining
the usual dTV (λ) metric on Pt and the usual L1 metric on Πt, we get the next result.

Lemma 7.1. Suppose Πt and Pt are as defined above with P-dim(Πt) = d. As-
sume λ and ρ are probability measures on X and Ht, respectively, and σ a probability
measure on A such that πt(ht, a)/σ(a) ≤ K ∀ht ∈ Ht, a ∈ A, πt ∈ Πt. Then, for
0 < ε < e/4 log2 e,

N(ε,Pt, dTV (λ×ρ)) ≤ N(ε,Πt/σ, dL1(σ×ρ)) ≤
(

2eK

ε
log

2eK

ε

)d

.

The proof can be found in the appendix.
Let Ft be the set of simulation functions of Pt under the simple simulation model.

Thus, ft ∈ Ft for t ≥ 2 is defined on ft : X × Ht−1 × Ω∞ → X × Ht × Ω∞, while
f1 ∈ F1 shall be defined on f1 : X × Ω∞ → X × H1 × Ω∞. This is because at time
t = 1, there is no history, and the state transition depends only on the initial state
and the noise. For t > 1, the state transition depends on the history as well. Further,
the function definitions have to be such that the composition ft ◦ ft−1 ◦ · · · ◦ f1 is well
defined.

It is straightforward to verify that Lemma 4.2 extends to Lemma 7.2.
Lemma 7.2. Suppose P is convex (being generated by a convex space of policies

Π). Let P-dim(Pt) = d. Let Ft be the corresponding space of simple simulation
functions induced by Pt. Then, P-dim(Ft) = d.

By F t we shall denote the set of functions f t = ft ◦ · · · ◦ f1, where fs ∈ Fs and
they arise from a common policy π. Note that f t : X × Ω∞ → Zt × Ω∞, where
Zt = X ×Ht. We shall consider the following pseudometric on Ft with respect to a
measure λt on Zt−1 for t ≥ 2 and measure σ on Ω∞,

ρt(ft, gt) :=
∑

z∈Zt−1

λt(z)σ{ω : ft(z, ω) 
= gt(z, ω)}.

We shall take ρ1 as the pseudometric on F t with respect to the product measure λ×σ.
Let

λft(z) :=
∑
z∈Zt

λ(x)σ{ω : f t(x, ω) = (z, θtω)}

be a probability measure on Zt. We now state the extension of the technical lemma
needed for the main theorem of this section.
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Lemma 7.3. Let λ be a probability measure on X and λft be the probability mea-
sure on Zt as defined above. Suppose that P-dim (Ft) ≤ d and there exists probability

measures λt on Zt such that K := max{supt supft∈Ft,z∈Zt

λft (z)

λt+1(z)
, 1} < ∞. Then,

for 1 ≤ t ≤ T ,

N(ε,F t, ρ1) ≤ N
( ε

Kt
,Ft, ρt

)
· · ·N

( ε

Kt
,F1, ρ1

)
≤

(
2eKt

ε
log

2eKt

ε

)dt

.

The proof can be found in the appendix. We now obtain our sample complexity
result.

Theorem 7.4. Let (X,Γ, λ) be the measurable state space, A the action space,
Y the observation space, Pa(x, x

′) the state transition function, and ν(y|x) the con-
ditional probability measure that determines the observations. Let r(x) be the real-
valued reward function bounded in [0, R]. Let Π be the set of stochastic policies
(nonstationary and with memory in general), Pt be the set of state transition func-
tions induced by Πt, and Ft the set of simulation functions of Pt under the sim-
ple simulation model. Suppose that P-dim (Pt) ≤ d. Let λ and σ be probability
measures on X and A, respectively, and λt+1 a probability measure on Zt such that

K := max{supt supft∈Ft,z∈Zt

λft (z)

λt+1(z)
, 1} is finite, where λft is as defined above. Let

V̂n(π) be the estimate of V (π) obtained from n samples. Then, given any ε, δ > 0,
and with probability at least 1 − δ,

sup
π∈Π

|V̂n(π) − V (π)| < ε

for n ≥ 32R2

α2

(
log 4

δ + 2dT (log 32eR
α + logKT )

)
, where T is the ε

2 -horizon time and
α = ε

2 (T + 1).
Remarks. A special case is when the policies are stationary and memoryless, i.e.,

πt = π1 ∀ t, and π1 : Y×A → [0, 1] depends only on the current observation. Let Π1 be
the set of all π1. Then, each policy π ∈ Π induces a time-homogeneous Markov chain
with probability transition function given by Pπ(x, x′) =

∑
a,y Pa(x, x

′)π1(y, a)ν(y|x).
Let P denote the set of all probability transition functions induced by Π. In general
if Π is convex, P is convex. We will denote the set of simulation functions under the
simple simulation model for P ∈ P by F . Suppose that P-dim (P) = d; then by
Lemma 4.2, P-dim (P) = P-dim (F) = d. This implies that the sample complexity
result of Theorem 5.2 for discounted-reward MDPs holds for the case when the state
is partially observable and the policies are stationary and memoryless. Thus, for
uniform convergence and estimation, partial observability of the state does not impose
any extra cost in terms of sample complexity. Note that in the case of general polices,
the sample complexity is O(T log T ) times more.

8. Conclusions. The paper considers simulation-based value function estima-
tion methods for Markov decision processes (MDPs). Uniform sample complexity
results are presented for the discounted-reward case. The combinatorial complexity
of the space of simulation functions under the proposed simple simulation model is
shown to be the same as that of the underlying space of induced Markov chains when
the latter is convex. Using ergodicity and weak mixing leads to similar uniform sample
complexity result for the average-reward case, when a reference Markov chain exists.

Extensions of the results are obtained when the MDP is partially observable with
general policies. Remarkably, the sample complexity results have the same order
for both completely and partially observed MDPs when stationary and memoryless
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policies are used. Sample results for discounted-reward Markov games can be deduced
easily as well.

The results can be seen as an extension of the theory of PAC (probably approxi-
mately correct) learning for partially observable Markov decision processes (POMDPs)
and games. PAC theory is related to the system identification problem.

One of the key contributions of this paper is the observation that how we simu-
late an MDP matters for obtaining uniform estimates. This is a new (and surprising)
observation. Thus, the results of this paper can also be seen as the first steps to-
wards developing an empirical process theory for MDPs. Such a theory would go a
long way in establishing a theoretical foundation for computer simulation of complex
engineering systems.

We have used Hoeffding’s inequality in obtaining the rate of convergence for
discounted-reward MDPs and used the McDiarmid–Azuma inequality for the average-
reward MDPs, though more sophisticated and tighter inequalities of Talagrand [41]
(see also Samson [37]) can be used as well. This would yield better results and is part
of future work.

Appendix A. Proof of Lemma 3.1.
Proof. We first relate the dTV (λ) pseudometric on P with the dL1(λ×σ) pseudo-

metric on Π. Pick any π, π′ ∈ Π and denote P = Pπ and P ′ = Pπ′ . Then,

dTV (λ)(P, P
′) =

∑
y

∣∣∣∣∣
∑
x

λ(x)
∑
a

Pa(x, y)(π(x, a) − π′(x, a))

∣∣∣∣∣
≤

∑
a

∑
x

∑
y

λ(x)Pa(x, y)|π(x, a) − π′(x, a)|

≤
∑
a

σ(a)
∑
x

λ(x)|π(x, a) − π′(x, a)|/σ(a)

= dL1(σ×λ)(π/σ, π
′/σ).

The second inequality above follows from the triangle inequality and the fact that the
order of the sums over y, x, and a can be changed by Fubini’s theorem [18] and noting
that

∑
y Pa(x, y) = 1. Thus, if Π′/σ ⊆ Π/σ is an ε-net for Π/σ, {Pπ, π ∈ Π′} is an

ε-net for P. Further, the spaces Π and Π/σ have the same P-dimension, as can be
easily verified. The bound on the covering number is then given by a standard result
(see Theorem 4.3 of [49]).

Appendix B. Proof of Lemma 5.1.
Proof. Consider any f, g ∈ F , and x ∈ X . Then,

μ{ω : f t(x, ω) 
= gt(x, ω)}
= μ{ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) = gt−1(x, ω)}

+μ{ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) 
= gt−1(x, ω)}
= μ{∪y(ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) = gt−1(x, ω) = (y, θt−1ω))}

+μ{∪y(ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) 
= gt−1(x, ω), f t−1(x, ω) = (y, θt−1ω))}
≤ μ{∪y(ω : f(y, θt−1ω) 
= g(y, θt−1ω), f t−1(x, ω) = gt−1(x, ω) = (y, θt−1ω))}

+μ{∪y(ω : f t−1(x, ω) 
= gt−1(x, ω), f t−1(x, ω) = (y, θt−1ω))}
≤

∑
y

μ{ω : f(y, θt−1ω) 
= g(y, θt−1ω)|f t−1(x, ω) = (y, θt−1ω)}μ{ω : f t−1(x, ω) = y}

+μ{ω : f t−1(x, ω) 
= gt−1(x, ω)}.
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It is easy to argue that λft−1(y) ≤ Kt−1λ(y), where λft−1(y) =
∑

x λ(x)μ{ω :
f t−1(x, ω) = (y, θt−1ω)}. Thus, multiplying both sides of the above sequence of
inequalities and summing over x, and observing that

μ{ω : f(y, θt−1ω) 
= g(y, θt−1ω)} = μ{ω′ : f(y, ω′) 
= g(y, ω′)},

we get that the first part of the right side is∑
y

λft−1(y)μ{ω′ : f(y, ω′) 
= g(y, ω′)} ≤ Kt−1 ·
∑
y

λ(y)μ{ω′ : f(y, ω′) 
= g(y, ω′)}.

This implies that

ρP(f t, gt) ≤ Kt−1ρP(f, g) + ρP(f t−1, gt−1)

≤ (Kt−1 + Kt−2 + · · · + 1)ρP(f, g)

≤ KtρP(f, g),

where the second inequality is obtained by induction. Now,

∑
x

λ(x)μ{ω : f(x, ω) 
= g(x, ω)} ≤
∑
x

λ(x)

∫
|f(x, ω) − g(x, ω)|dμ(ω),

and thus ρP(f t, gt) ≤ Kt · dL1(f, g), which proves the required assertion.

Appendix C. Proof of Lemma 7.1.
Proof. Pick any πt, π

′
t ∈ Πt, and denote P = Pπt and P ′ = Pπ′

t
. Then,

dTV (λ×ρ)(P, P
′) =

∑
x

λ(x)
∑
x′∈X

∣∣∣∣∣∣
∑

a∈A,ht∈Ht

Pa(x, x
′)(πt(ht, a) − π′

t(ht, a))

∣∣∣∣∣∣ ρ(ht)

≤
∑
ht

ρ(ht)
∑
x

λ(x)
∑
a

∑
x′

Pa(x, x
′)|πt(ht, a) − π′

t(ht, a)|

≤
∑
ht

ρ(ht)
∑
a

σ(a)

∣∣∣∣πt(y, a)

σ(a)
− π′

t(y, a)

σ(a)

∣∣∣∣
= dL1(σ×ρ)

(
πt

σ
,
π′
t

σ

)
.

The second inequality above follows by changing the order of the sums over a and x′,
noting that

∑
x′ Pa(x, x

′) = 1 and denoting
∑

x λ(x) = 1. The rest of the argument
is the same as in Lemma 3.1.

Appendix D. Proof of Lemma 7.3. The proof of Lemma 7.3 is similar but
the details are somewhat more involved.

Proof. Consider any f t, gt ∈ F t, and x ∈ X . Then,

μ{ω : f t(x, ω) 
= gt(x, ω)}
= μ{ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) = gt−1(x, ω)}

+μ{ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) 
= gt−1(x, ω)}
= μ{∪z∈Zt−1(ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) = gt−1(x, ω) = (z, θt−1ω))}

+μ{∪z∈Zt−1
(ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω)


= gt−1(x, ω), f t−1(x, ω) = (z, θt−1ω))}
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≤ μ{∪z∈Zt−1
(ω : f t(x, ω) 
= gt(x, ω), f t−1(x, ω) = gt−1(x, ω) = (z, θt−1ω))}

+μ{∪z∈Zt−1
(ω : f t−1(x, ω) 
= gt−1(x, ω), f t−1(x, ω) = (z, θt−1ω))}

≤
∑

z∈Zt−1

μ{ω : ft(z, θ
t−1ω) 
= gt(z, θ

t−1ω)|f t−1(x, ω)

= (z, θt−1ω)}μ{ω : f t−1(x, ω) = (z, θt−1ω)}
+μ{ω : f t−1(x, ω) 
= gt−1(x, ω)}.

Multiplying both sides of the above sequence of inequalities and summing over x,
and observing again that

μ{ω : ft(z, θ
t−1ω) 
= gt(z, θ

t−1ω)} = μ{ω′ : ft(z, ω
′) 
= gt(z, ω

′)},

we get that the first part of the right side is∑
z∈Zt−1

λft−1(z)μ{ω′ : ft(z, ω
′) 
= gt(z, ω

′)} ≤ K·
∑

z∈Zt−1

λt(z)μ{ω′ : ft(z, ω
′) 
= gt(z, ω

′)}.

This by induction implies

ρ1(f
t, gt) ≤ K(ρt(ft, gt) + · · · + ρ1(f1, g1)),

which implies the first inequality. For the second inequality, note that the ρ pseudo-
metric and the L1 pseudometric are related; thus,

∑
z

λt(z)μ{ω : ft(z, ω) 
= gt(z, ω)} ≤
∑
z

λt(z)

∫
|ft(z, ω) − gt(z, ω)|dμ(ω),

which relates their covering numbers. Also, the covering number under the L1 pseu-
dometric can be bounded in terms of the P-dim of appropriate spaces.
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MAXIMIZING VISIBILITY IN NONCONVEX POLYGONS:
NONSMOOTH ANALYSIS AND GRADIENT ALGORITHM DESIGN∗

ANURAG GANGULI† , JORGE CORTÉS‡ , AND FRANCESCO BULLO§

Abstract. This paper presents a motion control algorithm for a planar mobile observer such
as a mobile robot equipped with an omnidirectional camera. We propose a nonsmooth gradient
algorithm for the problem of maximizing the area of the region visible to the observer in a non-
self-intersecting nonconvex polygon. First, we show that the visible area is almost everywhere a
locally Lipschitz function of the observer location. Second, we provide a novel version of the LaSalle
invariance principle for discontinuous vector fields and Lyapunov functions with a finite number
of discontinuities. Finally, we establish the asymptotic convergence properties of the nonsmooth
gradient algorithm and illustrate numerically its performance.

Key words. geometric optimization, dynamical systems, robotics, nonsmooth analysis, stability
theory

AMS subject classifications. 78M50, 37N35, 68T40, 49J52, 34D20
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1. Introduction. Consider a single-point mobile robot in a planar nonconvex
environment modeled as a non-self-intersecting polygon: how should the robot move
in order to monotonically increase the area of its visible region (i.e., the region within
its line of sight)? This problem is the subject of this paper. The following are the
modeling assumptions in our method of approach. The dynamical model for the
robot’s motion is a first-order system of the form ṗ = u, where p refers to the position
of the robot in the environment and u is the driving input. The robot is equipped with
an omnidirectional line-of-sight range sensor; the range of the sensor is larger than
the diameter of the environment. The robot does not know the entire environment
nor its position in it, and its instantaneous motion depends only on what is within its
line of sight (this assumption restricts our attention to memoryless feedback laws).

In broad terms, this work is related to numerous references on optimal sensor
location and motion planning coming from the computational geometry, geometric
optimization, and robotics literature. The problem we consider is akin to the next best
view problems in robotics for two-dimensional map building. In these map-building
problems the objective is to compute the next position of a robot in an environment
with obstacles that maximizes the gain in visible area. A heuristic is proposed and
simulated in [10] and in the early work [13]. Other relevant references can be found
in computational geometry. For example, the classic art gallery problem is to find
the smallest number of such guards necessary for each point of the environment to be
visible to at least one guard; see [7, 1]. Also studied in computational geometry is the
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problem of locating a guard in a non-self-intersecting polygon so as to maximize the
visible area. This problem is still open to the best of our knowledge and is the subject
of ongoing research; see [12, 16, 4]. Key differences exist between the computational
geometric approach to this problem and our sensor-based feedback approach. In the
computational geometric version, the data about the entire polygon is available a
priori, the difficulties are of combinatorial nature, and the solutions can be thought of
as open loop. In the problem of interest in this paper, we consider the feedback control
problem for a mobile robot based upon only local knowledge of the environment and
without recollection of past trajectories. The work that is perhaps closest in spirit to
our work is the numerical approach proposed in [3].

A second set of relevant references are those on nonsmooth stability analysis.
Indeed, our approach to maximizing visible area is to design a nonsmooth gradient
flow. To define our proposed algorithm we rely on the notions of generalized gradient
[5] and of Filippov solutions for differential inclusions [9]. To study our proposed
algorithm we extend recent results on the stability and convergence properties of
nonsmooth dynamical systems, as presented in [15, 2]. Finally, the present work
has some interesting connections with the study of the behavior of certain territorial
animals. A particularly relevant reference is the study of the effect of visibility on space
use by red-capped cardinals [8]. These are birds that defend territories along shorelines
of rivers and lakes and tend to spend the majority of their time near peninsulas (areas
that offer greater amount of visibility of their respective territories) rather than bays.

The contributions of this paper are threefold. First, we prove some basic proper-
ties of the area visible from a point observer in a nonconvex polygon Q; see Figure 1.1.
Namely, we show that the area of the visibility polygon, as a function of the observer
position, is a locally Lipschitz function almost everywhere and that the finite point
set of discontinuities consists of the reflex vertices of the polygon Q. Additionally, we
compute the generalized gradient of the function and show that the function is not,
in general, regular.

Second, we provide a generalized version of certain stability theorems for dis-
continuous vector fields available in the literature [15, 2]. Specifically, we provide
a generalized nonsmooth LaSalle invariance principle for discontinuous vector fields,
Filippov solutions, and Lyapunov functions that are locally Lipschitz almost every-
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Fig. 1.1. The image on the left shows a nonconvex polygonal environment shaped like a typical
floor plan. The image on the right shows the variation of the visible area in the environment as a
function of the position of a point observer.
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where (except for a finite set of discontinuities).
Third and last, we use these novel results to design a nonsmooth gradient algo-

rithm that monotonically increases the area visible to a point observer. To the best of
our knowledge, this is the first provably correct algorithm for this version of the next
best view problem. We illustrate the performance of our algorithm via simulations
for some interesting polygons.

Before proceeding with the technical content, we provide here a detailed compar-
ison between our proposed local feedback method and a two-phase approach, where
the guard first explores the entire environment and later finds the approximate loca-
tion of the maximum. The approximate global maximum could be computed using,
for example, the method in [4]. Let us refer to the latter approach as the explore and
optimize method. Clearly in this latter method, the optimal location of the observer
is a global maximum, whereas in the former it is a local maximum. However, our
approach does not require any memory for the observer. In the explore and optimize
method, the observer needs to remember the environment as it is being explored. As
the size of the environment increases, so does the amount of memory and run time
required by the observer. Another problem that arises in the exploration of unknown
environments in the absence of accurate global positioning is that of simultaneous
location and mapping (SLAM). To explain briefly, to build a map of the environment
accurately, one needs an accurate estimate of the position of the observer. This is
not available due to odometry errors and lack of global positioning ability. There-
fore, to accurately localize the observer inside the environment, an accurate map of
the environment is needed but which is again unavailable due to measurement sen-
sor errors. Various approaches to solving the SLAM problem have been studied, but
most of the accurate approaches again are intensive in terms of computation and
memory. In contrast, the fact that our approach is local and requires no memory
renders it more robust to errors in computation and sensor measurements. Another
advantage of being memoryless is that it works for environments that may change
quasi-statically, whereas any other method relying on memory is ineffective in this
case. Finally, note that out local optimization approach might be used in conjunction
with a global search method to find the globally optimum position. For example, after
finding the position of a local optimum, the observer could perform a random walk in
the environment. While executing the random walk, the observer must compare the
magnitude of the visible area with the value at the previously discovered optimum.
If the value is greater, find the local optimum using the approach in the paper. This
procedure is repeated, and one can expect to find the global optimum after sufficient
time has elapsed.

The paper is organized as follows. Section 2 contains the analysis of the smooth-
ness properties and of the generalized gradient of the function of interest. Section 3
contains the novel results on nonsmooth stability analysis. Section 4 presents the
nonsmooth gradient algorithm and the properties of the resulting closed-loop sys-
tem. Finally, the simulations in section 5 illustrate the convergence properties of the
algorithm.

2. The area visible from an observer. In this section we study the area
of the region visible to a point observer equipped with an omnidirectional camera.
We show that the visible area, as a function of the location of the observer, is locally
Lipschitz, except at a finite point set. We prove that, for general nonconvex polygons,
the function is not regular. We also provide expressions for the generalized gradient
of the visible area function wherever it is locally Lipschitz. We have included the
notions of locally Lipschitz functions and related concepts whenever they first appear
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in the text of the paper.
Let us start by introducing the set of lines on the plane R

2. For (a, b, c) ∈
R

3 \
{
(0, 0, c) ∈ R

3 | c ∈ R
}
, define the equivalence class [(a, b, c)] by

[(a, b, c)] =
{
(a′, b′, c′) ∈ R

3 | (a, b, c) = λ(a′, b′, c′), λ ∈ R
}
.

The set of lines on R
2 is defined as

L =
{
[(a, b, c)] ⊂ R

3 | (a, b, c) ∈ R
3, a2 + b2 �= 0

}
.

It is possible to show that L is a two-dimensional manifold, sometimes referred to as
the affine Grassmannian of lines in R

2; see [11].
Next, two useful functions are defined. Let fpl : R

2 × R
2 \ {(p, p) ∈ R

2 × R
2 | p ∈

R
2} → L map two distinct points in R

2 to the line passing through them. Given
distinct (x1, y1), (x2, y2) ∈ R

2, we have that

fpl ((x1, y1), (x2, y2)) = [(y2 − y1, x1 − x2, y1x2 − x1y2)].

If l1 ‖ l2 denotes that two lines l1, l2 ∈ L are parallel, then let flp : L
2 \ {(l1, l2) ∈

L
2 | l1 ‖ l2} → R

2 map two nonparallel lines to their unique intersection point. Given
two lines [(a1, b1, c1)] and [(a2, b2, c2)], we have that

flp ([(a1, b1, c1)], [(a2, b2, c2)]) =

(
b2c1 − b1c2
a2b1 − a1b2

,
a1c2 − a2c1
a2b1 − a1b2

)
.

Note that the maps fpl and flp are class Cω; i.e., they are analytic over their domains.
Now, let us turn our attention to the polygonal environment. Let Q be a non-self-

intersecting polygon, possibly nonconvex. A polygon is said to be non-self-intersecting
if the only points in the plane belonging to two polygon edges are the polygon ver-
tices. Such a polygon has a well-defined interior and exterior. Note that a non-self-

intersecting polygon can contain holes. Let
◦
Q and ∂Q denote the interior and the

boundary of Q, respectively. Let Ve(Q) = (v1, . . . , vn) be the list of vertices of Q
ordered counterclockwise. The interior angle of a vertex v of Q is the angle formed
inside Q by the two edges of the boundary of Q incident at v. The point v ∈ Ve(Q)
is a reflex vertex if its interior angle is strictly greater than π. Let Ver(Q) be the list
of reflex vertices of Q. If S is a finite set, then let |S| denote its cardinality.

A point q ∈ Q is visible from p ∈ Q if the segment between q and p is contained
in Q. The visibility polygon S(p) ⊂ Q from a point p ∈ Q is the set of points in
Q visible from p. It is convenient to think of p �→ S(p) as a map from Q to the
set of polygons contained in Q. It must be noted that the visibility polygon is not
necessarily a non-self-intersecting polygon.

Definition 2.1. Let v be a reflex vertex of Q, and let w ∈ Ve(Q) be visible from
v. The (v, w)-generalized inflection segment I(v, w) is the set

I(v, w) = {q ∈ S(v) | q = λv + (1 − λ)w, λ ≥ 1} .

A reflex vertex v of Q is an anchor of p ∈ Q if it is visible from p and if {q ∈ S(v) | q =
λv + (1 − λ)p, λ > 1} is not empty.

In other words, a reflex vertex is an anchor of p if it occludes a portion of the
environment from p. Figure 2.1 illustrates the various notions defined above. Given
a point q and a line l, let dist(q, l) denote the distance between them.

Note that any generalized inflection segment I(v, w) splits the polygonal environ-
ment into two smaller polygons. The vertex w is visible from any point on I(v, w)
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I(v1, w)

p
v1

w

va

v2

Fig. 2.1. Reflex vertices v1 and v2, a generalized inflection segment I(v1, w), an anchor va of
p, and the visibility polygon (shaded region) from p. Note that the polygonal environment has a hole.

and from the interior of only one of the two smaller polygons. Intuitively, it then
follows that if p belongs to the interior of a polygon and does not lie on a generalized
inflection segment, then in a neighborhood of p the number of vertices of the visibility
polygon does not change and their positions vary smoothly as a function of p. This
is described formally in the following theorem.

Theorem 2.2. Let {Iα}α∈A be the set of generalized inflection segments of Q, and
let P be a connected component of Q \

⋃
α∈A Iα. For all p ∈ P , the visibility polygon

S(p) is non-self-intersecting and has a constant number of vertices, say Ve(S(p)) =
{u1(p), . . . , uk(p)}. For all i ∈ {1, . . . , k}, the map P 	 p �→ ui(p) is Cω and

dui(p) =

⎧⎪⎨
⎪⎩

0, ui(p) ∈ Ve(Q),

dist(va, l)

(dist(p, l) − dist(va, l))2
√
a2 + b2

[
−b

a

][
y − ya

xa − x

]T

, ui(p) = flp(fpl(va, p), l),

where va = (xa, ya) is an anchor of p and where l = [(a, b, c)] is a line defined by an
edge of Q.

Proof. The first part of the proof is by contradiction. Let |Ve(S(p′))| > |Ve(S(p))|
for some point p′ ∈ P . This means that at least one additional vertex is visible from p′

that was occluded by an anchor of p. Two cases may arise. First, when the additional
vertex belongs to Ve(Q), then by our definition, p and p′ must lie on opposite sides
of a generalized inflection segment. This is a contradiction. Second, if the additional
vertex does not belong to Ve(Q), it must be the projection of a reflex vertex (acting
as an anchor). Here again two cases may arise: (1) the reflex vertex is visible from
p, and (2) it is not. The first case is possible only if the reflex vertex is visible but
does not act as an anchor. So, positive lengths of both sides adjoining the reflex
vertex must also be visible from p and at least one of the sides is completely not
visible from p′, since there is a projection. This means that p and p′ lie on opposite
sides of a generalized inflection segment generated by the reflex vertex and one of its
adjacent vertices. This is a contradiction. The second case is possible if the reflex
vertex in question is occluded by another reflex vertex. But this means that p and p′

lie on opposite sides of the generalized inflection segment from the reflex vertex to the
anchor occluding the reflex vertex; again this is a contradiction. If, on the other hand,
|Ve(S(p′))| < |Ve(S(p))|, then the above arguments hold by interchanging p and p′.
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p

Fig. 2.2. The visibility polygon of the point represented by p. Note that there exists a ray
emanating from p which intersects the environment at three points, and hence the corresponding
visibility polygon is self-intersecting.

Hence, p and p′ lie on opposite sides of a generalized inflection segment, which is a
contradiction. This completes the proof that |Ve(S(p′))| is constant for all p′ ∈ P .

Let p ∈ P . Since the visibility polygon S(p) is star-shaped and since any ray
emanating from p can intersect Q at most at two distinct points, then S(p) is non-
self-intersecting. (Indeed, if the ray emanating from p intersects the environment
at three or more points inside S(p), then p must belong to a generalized inflection
segment. See Figure 2.2.)

Regarding the second statement, it is clear that if ui(p) is a vertex of Q, then it
is independent of p. Instead, if ui(p) /∈ Ve(Q), then

ui(p) = flp(fpl((x, y), (xa, ya)), �),

where p = (x, y), va = (xa, ya) is an anchor of p, and � is the line, determined by an
edge of Q, that identifies ui. Now, p ∈ P implies p �= va. It follows that fpl(p, va)
is Cω for all p ∈ P . Also, from the definition of ui(p), it is clear that fpl(p, va) ∦ �.
Therefore, for all p ∈ P , flp(fpl(p, va), �) is Cω; this implies that p �→ ui(p) is also
Cω. The formula for the derivative can be verified directly.

Next, the area of a visibility polygon as a function of the observer location is
studied; see Figure 1.1. Recall that the area of a non-self-intersecting polygon Q with
counterclockwise-ordered vertices Ve(Q) = ((x1, y1), . . . , (xn, yn)) is given by

A(Q) =
1

2

n∑
i=1

xi(yi−1 − yi+1),

where (x0, y0) = (xn, yn) and (xn+1, yn+1) = (x1, y1). As in the previous theorem, let
{Iα}α∈A be the set of generalized inflection segments of Q, and let P be a connected
component of Q\

⋃
α∈A Iα. Next, if p ∈ P , the visibility polygon from p has a constant

number of vertices, say k = |Ve(S(p))|, is non-self-intersecting, and satisfies A ◦S(p) =∑k
i=1 xi(yi−1 − yi+1), where Ve(S(p)) = (u1, . . . , uk) are ordered counterclockwise,

ui(p) = (xi, yi), u0 = uk, and uk+1 = u1. Therefore, P 	 p �→ A ◦S(p) is also Cω and

d(A ◦S)(p) =

k∑
i=1

∂A(u1, . . . , uk)

∂ui
dui(p).(2.1)

Remark 2.3. For any ui(p) /∈ Ve(Q), we have

∂(A ◦S)

∂ui
dui(p) =

dist(va, l)

2

dist(ui+1, l) − dist(ui−1, l)

(dist(p, l) − dist(va, l))2

[
y − ya
xa − x

]T
.(2.2)

Note here that ∂(A ◦S)
∂ui

dui(p) is perpendicular to p− va.

To illustrate (2.1) and (2.2), it is convenient to introduce the versor operator
defined by vers(X) = X/‖X‖ if X ∈ R

2 \ {0} and by vers(0) = 0. We depict the
normalized gradient vers(d(A ◦S)) of the visible area function in Figure 2.3.



MAXIMIZING VISIBILITY IN NONCONVEX POLYGONS 1663

Fig. 2.3. Normalized gradient of the visible area function over the nonconvex polygon depicted
in Figure 1.1. The dashed lines represent some of the generalized inflection segments.

We will now characterize the smoothness properties of the map A ◦S over a poly-
gon Q excluding the set of reflex vertices. Before that, we present the following
notion.

Definition 2.4. A function f : R
N → R is said to be locally Lipschitz near

x ∈ R
N if there exist positive constants Lx and ε such that |f(y)−f(y′)| ≤ Lx‖y−y′‖

for all y, y′ ∈ B(x, ε), where B(x, ε) is an N -dimensional open ball of radius ε and
centered at x.

Note that continuously differentiable functions at x are locally Lipschitz near x.
Theorem 2.5. The map A ◦S restricted to Q \ Ver(Q) is locally Lipschitz.
Proof. By Theorem 2.2, it suffices to consider points lying on generalized in-

flection segments. Let p belong to multiple, say m, generalized inflection segments
{Iα}α∈{1,...,m}. Let ε be small enough such that no generalized inflection segments
intersect B(p, ε) other than {Iα}α∈{1,...,m}. For α ∈ {1, . . . ,m}, let vkα be the anchor
determining the generalized inflection segment Iα. Without loss of generality, it can be
assumed that no anchor is visible from p other than vk1 , . . . , vkm . For α ∈ {1, . . . ,m},
lines lα ⊥ fpl(p, vkα) can be constructed with the property that lα∩Q = ∅ and the vec-
tor vkα − p points toward lα. Let hα be the line parallel to lα, tangent to B(ε, p), and
intersecting the segment from p to vkα

. Let p′ and p′′ belong to B(p, ε)∩(Q\Ver(Q)).
Next, let q′α = flp(fpl(p

′, vkα), lα) and q′′α = flp(fpl(p
′′, vkα), lα); see Figure 2.4. Let

v′α and v′′α be the intersections between hα and the lines fpl(p
′, vkα

) and fpl(p
′′, vkα

),
respectively.

Now, |A(vkα , q
′
α, q

′′
α)| = 1

2‖q′α − q′′α‖dist(vkα , lα). But from Figure 2.4, it is easy

to see that ‖q′α − q′′α‖ =
dist(vkα ,lα)
‖vkα−p‖−ε ‖v′α − v′′α‖ and that ‖v′α − v′′α‖ < ‖p′ − p′′‖. For

Kα(p) = 1
2

dist(vkα ,lα)2

‖vkα−p‖−ε , the following is true:

|A(S(p′)) −A(S(p′′))| ≤
m∑

α=1

|A(vkα
, q′α, q

′′
α)|

≤
m∑

α=1

Kα(p)‖p′ − p′′‖.

This fact is illustrated by Figure 2.5. This completes the proof that Q \ Ver(Q) 	
p �→ A ◦S(p) is locally Lipschitz.
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vkα

p

‖vkα − p‖ − ε

d(vkα, lα)

v′αv′′α

q′α q′′α lα

hα

p′′

p′

Fig. 2.4. Definition of the lines lα, hα and the points q′α, q
′′
α, v

′
α, v

′′
α.

It is clear that the map A ◦S is not differentiable everywhere. However, other
notions of derivatives might still be defined for it. The usual right directional derivative
and the generalized directional derivative of any function f at x in the direction of
v ∈ R

N are defined, respectively, as

f ′(x; v) = lim
t→0+

f(x + tv) − f(x)

t
, fo(x; v) = lim sup

y→x
t→0+

f(y + tv) − f(y)

t
.

For a locally Lipschitz function, the limit in the definition of f ′(x; v) does not always
exist, whereas the limit in fo(x; v) is always well defined. Also, from Rademacher’s
theorem [5], we know that locally Lipschitz functions are continuously differentiable
almost everywhere (in the sense of Lebesgue measure). If Ωf denotes the set of points

v1

v3

p

p′′

p′

q′′3

q′3

l3
l2

q′2

q′′2

l1q′′1q′1

v2

B(p, ε)

Fig. 2.5. Upper bounds on the change in area. Here m = 3.
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p

P1

P2

P4

P3

Fig. 2.6. Partition of Q. The generalized gradient of the area function at p is the convex hull
of the gradient of four functions A1, . . . , A4 at p.

in R
N at which f fails to be differentiable, and S denotes any other set of measure

zero, the generalized gradient of f is defined by

∂f(x) = co

{
lim

i→+∞
df(xi) | xi → x , xi �∈ S ∪ Ωf

}
.

Note that this definition coincides with df(x) if f is continuously differentiable at
x. The generalized gradient and the generalized directional derivative (cf. Proposi-
tion 2.1.2 in [5]) are related by fo(x; v) = max {ζ · v | ζ ∈ ∂f(x)} for each v ∈ R

N .
To obtain the expression for the generalized gradient of A ◦S, the polygon Q is

partitioned as follows.
Lemma 2.6. Let {Iα}α∈A be the set of generalized inflection segments of Q.

There exists a unique partition {P β}β∈B of Q, where Pβ is a connected component of
Q \

⋃
α∈A Iα and P β denotes its closure.

Figure 2.6 illustrates this partition for the given nonconvex polygon. For β ∈ B,
define Aβ : P β → R+ by

Aβ(p) = A ◦S(p), for p ∈ Pβ ,

and by continuity on the boundary of Pβ . It turns out that the maps Aβ , β ∈ B, are
continuously differentiable1 on P β . Equation (2.1) gives the value of the gradient for
p ∈ Pβ . However, in general, for p ∈ P β1

⋂
· · ·

⋂
P βm \Ver(Q), based on Theorem 2.5

and Lemma 2.6, we can write

∂(A ◦S)(p) = co
{

dAβ1(p), . . . ,dAβm(p)
}
.(2.3)

This completes our study of the generalized gradient of the locally Lipschitz func-
tion A ◦S. Apart from differentiability, another smoothness property of A ◦S that we
will characterize is the one of regularity. As will be clear later, this will be crucial in
constructing a set-valued estimate of the rate at which A ◦S changes as the observer
moves. We define regularity first and then show how A ◦S is not regular in many
interesting situations.

1A function is continuously differentiable on a closed set if (1) it is continuously differentiable on
the interior, and (2) the limit of the derivative at a point in the boundary does not depend on the
direction from which the point is approached.
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dA2

η′′

p′

dA1

η′

dA4

dA3

p′′

Fig. 2.7. Example polygon for which A ◦S and −A ◦S restricted to Q \Ver(Q) are not regular.
Note here that dA1 and dA2 are not perfectly aligned with η′. Also, dA3 and dA4 are not perfectly
aligned with η′′.

Definition 2.7. A function f : R
N → R is said to be regular at x ∈ R

N if for
all v ∈ R

N , f ′(x; v) exists and fo(x; v) = f ′(x; v).
Again, a continuously differentiable function at x is regular at x. Also, a locally

Lipschitz function at x which is convex is also regular (cf. Proposition 2.3.6 in [5]).
Lemma 2.8. There exists a nonconvex polygon Q such that the maps A ◦S and

−A ◦S restricted to Q \ Ver(Q) are not regular.
Proof. We present an example to justify the above statement. In Figure 2.7,

∂(A ◦S)(p′) = co{dA1,dA2}, where ‖dA1‖ � ‖dA2‖. Take a vector η′ perpendicular
to the generalized inflection segment to which p′ belongs (see Figure 2.7). It is clear
that (A ◦S)′(p; η′) = dA2·η′. However, (A ◦S)0(p′; η′) = max{ζ ·η′|ζ ∈ ∂(A ◦S)(p′)} =
dA1 ·η′ > dA2 ·η′. Again, in Figure 2.7, ∂(−A ◦S)(p′′) = co{−dA3,−dA4}, where ‖−
dA4‖ � ‖−dA3‖. Take a vector η′′ perpendicular to the generalized inflection segment
to which p′′ belongs (see Figure 2.7). It is clear that −(A ◦S)′(p′′; η′′) = −dA4 · η′′.
However, (A ◦S)0(p′′; η′′) = max{ζ · η′′|ζ ∈ ∂(A ◦S)(p′′)} = −dA3 · η′′ > −dA4

· η′′.

3. An invariance principle in nonsmooth stability analysis. This section
presents results on stability analysis for discontinuous vector fields via nonsmooth
Lyapunov functions. The results extend the work in [2] and will be useful in the next
control design section; see also [6]. We refer the reader to [9] and to Appendix A for
some useful nonsmooth analysis concepts that we have not included in the main body
of the paper.

In what follows we shall study differential equations of the form

ẋ(t) = X(x(t)),(3.1)

where X : R
N → R

N is a measurable and essentially locally bounded, possibly dis-
continuous vector field. We understand the solution of this equation in the Filippov
sense following [9]. For each x ∈ R

N , consider the set

K[X](x) =
⋂
δ>0

⋂
μ(S)=0

co{X(B(x, δ) \ S)} ,

where μ denotes the usual Lebesgue measure in R
N . Alternatively, one can show [14]

that there exists a set SX of measure zero such that

K[X](x) = co

{
lim

i→+∞
X(xi) | xi → x , xi �∈ S ∪ SX

}
,
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where S is any set of measure zero. A Filippov solution (see Appendix A) of (3.1) on
an interval [t0, t1] ⊂ R is defined as a solution of the differential inclusion

ẋ ∈ K[X](x) .(3.2)

Since the set-valued map K[X] : R
N → 2R

N

is upper semicontinuous with nonempty,
compact, convex values and locally bounded (cf. [9]), the existence of Filippov solu-
tions of (3.1) is guaranteed by Lemma A.3. A set M is weakly invariant (respectively,
strongly invariant) for (3.1) if for each x0 ∈ M , M contains a maximal solution
(respectively, all maximal solutions) of (3.1).

We now introduce another useful tool. Given a locally Lipschitz function f :
R

N → R, the set-valued Lie derivative of f with respect to X at x is defined as

L̃Xf(x) = {a ∈ R | ∃v ∈ K[X](x) such that ζ · v = a ∀ζ ∈ ∂f(x)} .

For each x ∈ R
N , L̃Xf(x) is a closed and bounded interval in R, possibly empty. If

f is continuously differentiable at x, then L̃Xf(x) = {df · v | v ∈ K[X](x)}. If, in

addition, X is continuous at x, then L̃Xf(x) corresponds to the singleton {LXf(x)},
the usual Lie derivative of f in the direction of X at x.

We are now ready to state the first result in this section.
Lemma 3.1. Let X : R

N → R
N be measurable and essentially locally bounded,

and let f : R
N → R be locally Lipschitz. Let γ : [t0, t1] → R

N be a Filippov solution
of X such that f(γ(t)) is regular for almost all t ∈ [t0, t1]. Then

(i) d
dt (f(γ(t))) exists for almost all t ∈ [t0, t1], and

(ii) d
dt (f(γ(t))) ∈ L̃Xf(γ(t)) for almost all t ∈ [t0, t1].

Proof. The result is an immediate consequence of Lemma 1 in [2].
The following result is a generalization of the classic LaSalle invariance principle

for smooth vector fields and smooth Lyapunov functions to the setting of discontinuous
vector fields and nonsmooth Lyapunov functions.

Theorem 3.2 (LaSalle invariance principle). Let X : R
N → R

N be measurable
and essentially locally bounded, and let S ⊂ R

N be compact and strongly invariant
for X. Let C ⊂ S consist of a finite number of points, and let f : S → R be locally
Lipschitz on S \ C and bounded from below on S. Assume the following properties
hold:

(A1) if x ∈ S \ C, then either max L̃Xf(x) ≤ 0 or L̃Xf(x) = ∅;
(A2) if x ∈ C and if γ is a Filippov solution of X with γ(0) = x, then limt→0− f(γ(t))

≥ limt→0+ f(γ(t)); and
(A3) if γ : R+ → S is a Filippov solution of X, then f ◦γ is regular almost every-

where.
Define ZX,f = {x ∈ S \ C | 0 ∈ L̃Xf(x)}, and let M be the largest weakly invariant
set contained in (ZX,f ∪C). Then the following statements hold:

(i) if γ : R+ → S is a Filippov solution of X, then f ◦γ is monotonically nonin-
creasing;

(ii) each Filippov solution of X with initial condition in S approaches M as t →
+∞; and

(iii) if M consists of a finite number of points, then each Filippov solution of X
with initial condition in S converges to a point of M as t → +∞.

Proof. Fact (i) is a consequence of Assumptions (A1), (A2), and (A3) and of
Lemma 3.1.

In what follows we shall require the following notion. Given a curve γ : R+ → R
N ,

the positive limit set of γ, denoted by Ω(γ), is the set of y ∈ R
N for which there
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exists a sequence {tk}k∈N ⊂ R such that tk < tk+1, for k ∈ N, limk→+∞ tk = +∞,
and limk→+∞ γ(tk) = y. For x ∈ S, let γ1 be a Filippov solution of X with γ1(0) = x,
and let Ω(γ1) be the limit set of γ1. Under this setting, Ω(γ1) is nonempty, bounded,
connected, and weakly invariant; see [9]. Furthermore, Ω(γ1) ⊂ S because S is
strongly invariant and closed.

To prove fact (ii), it suffices to show that Ω(γ1) ⊂ ZX,f ∪C. Trivially, Ω(γ1)∩C ⊂
C. Let y ∈ Ω(γ1)\C so that f is locally Lipschitz at y. There exists a sequence {tk}k∈N

such that limk→+∞ γ1(tk) = y. Because f ◦ γ1 is monotonically nonincreasing and f
is bounded from below, limt→+∞ f(γ1(t)) exists and is equal to, say, a ∈ R. Now,
by continuity of f , a = limk→+∞ f ◦γ1(tk) = f(y). This proves that f(y) = a for
all y ∈ Ω(γ1) \ C. At this point we distinguish two cases. First, assume that y is
an isolated point in Ω(γ1). Then, clearly, there exists a Filippov solution of X, say
γ2, such that γ2(t) = y for all t ≥ 0. Hence d

dtf(γ2(t)) = 0, and, by Lemma 3.1,

0 ∈ L̃Xf(γ2(t)), or in other words y ∈ ZX,f . Second, assume that y is not isolated in
Ω(γ1), and let γ2 be a Filippov solution of X with γ2(0) = y. Since f is continuous at
y and Ω(γ1) contains a finite number of points of discontinuity of f , there exists δ > 0
such that f(y′) = a for all y′ ∈ B(y, δ) ∩ Ω(γ1). Therefore, there exists t′ > 0 such
that f(γ2(t)) = a for all t ∈ [0, t′]. Hence, we have d

dtf(γ2(t)) = 0 for all t ∈ [0, t′].

It follows from Lemma 3.1 that for all t ∈ [0, t′], we have 0 ∈ L̃Xf(γ2(t)), or in other
words γ2(t) ∈ ZX,f . By continuity of γ2 at t = 0, we have that γ2(0) = y ∈ ZX,f .
Since Ω(γ1) is weakly invariant, we have Ω(γ1) ⊂ M , and hence γ2 approaches M .

We now prove fact (iii). If M consists of a finite number of points, and since
Ω(γ1) ⊂ M is connected, Ω(γ1) is a point. Hence, by the argument in the preceding
paragraph, each Filippov solution of X approaches a point of M . In other words, it
converges to a point of M .

Corollary 3.3. The LaSalle invariance principle is valid under the following
relaxed assumption:

(A3) if γ : R+ → S is a Filippov solution of X, then almost everywhere either f ◦γ
or −f ◦γ is regular.

Proof. The proof is a consequence of the fact that d
dt (f(γ(t))) exists and belongs

to L̃Xf(γ(t)) if and only if d
dt (−f(γ(t))) exists and belongs to L̃X(−f)(γ(t)). Thus

result (ii) of Lemma 3.1 still holds and the proof of the LaSalle invariance principle
remains unchanged.

4. Maximizing the area visible from a mobile observer. In this section we
build on the analysis results obtained thus far to design an algorithm that maximizes
the area visible to a mobile observer. We aim to reach local maxima of the visible
area A ◦S by designing some appropriate form of a gradient flow for the discontin-
uous function A ◦S. We now present an introductory and incomplete version of the
algorithm: the objective is to steer the mobile observer along a path for which the
visible area is guaranteed to be nondecreasing (see Algorithm 1 on next page).

The remainder of this section is dedicated to formalizing this loose description.

4.1. A modified gradient vector field. Before describing the algorithm to
maximize the area visible to the mobile observer, we introduce the following useful
notions. Given a non-self-intersecting polygon Q with Ve(Q) = (v1, . . . , vn) and ε > 0,
define the following quantities:

(i) let the ε-expansion of Q be Qε = {p | ||p− q|| ≤ ε for some q ∈ Q};
(ii) for i ∈ {1, . . . , n}, let P ε

i be the open set delimited by the edge vivi+1, the
bisectors of the external angles at vi and vi+1, and the boundary of Qε;
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Algorithm 1

Name: Increase visible area for Q
Goal: Maximize the area visible to a mobile observer
Assumption: Generalized inflection segments of Q do not intersect.

Initial position does not belong to a generalized inflec-
tion segment.

Let p(t) denote the observer position at time t inside the nonconvex polygon Q. The
observer performs the following tasks at each time instant:

compute visibility polygon S(p(t)) ⊂ Q,

if p(t) does not belong to any generalized inflection segment or to the boundary
of Q, then

move along the versor of the gradient d(A ◦S)

else if p(t) belongs to a generalized inflection segment but not to the boundary
of Q, then

depending on the generalized gradient ∂(A ◦S), either slide along the segment
or leave the segment in an appropriate direction

else if p(t) belongs to the boundary of Q but not to a reflex vertex, then
depending on the projection of ∂(A ◦S) along the boundary, either slide along
the boundary or move in an appropriate direction toward the interior of Q

else
either follow a direction of ascent of A ◦S or stop

end if

(iii) for ε small enough and for any point p in Qε, let prjQ(p) be uniquely equal
to arg min{||p′ − p|| | p′ ∈ ∂Q}; and

(iv) for p ∈ ∪i∈{1,...,n} P
ε
i , let the outward normal n(prjQ(p)) be the unit vector

directed from prjQ(p) to p.
We illustrate these notions in Figure 4.1. Note that prjQ(p) can never be a reflex

vertex. We can now define a vector field on Qε as follows:

XQ(p) =

⎧⎪⎨
⎪⎩

vers(d(A ◦S)(p)) if p ∈
◦
Q \ {Iα}α∈A,

−n(prjQ(p)) if p ∈ P ε
i ,

0 otherwise.

(Recall that the versor operator is defined by vers(Y ) = Y/‖Y ‖ if Y ∈ R
2 \{0} and by

vers(0) = 0.) Note that XQ is well defined because at p ∈
◦
Q \ {Iα}α∈A the function

A ◦S is analytic. Clearly, XQ is not continuous on Qε. However, the set of points
where it is discontinuous is of measure zero. Almost everywhere in the interior of
Q, the vector field XQ is equal to the normalized gradient of A ◦S, as depicted in
Figure 2.3.

Remark 4.1. An important observation in this setting is that at all points p
where A ◦S is locally Lipschitz, we have K[d(A ◦S)](p) = ∂(A ◦S)(p). In such a case
it is also true that for all η ∈ ∂(A ◦S)(p), there exists at least one δ > 0 such that
δη ∈ K[XQ](p) and vice versa.

We now present the differential equation describing the motion of the observer:

ṗ(t) = XQ(p(t)).(4.1)
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vi+1

vi

n(prjQ(p))

P ε
iprjQ(p)

p

Fig. 4.1. The ε-expansion Qε of the non-self-intersecting polygon Q, an open set P ε
i , and the

corresponding outward normal n(prjQ(p)).

A Filippov solution of (4.1) on an interval [t0, t1] ⊂ R is defined as a solution of the
differential inclusion

ṗ(t) ∈ K[XQ](p(t)),(4.2)

where K[XQ] is the usual Filippov differential inclusion associated with XQ; see Ap-
pendix A. Since XQ is measurable and bounded, the existence of a Filippov solution
is guaranteed. We study uniqueness and completeness of Filippov solutions in the
following lemma.

Lemma 4.2. The following statements hold true:
(i) there exists a non-self-intersecting polygon Q for which the corresponding vec-

tor field XQ admits multiple Filippov solutions starting from the same initial
condition; and

(ii) any non-self-intersecting polygon Q is a strongly invariant set for the corre-
sponding vector field XQ and, therefore, any Filippov solution is defined over
R+.

Proof. We present an example to justify the statement (i). In Figure 4.2, at the
point p0 on the generalized inflection segment, both directions η1 and η2 belong to
∂(A ◦S)(p0). Three distinct Filippov solutions of (4.1) exist. Two of the solutions
start from p0 along the two directions η1 and η2, while the third solution is p(t) = p0

for all t ≥ 0. Statement (ii) is a consequence of the definition of XQ on P ε
i for

i ∈ {1, . . . , n}.
We now claim that any solution of the differential inclusion (4.2) has the property

that the visible area increases monotonically. To prove these desirable properties, we
first present the following results in nonsmooth analysis.

4.2. Properties of solutions and convergence analysis. To prove the con-
vergence properties of the solution of (4.2) using the results presented in section 3,
we must first define a suitable Lyapunov function. Intuitively, since our objective is

η1
p0η2

Fig. 4.2. Three Filippov solutions exist starting from the point p0.
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vi−1

n(prjQ(p2))

p1

p2

p3

n(prjQ(p3))

prjQ(p1)

prjQ(p3)

n(prjQ(p1))

ε
vi+1

vi = prjQ(p2)

Fig. 4.3. Extending the function A ◦S to Aε
Q. Note the direction of n(prjQ(pi)) at all points pi.

to maximize the visible area, our Lyapunov function should be closely related to it.
For ε > 0, we now define the extended area function Aε

Q at all points p ∈ Q
⋃
{∪i P

ε
i }.

The extended function coincides with the original function on the interior and on the
boundary of Q and is defined appropriately outside:

Aε
Q(p) =

{
A ◦S(p) if p ∈ Q,

A ◦S(prjQ(p)) − ||p− prjQ(p)|| if p ∈ ∪i P
ε
i .

For all p ∈ ∂Q \ VeQ, Aε
Q satisfies (see Figure 4.3)

Aε
Q
′(p;n(prjQ(p))) = −1.

Remark 4.3. The extended area function Aε
Q is locally Lipschitz on (Q\Ver(Q))

⋃
{∪i P

ε
i } and analytic almost everywhere on Q

⋃
{∪i P

ε
i }.

The following theorem characterizes the regularity of the map p �→ −Aε
Q(p) along

a Filippov solution of XQ. This is important to prove that the area of the visibility
polygon is nondecreasing along any Filippov solution of XQ

Theorem 4.4. Let G(Q) be the subset of Q where both maps p �→ −Aε
Q(p) and

p �→ Aε
Q(p) are not regular. Then any Filippov solution γ : R+ → Q of XQ has the

property that γ(t) /∈ G(Q) for almost all t ∈ R+ unless γ reaches a critical point of
K[XQ].

Proof. Note that G(Q) is a subset of ∪α∈A Iα. This is a consequence of Theo-
rem 2.2 and the fact that functions are regular at points of differentiability. Given a
generalized inflection segment Iα, let lα be the line extending Iα, and let tα be one
of the two unit tangent vectors to Iα. A Filippov solution γ of XQ slides along Iα
starting from p0 ∈ Iα only if ∂Aε

Q(p0) contains either tα or −tα. It then suffices to
show that if ∂Aε

Q(p0) contains tα or −tα, then either Aε
Q or −Aε

Q is regular at p0. Let
us also assume that p0 does not belong to any other generalized inflection segment. If
this were not the case, then either p0 is a critical point or the Filippov solution does
not belong to the point of intersection for almost all t ∈ R+.

Let lα divide R
2 into two open half planes H1 and H2. There exists δ > 0 such that

Aε
Q is analytic on Hi ∩B(p0, δ), i ∈ {1, 2}; see Figure 4.4. On lα, we have (Aε

Q)1 =
(Aε

Q)2, where (Aε
Q)i is the function Aε

Q restricted to Hi. Let p′ ∈ B(p0, δ) and, without
loss of generality, let p′ ∈ H2. Let n be the normal to Iα at p0 pointing away from p′.
Note that in terms of the notation introduced in section 4.1, n = −n(prjlα(p′)), where
prjlα(p′) = arg min{||p′ − p|| | p ∈ lα}. Now, (Aε

Q)1 can be extended to H2 ∩B(p0, δ)
by analyticity. Likewise, (Aε

Q)2 can be extended to H1 ∩B(p0, δ). Since the functions
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p0

p′

dAε
Q2

H2 H1
lα

Aε
Q2

Aε
Q1

tα

n

B(p0, δ)dAε
Q1

Fig. 4.4. The point p0 lies on the generalized inflection segment l. H1 and H2 are half planes
on either side of l. n and t are normal and parallel to l, respectively. The other arrows indicate the
directions of dAε

Q(p) on either side of l.

(Aε
Q)i, i ∈ {1, 2}, are analytic, they can be written as the expansions of their Taylor

series:

(Aε
Q)i(p

′) = (Aε
Q)i(p0) + d((Aε

Q)i)(p0) · (p′ − p0) + O(‖p′ − p0‖2).

It follows from the above set of equations that

(Aε
Q)2(p

′) − (Aε
Q)1(p

′) =
(
d((Aε

Q)2) − d((Aε
Q)1)

)
· (p′ − p0) + O(‖p′ − p0‖2).

Note that n is the same for all p′ ∈ H2. Now, p′ − p0 = −c1n + c2tα such that
c1 ≥ 0. Also, d(Aε

Q)1(p0) · tα = d(Aε
Q)2(p0) · tα, since (Aε

Q)1(p) = (Aε
Q)2(p) for p ∈ Iα.

Therefore,

(Aε
Q)2(p

′) − (Aε
Q)1(p

′) = c1
(
d(Aε

Q)1(p0) · n− d(Aε
Q)2(p0) · n

)
+ O(‖p′ − p0‖2).

Now, either tα or −tα belongs to ∂Aε
Q(p0) = co{d(Aε

Q)1,d(Aε
Q)2} if and only if

the product of d(Aε
Q)1(p0) · n and d(Aε

Q)2(p0) · n is less than or equal to zero (see
Figure 4.4). If d(Aε

Q)1(p0) · n = 0 and d(Aε
Q)2(p0) · n = 0, then clearly Aε

Q is

C1 at p0 and hence regular. Otherwise, let us assume, without loss of generality,
that d(Aε

Q)1(p0) · n − d(Aε
Q)2(p0) · n < 0. Therefore, there exists η2 > 0 such

that (Aε
Q)2(p

′) − (Aε
Q)1(p

′) ≤ 0 for p′ ∈ H2 ∩B(p0, η2). Similarly, there exists
η1 > 0 such that for p′ ∈ H1 ∩B(p0, η1), we have (Aε

Q)1(p
′) − (Aε

Q)2(p
′) ≤ 0. Thus,

there exists a neighborhood around p0 where Aε
Q(p) = min{(Aε

Q)1(p), (A
ε
Q)2(p)} or

−Aε
Q(p) = max{−(Aε

Q)1(p),−(Aε
Q)2(p)}. Since (Aε

Q)i, i ∈ {1, 2}, are smooth func-
tions, it follows from Proposition 2.3.12 in [5] that −Aε

Q is regular at p0. On the other
hand, if we assume that d(Aε

Q)1(p0) · n− d(Aε
Q)2(p0) · n > 0, then we get that Aε

Q is
regular at p0.

In the following theorem, the functions Aε
Q and −Aε

Q are used as candidate Lya-
punov functions to show the convergence properties of Filippov solutions of XQ.

Theorem 4.5. Any Filippov solution γ : R+ → Q of XQ has the following
properties:

(i) t �→ A ◦S(γ(t)) is continuous and monotonically nondecreasing; and
(ii) γ approaches the set of critical points of K[XQ].
Proof. Let us start by showing that if γ is a Filippov solution of XQ, then

A ◦S ◦γ is continuous. The reader is referred to Figure 4.5 for an introduction of
notations used. Let Xr

Q and Xθ
Q be the components of XQ parallel and perpen-

dicular to p − v, respectively. Similarly, let d(A ◦S(p))r and d(A ◦S(p))θ be the
components of d(A ◦S(p)) parallel and perpendicular to p − v, respectively. Note
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v

l = [a, b, c]

u

D

p

Xθ
Q

Xr
Q

C

Fig. 4.5. Illustration of various notions used in Theorem 4.5. The dashed lines represent
generalized inflection segments generated by the reflex vertex v and vertices adjacent to it. These
divide the region around v that is inside Q into three subregions C, D, and E. u ∈ Ve(S(p)) lies
on the line l. The generalized inflection segments including the vertex v are assumed to belong to
region C. Note that D∩C = ∅.

that if ‖d(A ◦S(p))‖ �= 0, then ‖Xr
Q‖ = ‖d(A ◦S(p))r‖

(‖d(A ◦S(p))r‖2+‖d(A ◦S(p))θ‖2)1/2 and ‖Xθ
Q‖ =

‖d(A ◦S(p))θ‖
(‖d(A ◦S(p))r‖2+‖d(A ◦S(p))θ‖2)1/2 . Let ε > 0 be such that ‖d(A ◦S(p))‖ �= 0 for all p ∈
B(v, ε)∩D. For now, let us also assume that {∪α∈A Iα}∩B(v, ε)∩D = ∅. We now
claim that in B(v, ε)∩D, d(A ◦S(p))θ = Ω(1/‖p − v‖) and d(A ◦S(p))r = O(1). In
other words there exist constants kθ > 0 and kr > 0 such that ‖d(A ◦S(p))θ‖ ≥ kθ

‖p−v‖
and ‖d(A ◦S(p))r‖ ≤ kr. Notice that d(A ◦S(p)) = d(A ◦S(p))r + d(A ◦S(p))θ =∑

i
∂(A ◦S)

∂ui
dui(p). Let u1 = u. From (2.2), it is clear that ∂(A ◦S)

∂u du(p) is perpendic-

ular to p− v and hence contributes only to d(A ◦S(p))θ. Also ‖
∑

i≥2
∂(A ◦S)

∂ui
dui(p)‖

is bounded for all p ∈ B(v, ε)∩D. Therefore, d(A ◦S(p))θ = ∂(A ◦S)
∂u du(p) + Ω(1) =

Ω(‖∂(A ◦S)
∂u du(p)‖) and d(A ◦S(p))r = O(1). Again from (2.2), we have∥∥∥∥∂(A ◦S)

∂u
du(p)

∥∥∥∥ =
dist(v, l)

2

‖p− v‖|dist(u2, l) − dist(un, l)|
(dist(p, l) − dist(v, l))2

.

Now, |dist(p, l) − dist(v, l)| ≤ ‖p− v‖. Therefore,∥∥∥∥∂(A ◦S)

∂u
du(p)

∥∥∥∥ = Ω

(
|dist(u2, l) − dist(un, l)|

‖p− v‖

)
.

Since p does not lie on a generalized inflection segment, either un = v or u2 = v.
Without loss of generality, let un = v. Since u belongs to l, clearly u2 must belong to
l. Hence |dist(u2, l)− dist(un, l)| = dist(v, l) and is a constant for all p ∈ B(v, ε)∩D.
Thus ∥∥∥∥∂(A ◦S)

∂u
du(p)

∥∥∥∥ = Ω

(
1

‖p− v‖

)
.

Hence, d(A ◦S(p))θ = Ω( 1
‖p−v‖ ). Therefore ‖d(A ◦S(p))θ‖

‖d(A ◦S(p))r‖ ≥ kθ

kr‖p−v‖ . It follows that

‖Xr
Q‖ =

1

(1 + ‖d(A ◦S(p))θ‖2

‖d(A ◦S(p))r‖2 )1/2
≤ 1

(1 +
k2
θ

k2
r‖p−v‖2 )1/2

=
kr‖p− v‖

(k2
θ + k2

r‖p− v‖2)1/2

≤ kr‖p− v‖
kθ

.
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Note that a convex combination of finitely many Xr
Q will also admit a similar in-

equality, and so the assumption that {∪α∈A Iα}∩B(v, ε)∩D = ∅ is not limiting.
Now let γ(t) be a solution of XQ such that γ(0) = v. Let T be any time such that
‖γ(T ) − v‖ = R and for all t ∈ [0, T ], γ(t) ∈ B(v, ε)∩D and Xr

Q(γ(t)) is directed

away from v. Then, clearly, R =
∫ T

0
Xr

Qdt ≤ R kr

kθ
T . In other words the time T taken

for a trajectory to travel any distance R is greater than kθ

kr
. This is a contradiction.

Therefore, our assumption that for all t ∈ [0, T ], γ(t) ∈ B(v, ε)∩D is false. So, the
trajectory must belong to C for some finite time interval contained in [0, T ]. We can
choose R as small as possible, and this implies that there exists a finite time interval
[0, TC ] for which γ(t) ∈ C. It follows trivially that t �→ A ◦S(γ(t)) is right continuous
at t, where γ(t) = v. We can prove similarly that t �→ A ◦S(γ(t)) is left continuous at
t, where γ(t) = v by considering the vector field −XQ in place of XQ. This completes
the proof that t �→ A ◦S(γ(t)) is continuous.

Next, we show that Assumptions (A1), (A2), and (A3) in Theorem 3.2 hold.

Let p ∈ Q \ Ver(Q), and take a ∈ L̃XQ
(−Aε

Q)(p). By definition, there exists k ∈
K[XQ](p) such that a = k · ζ for all ζ ∈ −∂Aε

Q(p). In particular, it is true for

ζ = −δk, for some δ > 0; see Remark 4.1. Therefore, a = −δ‖k‖2 ≤ 0. This proves

that either max L̃XQ
(−Aε

Q)(p) ≤ 0 or L̃XQ
(−Aε

Q)(p) = ∅; i.e., Assumption (A1) is
satisfied. Assumption (A2) is a consequence of the continuity of A ◦S ◦γ. Finally,
Assumption (A3) is a consequence of Theorem 4.4. Applying now Theorem 3.2 and
its corollary, we conclude that fact (i) holds. Moreover, we also deduce that any
Filippov solution of XQ converges to the largest weakly invariant set M contained in
ZXQ,−Aε

Q
∪ Ver(Q).

To prove fact (ii), let us show that M = {p ∈ Q | 0 ∈ K[XQ](p)}∩(ZXQ,−Aε
Q
∪

Ver(Q)). Based on Theorem 4.4, Theorem 3.2, and Corollary 3.3, it suffices to
show that M is contained in {p ∈ Q | 0 ∈ K[XQ](p)}. Let us note that the set
{p ∈ Q | 0 ∈ K[XQ](p)} is weakly invariant and can be established to be closed fol-
lowing the same reasoning as in Proposition 2.1.1 in [6]. Let x ∈ ZXQ,−Aε

Q
. Then,

0 ∈ L̃XQ
(−Aε

Q)(x); i.e., there exists k ∈ K[XQ](x) such that ζ · k = 0 for all
ζ ∈ −∂Aε

Q(x). But, k ∈ K[XQ](x) implies that there exists δ > 0 such that

δk ∈ −∂Aε
Q(x); see Remark 4.1. Thus, for ζ = δk, we get δ‖k‖2 = 0, that is,

0 ∈ K[XQ](x). This shows that ZXQ,−Aε
Q

⊂ {p ∈ Q | 0 ∈ K[XQ](x)}. Next, let

x ∈ Ver(Q)∩M . If the set {x} is weakly invariant, then by definition 0 ∈ K[XQ](x).
If, on the other hand, x is not isolated in M , then there exists a sequence of points
{xm}m∈N converging to x such that xm ∈ ZXQ,−Aε

Q
or, alternatively, 0 ∈ K[XQ](xm).

Because {p ∈ Q | 0 ∈ K[XQ](p)} is closed, it follows that 0 ∈ K[XQ](x). Thus we
proved that any weakly invariant set contained in ZXQ,−Aε

Q
∪ Ver(Q) is a subset of

{p ∈ Q | 0 ∈ K[XQ](p)}. Again, as in Proposition 2.1.1 in [6], it can be shown that
ZXQ,−Aε

Q
is a closed set, and hence the claim that M ⊂ {p ∈ Q | 0 ∈ K[XQ](p)}

follows.
Theorem 4.5 implies that the single observer converges to a critical point of A ◦S

or to a reflex vertex of Q. However, as shown in Figure 5.2, the presence of noise or
computational inaccuracies actually works to drive the observer away from a reflex
vertex that is not a local maximum. This will also be true for other critical points
that are not local maxima.

5. Simulation results. To conduct experiments, a simulation environment has
been developed in MATLAB. There are two levels of the code. The lower level con-
sists of a library containing routines to answer queries such as whether two points in



MAXIMIZING VISIBILITY IN NONCONVEX POLYGONS 1675

0

10

20

30

40

50

60

70

80

90

100

0

10

20

30

40

50

60

70

80

90

100

0

2000

4000

Fig. 5.1. Example of visible area function over a typical nonconvex polygon.
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Fig. 5.2. Simulation results of the gradient algorithm for the nonconvex polygon depicted in Fig-
ure 5.1. The observer arrives, in finite time, at a local maximum. Note here that the observer visits
a reflex vertex at some point in its trajectory but comes out of it due to computational inaccuracies
because it is not a local maximum.
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Fig. 5.3. Example of vector field over the nonconvex polygon in Figure 5.1.
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Fig. 5.4. Simulation results of the gradient algorithm for the nonconvex polygon in Figure 1.1.
The observer arrives, in finite time, at a local maximum.
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Fig. 5.5. Simulation results of the gradient algorithm for an observer in a nonconvex environ-
ment with a hole. The observer arrives, in finite time, at a reflex vertex.

a two-dimensional polygonal environment are visible to each other. The higher level
utilizes these routines and consists of two major portions. In the first, the vertices of
the visibility polygon are obtained by means of an O(n2) algorithm, where n is the
number of vertices of the polygonal environment. These are then sorted in counter-
clockwise order to compute the visibility polygon. The second consists of the controller
which decides the direction and the step size of the observer motion at each time in-
stant. The main task of the controller is the calculation of the generalized gradient
of the visible area function which is a natural outcome of (2.1) and (2.3). Such a
framework gives the flexibility to easily implement other visibility-based algorithms for
single or multiple observers in a polygonal environment. This can be done by extract-
ing the appropriate information using the low level functions and implementing the
desired controller.

Figure 5.1 illustrates a typical nonconvex polygon; see Figure 5.3 for the phase
portrait of the vector field XQ for the same polygon. Figures 5.2 and 5.4 illustrate
the performance of the gradient algorithm in equation (4.2) for the environments in
Figures 5.1 and 1.1, respectively. Computational inaccuracies in the implementation
of the algorithm to calculate the visibility polygon have been noticed in some configu-
rations; see the plot of the evolution of visible area with time in Figure 5.2. Simulation
results for an observer in a polygonal environment containing a hole is shown in Fig-
ure 5.5. Our experiments suggest that the observer reaches a local maximum of the
visible area in finite time; however, this can be shown not to be true in general.
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6. Conclusions. This paper introduces a gradient-based algorithm to optimally
locate a mobile observer in a nonconvex environment. We have presented nonsmooth
analysis and control design results. The simulation results illustrate that, in the
presence of noise, the observer reaches a local maximum of the visible area. In a
“highly nonconvex” environment, a single observer may not be able to see a large
fraction of the environment. In such a case, a team of observers can be deployed to
achieve the same task. We therefore plan to investigate this same visibility objective
for teams of observers. Other directions of future research include practical robotic
implementation issues as well as other combined mobility and visibility problems.

Appendix A. Nonsmooth analysis and discontinuous vector fields. In
this appendix we review some basic facts and standard notation from nonsmooth
analysis [5].

Given a locally Lipschitz function f : R
N → R, a point x ∈ R

N which verifies
that 0 ∈ ∂f(x) is called a critical point of f . The extrema of Lipschitz functions are
characterized by the following result.

Proposition A.1. Let f be a locally Lipschitz function at x ∈ R
N . If f attains

a local minimum or maximum at x, then 0 ∈ ∂f(x); i.e., x is a critical point.

Let Ln : 2R
N → 2R

N

be the set-valued map that associates with each closed subset
S of R

N the set of its least-norm elements Ln(S). For a locally Lipschitz function
f , we consider the generalized gradient vector field Ln(∂f) : R

N → R
N given by

x �→ Ln(∂f)(x) = Ln(∂f(x)).
Theorem A.2. Let f be a locally Lipschitz function at x. Assume that 0 �∈ ∂f(x).

Then, there exists T > 0 such that f(x − t Ln(∂f)(x)) ≤ f(x) − t
2‖Ln(∂f)(x)‖2,

0 < t < T . The vector −Ln(∂f)(x) is called a direction of descent.
For differential equations with discontinuous right-hand sides we understand the

solutions in terms of differential inclusions following [9]. Let F : R
N → 2R

N

be a
set-valued map. Consider the differential inclusion

ẋ ∈ F (x) .(A.1)

A solution to this equation on an interval [t0, t1] ⊂ R is defined as an absolutely
continuous function x : [t0, t1] → R

N such that ẋ(t) ∈ F (x(t)) for almost all t ∈
[t0, t1]. Given x0 ∈ R

N , the existence of at least a solution with initial condition x0

is guaranteed by the following lemma.
Lemma A.3. Let the map F be upper semicontinuous with nonempty, compact,

and convex values. Then, given x0 ∈ R
N , there exists at least a solution of (A.1) with

initial condition x0.
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STABILITY ROBUSTNESS OF RETARDED LTI SYSTEMS WITH
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IMAGINARY SPECTRA∗
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Abstract. In this paper we consider the stability robustness of the general class of vector
LTI (linear time invariant) equations with a single delay, ẋ(t) = Ax(t) + Bx(t − τ), x ∈ Rn.
The robustness is against the uncertain, but constant delay, τ ∈ R+. We first present a set of
novel propositions and state that the solution must start from the complete knowledge of imaginary
spectra of the system, and the corresponding delays. The propositions claim that such spectra form
a set of manageably small number of members, and this number is upper bounded by n2 regardless
of the composition of A and B matrices. They also claim that the infinite-dimensional system at
hand has an outstanding discipline regarding these imaginary spectra. This discipline invites the
recently developed concept called the cluster treatment of characteristic roots (CTCR). The CTCR
procedure requires a complete and precise determination of the imaginary spectra of the system.
There are many procedures in the literature to achieve this. They are, in fact, some variations of the
five main methods of different levels of precision and complexity. There is, however, no study known
to the authors for presenting a comparison among these methods. This paper addresses this need.
We first offer an overview of each of the five methods and then compare their numerical performances
over an example case study.
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robust stability
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1. Problem statement and an explicit function for stability. The sta-
bility of linear time invariant retarded time delayed systems (LTI–TDS) has been a
very active research topic during the past several decades [1, 2, 3, 4, 5]. Numerous
contributions by renowned investigators can be found in the literature on the sub-
ject. Although at present the focus of attention in the time delayed systems (TDS)
community is directed toward much more complex dynamics (such as parametric un-
certainties, robustness, time-varying time delays, nonlinear TDS), the LTI–TDS has
an undisputed knowledge base which offers plenty of insight into some realistic prob-
lems. Furthermore it is the authors’ belief that the LTI–TDS field still remains rich
with challenging and unsolved problems. Some existing methods, for instance, present
new knowledge, which have not been recognized until recently [4, 6, 7, 26]. Some oth-
ers suggest variations on the earlier techniques—to overcome some subtle and hidden
impracticalities—mainly from a numerical deployment point of view [8].

The general dynamics in question is

ẋ(t) = Ax(t) + Bx(t− τ),(1.1)
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where x ∈ Rn, A and B ∈ Rn×n are known matrices with ranks n and p (≤ n),
respectively, and τ ∈ R+, which is the only free parameter in (1.1). The question is
to determine the stability outlook of the system in the semi-infinite τ domain. The
characteristic equation of the system is

CE(s, τ) = det(s I − A − B e−τs) = 0,(1.2)

and it contains time delays of a commensurate nature with degree up to p; i.e., there
exist exponential terms e−kτs, k = 0, 1, . . . , p, in (1.2), where p = rank(B) ≤ n. The
system is infinite dimensional and as such possesses infinitely many characteristic
roots, also known as the spectrum σ(τ) of the system. The question of stability for
systems of this class translates into some conditions on τ to guarantee that all the
infinitely many characteristic roots lie on the stable left half of the complex plane
(C−). In pursuit of this, we present a remark and two relevant propositions next,
partially following [6, 15] which contain the highlights of the CTCR paradigm.

Remark 1. If a delay, τ0, results in a spectrum, which contains an imaginary
root, i.e., s = ωi ∈ σ(τ), there exist infinitely many delays

τk = τ0 ∓
2π

ω
k, k = 0, 1, 2, . . . ,(1.3)

which impart the same s = ωi ∈ σ(τk). In short, the intersection of these infinitely
many spectra contains a pair of imaginary roots,

(∓ωi) ∈
∞⋂
k=0

σ(τk).(1.4)

Notice that these τk values corresponding to a single s = ωi are separated by 2π/ω.
We name the smallest positive of them the kernel delay value, τker. τker begets all
the other delays as per (1.3), and we call them the offspring delay values. Briefly, the
set of infinitely many delay values{

τker +
2π

ω
k, k = 0, 1, 2, . . .

}
all result in s = ωi ∈ σ

(
τker +

2π

ω
k

)
.(1.5)

Proposition 1. For the entire τ ∈ R+ domain,
(i) there is a manageably small number, say m, of imaginary roots, s = ωi, of

(1.1);
(ii) this number is upper bounded by n2, i.e., m ≤ n2, regardless of the composi-

tion of the constant matrices A and B.
We will present the proof of Proposition 1 later in the text. We wish to state here,

however, that this proposition brings an extraordinary mathematical confinement to
the otherwise vastly distributed delay values creating a spectrum, which contains an
imaginary root, i.e., {τ > 0 | σ(τ)∩C0 �= 0}, where C0 represents the imaginary axis.

Proposition 2. Assume that all m of the imaginary roots {ω} ∈ Rm+ and
all corresponding kernel delay values {τker} ∈ Rm+ are known. The root tendency,
which is defined as

RT |k = sgn

⎡
⎢⎣Re

⎛
⎜⎝ ∂s

∂τ

∣∣∣∣ s = ωi
τ = τker + 2π

ω j

⎞
⎟⎠
⎤
⎥⎦ , j = 0, 1, 2, . . . ,(1.6)

is invariant with respect to the counter j.
Proof of Proposition 2. The characteristic equation of (1.2) can be rewritten as
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CE(s, τ) =

p∑
k=0

ak(s)e
−kτs = 0,(1.7)

where p = rank(B), p ≤ n, is the degree of commensuracy in the dynamics and ak(s)
are polynomials of degree n− k. A variational form of this equation is

p∑
k=0

([a′k(s) − ak(s)kτ ]e−kτsds− ak(s)kse
−kτsdτ) = 0,(1.8)

where a′k(s) = dak(s)/ds. The root sensitivities at a point s = ωi corresponding to
the delays given in (1.5) are derived from (1.8) as

ds

dτ

∣∣∣∣ s = ωi
τ = τker + 2π

ω j

=

∑p
k=0 ak(s)kse

−kτs∑p
k=0[a

′
k(s) − ak(s)kτ ]e−kτs

∣∣∣∣ s = ωi
τ = τker + 2π

ω j

.(1.9)

It is trivial to show that

sgn

⎡
⎢⎣Re

⎛
⎜⎝ ds

dτ

∣∣∣∣ s = ωi
τ = τker + 2π

ω j

⎞
⎟⎠
⎤
⎥⎦ = sgn[H(s)|s=ωi],(1.10)

where

H(s) = Im

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

p∑
k=0

a′k(s)e
−kτs

p∑
k=0

ak(s)ke
−kτs

∣∣∣∣∣∣∣∣∣∣ s = ωi
τ = τker + 2π

ω j

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

To obtain (1.10), one can divide the numerator and the denominator of (1.9) by∑n
k=0 ak(s)kse

−kτs and study the real part of the new expression. Expression (1.10)
is obviously independent of the counter j. We call this feature the root tendency
invariance property.

Proposition 2 simply implies that the root transition at ωi is either destabilizing
(RT = +1) or stabilizing (RT = −1) for a given τker and its offspring τker + 2π

ω j,
j = 0, 1, 2, . . . , which render this particular imaginary root.

Using Propositions 1 and 2, one can create an explicit function of τ for the number
of unstable roots (i.e., the number of roots in the set σ(τ) ∩ C+) as follows:

NU(τ) = NU(0) +

m∑
k=1

[
Γ

(
τ − τker

Δτk

)
· U(τ, τker) ·RTk

]
k

,(1.11)

where NU(0) is the number of unstable roots when τ = 0, U(τ, τker) = step function
in τ with the step taking place at τker:

U(τ, τker) =

⎧⎨
⎩

0, 0 < τ < τker,
1 for τ ≥ τker, ω = 0,
2, τ ≥ τker, ω �= 0.

(1.12)

Γ(x) = ceiling function of x, and Γ returns the smallest integer greater than or equal
to x. The [ ]k notation in (1.11) is simply used to re-emphasize that τker needs to
be changed by the counter k. The NU(τ) expression requires only knowledge of the
following:
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(i) NU(0);
(ii) τker, k = 1, . . . ,m, the smallest τ values corresponding to each ω (m of them)

as per Proposition 1;
(iii) Δτk = 2π/ωk, k = 1, . . . ,m;
(iv) RT |k, k = 1, . . . ,m, the invariant root tendencies, as per Proposition 2.

The τ intervals, where NU = 0, render stable behavior for the system. NU > 0, on the
other hand, would mean instability. Since the kernel delay set and the corresponding
m crossing roots are all known, expression (1.11) exhaustively defines all the stable
regions of the system in the delay space, τ ∈ R+.

It is obvious from (1.11) that the stability robustness declaration is possible only
if and only if the m members of the {τker} kernel delay set and the corresponding m
crossing roots s = ωi are exhaustively and accurately determined. We devote the rest
of the paper to reviewing the five distinctive methodologies to achieve this. We also
include their comparisons based on accuracy and efficiency. These methodologies are

(a) the Schur–Cohn method (Hermite matrix formation) [3, 11];
(b) elimination of transcendental terms [5];
(c) the matrix pencil–Kronecker sum method [3, 12];
(d) the Kronecker multiplication/elementary transformation method [13];
(e) Rekasius substitution [14].

2. Brief review of the methodologies. In this section we revisit the five
main methodologies mentioned to prepare for the comparative work. Let us take the
expanded form of (1.2) and explain each method based on that.

(a) Schur–Cohn criterion as per [3, 11]. The formation starts with rewriting
(1.7), multiplying it by ekτs, k = 0, 1, . . . , p− 1. This generates p equations in terms
of ekτs, k = −p, . . . ,−1, 0, 1, . . . , p−2, p−1, which are 2p linearly independent terms.
Next let us consider the companion equation, CE(−s, τ) = 0, which is also satisfied
for s = ωi due to the fact that the imaginary characteristic root ωi always appears as
a complex conjugate pair,

CE(s, τ) = CE(−s, τ) =

p∑
k=0

ak(s)e
−kτs =

p∑
k=0

ak(s)e
kτs,(2.1)

where f(s) = f(−s) is indeed the conjugate operation when s = ωi. We then multiply
CE(s, τ) with e−kτs, k = 1, 2, . . . , p, generating additional p equations in terms of the
same 2p linearly independent terms ekτs, k = −p,−p + 1, . . . , p − 1. Both of these
sets of p equations can be combined into a single matrix equation as

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 . . . a0 a1 a2 . . . . . . ap
0 0 . . . a0 a1 a2 . . . ap 0
...

. . .
. . .

...
...

. . .
...

...
. . .

. . .
...

...
. . .

...
a0 a1 a2 ap−1 ap . . . . . . . . . 0
0 0 0 ap ap−1 ap−2 . . . . . . a0

0 0 . . . ap ap−1 ap−2 . . . a0 0
...

. . .
. . .

...
...

. . .
...

...
...

. . .
. . .

...
...

. . .
...

ap ap−1 . . . . . . a1 a0 0 . . . . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ep−1

ep−2

...

...

...
e1

e0

...

...
e−p

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= A1E1 = 0,

(2.2)
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where ek represents ekτs as shorthand notation to prevent cluttering the equation,
and A1, E1 are evidently the (2p× 2p) matrix and the (2p× 1) vector, respectively.
If one rewrites this equation by rearranging the exponential terms, it can be cast in
the form

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a0 0 0 . . . 0 ap ap−1 . . . a2 a1

a1 a0 0 . . . 0 0 ap ap−1 . . . a2

...
. . .

. . .
...

...
. . .

...
...

. . .
. . .

...
...

. . .
...

ap−1 ap−2 . . . . . . a0 0 0 . . . 0 ap
ap 0 . . . . . . 0 a0 a1 . . . . . . ap−1

ap−1 ap . . . . . . . . . 0 a0 . . . . . . ap−2

...
. . .

. . .
...

...
. . .

...
...

...
. . .

. . .
...

...
. . .

...
a1 a2 . . . . . . ap 0 . . . . . . 0 a0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

e0

e1

...

...
ep−1

e−p

e−p+1

...

...
e−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= A2E2 = 0.

(2.3)

Obviously for a nontrivial solution of E2, the A2 matrix must be singular:

detA2(s) = 0.(2.4)

This matrix, A2, is known to be the Schur–Cohn matrix. Notice the favorable frag-
mentation of A2 into four p× p segments in the rearranged form as

A2 =

[
Λ1 Λ2

ΛH
2 ΛH

1

]
,(2.5)

where ΛH implies the Hermitian of Λ, and (2.5) presents a compact form adopted by
[3, 11].1 Λ1 and Λ2 are evidently matrices from (2.3).

This method suggests that if (1.7) has any imaginary root pair s = ∓ωi, it should
also satisfy (2.4). Consequently, the question of finding all the imaginary roots of
(1.2) reduces to finding the imaginary roots of (2.4), which is a polynomial of s with
degree 2np. Notice that the original system (1.1) is a retarded time delayed system.
Thus the nondelayed term of the characteristic equation (1.7), a0(s), is an nth degree
polynomial of s. So the problem is cast into determining the purely imaginary roots
of the 2np degree polynomial equation (2.4), which can produce maximum np pairs
of imaginary roots. For cases when p = rank(B) = n, the supremum of this number
becomes n2.

Evaluation of the detA2(s), however, needs a symbolic operation, while 2p terms
are multiplied and added 2p times for expanding the determinant. Each of these
2p multiplications would create some round-off errors, eventually resulting in a poly-
nomial of s with erroneous coefficients. This operation ultimately yields poor precision
in determining the desired imaginary roots.

An alternative to this symbolic evaluation of a determinant is to determine the
eigenvalues of a constant matrix (see Theorem 2.1 of [3]). Namely,

det[ω I − P] ≡ det(P−1
n ) det(A2)|s=ωi,(2.6)

1We wish to make a remark on the formulation error of equations (3.79) and (3.80) in [11], which
need to be corrected according to (2.3) above.
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where

P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 I 0 . . . . . . 0
... 0 I 0 . . . 0
...

...
. . .

. . .
. . .

...
...

...
...

. . . I 0
0 0 . . . . . . 0 I

−P−1
n P0 −P−1

n P1 . . . . . . . . . −P−1
n Pn−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Pk =

(
ikTk ikHk

(−i)kHT
k (−i)kTT

k

)
, k = 0, 1, 2, . . . , n,

(2.7)

Hk =

⎡
⎢⎢⎢⎢⎣

apk ap−1,k . . . a1k

0
. . .

. . . a2k

...
. . .

. . .
...

0 . . . 0 apk

⎤
⎥⎥⎥⎥⎦ , Tk =

⎡
⎢⎢⎢⎢⎣

a0k 0 . . . 0

a1k
. . .

. . .
...

...
. . .

. . . 0
ap−1,k . . . a1k a0k

⎤
⎥⎥⎥⎥⎦(2.8)

with k = 0, 1, . . . , n− 1 and aj(s) =
∑p

k=0 ajks
k which are the terms defined in (1.7).

Notice that (2.6) indicates that the imaginary roots of detA2 = 0 are identical to the
real eigenvalues of P, which is a constant matrix. So the numerical procedure is now
converted into a simpler and more precise one, i.e., “real eigenvalue” determination
of a constant matrix.

(b) Elimination of transcendental terms (as introduced by [5] and uti-
lized in [16, 17, 18, 19, 20, 21]). This procedure follows a starting premise similar
to that in the Schur–Cohn methodology in (a). If CE(s, τ) of (1.7) has an imaginary
root, then, correspondingly, CE(s, τ) of (2.1) should have the same root. Multiplying
(2.1) by e−pτs, we obtain

e−pτsCE(s, τ) =

p∑
k=0

ak(s)e
(k−p)τs = 0.(2.9)

One can then eliminate the highest commensuracy term (i.e., e−pτs) between (1.7)
and (2.9), yielding a new equation

CE1(s, τ) =

p−1∑
k=0

a
(1)
k e−kτs = 0,(2.10)

which is of commensuracy degree p − 1. If one repeats this procedure of eliminating
the highest degree commensuracy terms p times successively, one arrives at

CEp(s) = a
(p)
0 (s) = 0,(2.11)

an algebraic characteristic equation in which no transcendentality remains. One can

show that a
(p)
0 (s) is a polynomial of degree n2p, of which purely imaginary roots are

in question. Notice that due to the successive substitution of “s” with “−s” during
the manipulations, the imaginary roots of the original characteristic equation CE are
preserved, although the degree of the s terms in polynomials CEi(s) continuously
increases. Ultimately there remains only n2p finite roots of (2.11) instead of the
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infinitely many roots of the original equation (1.7). It is guaranteed that only the
imaginary roots of these two equations are identical. Therefore searching for the
imaginary roots of (2.11) is a sufficient procedure for the mission. The practical usage
of this analytically elegant procedure in the literature is very limited [16, 18, 20, 21]
because of the round-off errors it invites during the successive evaluation of CEp(s),
albeit in alphanumeric form.

One can further prove that the CEp(s) and detA2(s) in (2.4) have a common
factor, which is the complete polynomial of detA2(s), because they are obtained
based on the same fundamental premise of s → −s substitution, and they represent
the same system of (1.1). When numerically executed, however, this factorization
disappears due to successive round-off errors. Ultimately one finds two sets of roots,
which may be close to one another but not identical.

Clearly, for n = p = 1, 2 the degrees of the polynomials of (2.4) and (2.11) are
identical, and they are equal to 2. For these cases, the equations are indeed identical.
For n = p > 2, which implies the case of full rank B matrix (p = n), n2n > 2n2,
and clearly the procedure in (a) is a much more favorable proposition for determining
the purely imaginary roots. Notice that the n2n − 2n2 excess roots may also contain
some false imaginary roots, which should not appear at all. We suppress the proofs
of these statements, but we will revisit them for example case studies later.

(c) Matrix pencil–Kronecker sum method introduced in [3, 12]. This
procedure departs from (1.2), which is rewritten as

det[s I − (A + Bz)] = 0, z = e−τs.(2.12)

Using the argument that if s = ωi is a root of (2.12), we see that so is s = −ωi when
z is replaced with 1/z. One can say that the eigenvalues of A + Bz and A + Bz−1

must be s = ∓ωi, which can also be expressed using the property of the Kronecker
sum of matrices (see the appendix for a definition). A commonly known property of
this operation is that the eigenvalues of the Kronecker sum of two matrices are equal
to the pairwise sum of the individual eigenvalues of the matrices [22, 23]. That is, at
least one of the eigenvalues of the following matrix has to be zero:

(A + Bz) ⊕ (A + Bz−1),(2.13)

where ⊕ represents the Kronecker summation. In other words,

det[(A + Bz) ⊕ (A + Bz−1)] = 0.(2.14)

This equation gives rise to a polynomial in z of degree 2n2 for n = p. One needs to
solve the 2n2 roots of (2.14) and determine those which have the unity magnitude
|z| = 1. Only those roots represent s = ωi eigenvalues as per (2.12). For the roots
which satisfy this condition, one next solves the imaginary roots s = ωi from (2.12).
Notice that by substituting z as a complex number in (2.12), one obtains a polyno-
mial with complex but constant coefficients. Therefore, most of the neat features of
ordinary polynomials with constant coefficients disappear. For instance, there is no
guarantee of the complex conjugate feature of the roots. Therefore to decide whether
an imaginary root s = ωi + ε, ε << 1, is really an imaginary root, except that it is
displaced infinitesimally due to numerical/computational error, is not a trivial task.
This particular point alone, from the numerical deployment point of view, suggests a
drawback.

Similarly to the methodology explained for (a), one can convert the symbolic
determinant evaluation of (2.14) into an equivalent eigenvalue determination of a
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constant matrix; see Theorem 3.1 of [3] or [24]. In this new form, a generalized
eigenvalue problem appears as

det[zU − V] = zn
2

det[(A + Bz) ⊕ (A + Bz−1)] = 0,(2.15)

where

U =

[
I 0
0 B2

]
2n2×2n2

, V =

[
0 I

−B0 −B1

]
2n2×2n2

,

and B0 = I ⊗ BT , B1 = A ⊗ AT , B2 = B ⊗ I, all of which have dimensions of
(n2 × n2). Again the generalized eigenvalue operation is numerically a much more
reliable and efficient operation than evaluating the roots of the determinant in (2.14).
We now wish to utilize these findings to prove Proposition 1.

Proof of Proposition 1. It is clear that (2.15) results in a polynomial of z with
degree 2n2. Consequently, there can be at most n2 pairs of complex conjugate unitary
solutions for z, and that is the upper bound of the number of root crossings claimed in
Proposition 1. Similar arguments can be made following the discussions in section 2(a)
immediately after (2.5). The maximum possible number of imaginary eigenvalues for
A2 in (2.3) is n2 (when p = n).

(d) Kronecker multiplication/elementary transformation method [13].
Before we proceed with this method, we wish to define a critical elementary vec-
torization transformation, ξ : Cn×n → Cn2×1 [22, 23]. The ξ operation converts

a matrix M(n×n) = [m1,m2, . . . ,mn]Tn×n into (ξM)(n
2×1) = [mT

1 ,m
T
2 , . . . ,m

T
n ]T1×n2

and the multiplication of three n × n matrices P1,P2,P3 into a Kronecker product
of dimension n2 × n2 [22, 23], which is given as

ξ(P1P2P3) = (P1 ⊗ PT
3 )ξP2,(2.16)

where (•)T denotes the transpose of (•). The aim is to form a P1P2P3 product, which
will then be mapped into the right-hand side of (2.16). This mapping, as explained
below, brings convenience to solving the pure imaginary roots of dynamics (1.1).

The procedure departs from (1.1), for which a solution of the form x(t) = estv
is suggested, where (s,v(n×1)) is an eigenvalue-eigenvector pair (both of which are
complex in general). Differentiating this expression and substituting in (1.1), one
gets

(sI − A − Be−τs)v = 0,(2.17)

which can be rewritten as

(sI − A)v = e−τsBv.(2.18)

If s = ωi is a root of (2.18), then so is its conjugate s = −ωi. We can express this by
conjugating the complex equation in (2.18),

v∗(−sI − AT ) = eτsv∗BT ,(2.19)

where (•)∗ denotes the conjugate transpose of (•). One can now multiply (2.18) and
(2.19) side by side to get

(s I − A) V (s I + AT ) = −BVBT with V (n×n) = vv∗.(2.20)
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Equation (2.20) is exactly in the form to be transformed by using ξ as defined in
(2.16). It returns

{(s I − A) ⊗ (s I + A) + B ⊗ B } ξV = 0

⇒ λ(s) ξV = 0,
(2.21)

where λ(s) is evidently the matrix operation. For nontrivial solutions of ξV �= 0, the
only way to satisfy (2.21) is to set

det λ(s) = 0.(2.22)

We can conclude that the desired imaginary roots are determined by solving the
roots of a 2n2 degree polynomial (2.22). However, one should take notice that this
root-finding algorithm for higher dimensions (2n2 > 10) becomes numerically unreli-
able due to repeated round-off errors in the determinant expansion procedure unless
the operation is performed using a very large number of significant digits. In that
case, however, excessive computational cost will appear. In order to circumvent this
difficulty using lower precision calculations, one can expand (2.21) using Kronecker
product identities as defined in [22, 23]. The outcome of this is a matrix polynomial
as follows:

λ(s) = G0 s2 + G1 s + G2,(2.23)

where G0 = I ⊗ I, G1 = I ⊗ A − A ⊗ I, G2 = B ⊗ B − A ⊗ A. Then this matrix
polynomial can be linearized [24] by the fact that G0 is an invertible matrix. The
linearized form of (2.23) is expressed as

F =

[
0 T0

−T2 −T1

]
with T0 = I ⊗ I, T1 = G−1

0 G1, T2 = G−1
0 G2,(2.24)

where the zeros of det(λ(s)) = 0 are the eigenvalues of F, i.e., det(λ(s)) = det(sI −
F) = 0. The imaginary roots of dynamics (1.1) have to be among the eigenvalues
of F, which can be computed by many practical and efficient routines such as the
eig(F) subroutine of MATLAB or eigenvalues(F) subroutine of Maple. Eventually,
one can arrive at a numerically more reliable set of imaginary roots of dynamics (1.1),
as demonstrated in the example section.

(e) Rekasius substitution as introduced in [14] and utilized by [6, 8, 25].
This critical procedure is an exact substitution of transcendental terms in (1.7) with

e−τs =
1 − Ts

1 + Ts
when s = ω i only,(2.25)

where T ∈ 
 and

τ =
2

ω
[ tan−1(ω T ) ∓ 	π ], 	 = 0 , 1 , . . . .(2.26)

This exact substitution creates a new characteristic equation,

CE (s , T ) =

p∑
k=0

ak(s)

(
1 − T s

1 + T s

)k

= 0.(2.27)
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Multiplying (2.27) by (1 + T s)p, one obtains

p∑
k=0

ak(s) (1 + T s)p−k(1 − T s)k = 0.(2.28)

Considering that ak(s) are ordinary polynomials, (2.28) is nothing other than a poly-
nomial in s with parameterized coefficients in T . Since the system in (1.1) is of
retarded type, the highest degree term of s is n and it is in a0(s). Equation (2.28),
therefore, contains a polynomial of s with degree n+ p. The problem is to determine
all T ∈ R values, which cause imaginary roots of s = ω i for this equation. This can
be done by forming the Routh array of (2.28) and setting the only term in the s1

row to zero [9, 10, 26]. It can be shown that this polynomial is of degree n p in T ,
of which only the real roots are searched. Once these roots are determined, the cor-
responding crossing frequencies (s = ω i) can be found using the auxiliary equation,
which is formed by the s2 row of the Routh array [9, 26]. Notice that the s2 row
has two terms, which are functions of T . They must agree in sign for those T values
to yield imaginary roots. Final results are exhaustive in detecting all the imaginary
characteristic roots we set out to solve, and their number is upper bounded by n2

(again in support of Proposition 1).

We wish to discuss two limiting cases here. The first has to do with the extrema
of the T domain, namely T = ∓∞. It is easy to check whether these unbounded
T values are of interest to us or not. That is, if T → ∓∞ and there is a finite
imaginary root s, the corresponding e−τs → −1 (from (2.25)) leaves CE (s , τ ) as a
simple polynomial of s. The roots of this polynomial can be found easily. If any one
of these roots is purely imaginary, that root becomes part of the solution of interest.

The second limiting case is for the imaginary root(s) appearing at the origin,
s = ω i with ω = 0, which makes e−τs = 1 as per (2.25). Consequently one needs to
check if

p∑
k=0

ak(0) = 0(2.29)

holds from (1.7). If it does, there should be at least one stationary root at s = 0,
which remains there for all τ ∈ R+. It is easy to determine the multiplicity of this
root for some τ values simply by checking if the successive derivatives of (1.7) with
respect to s are also zero for the same τ values. For instance, if s = 0 is a double
root, the second root may cross over the imaginary axis, altering the stability of the
system, as the stationary one remains fixed at the origin.

Both of these limiting cases can appear, regardless of the methods (a)–(e). That
is, e−τs → ±1 can occur as a property of the system at hand.

3. A numerical case study and comparative observations. We now take
an example case study to display a comparison among the five methodologies we
discussed above. Consider the numerical example in [6] which has p = rank(B) =
3 = n:

A =

⎛
⎝ −1 13.5 −1

−3 −1 −2
−2 −1 −4

⎞
⎠ , B =

⎡
⎣ −5.9 7.1 −70.3

2 −1 5
2 0 6

⎤
⎦ .(3.1)



1690 RIFAT SIPAHI AND NEJAT OLGAC

The respective characteristic equation is

CE (s , τ) = s3 + 6 s2 + 45.5 s + 111 + (0.9 s2 − 116.8 s− 22.1) e−τs

+ (90.9 s− 185.1) e−2τs + 119.4 e−3τs = 0,
(3.2)

in which ak(s), k = 0, . . . , 3, expressions are readily identified as represented in (1.7).
For this system the following exhaustive list of (τker, ω) is given in [6]. We cross-check
this list, using a sufficiently high number of digits in performing the methodologies
(a)–(e), and obtain Table 3.1.

Table 3.1

The fundamental delays and the imaginary spectra.

τker ω

7.208 0.8404

0.8725 2.1109

0.1859 2.9123

0.1624 3.0351

0.2219 15.5032

Here the notation (τker,j , ωj) implies the minimum positive delay, τker,j , defined
by (1.3) and the corresponding root at ωj i. In (3.2) we now start utilizing the
five methodologies as described earlier. The main point of comparison is to be able
to precisely declare the complete Table 3.1. Computational efficiency may also be
considered as a basis for comparison, and we will address this point later in the text.
In order to conserve space, the numerical results are given in truncated forms at the
fourth decimal except where necessary for the arguments.

(a) Schur–Cohn procedure. Λ1 and Λ2 matrices of (2.5) are readily formed
using the terms of a0(s), . . . , a3(s). Notice that the degree of det (A2) of (2.4) is
2np = 18. Thus the mission is reduced to determining the purely imaginary roots of

det (A2) = s18 + 10−8 s17 + 165.81 s16 + 0.3 10−4 s15 − 18681.53 s14

+ 0.022 s13 − 248693.82 s12 + 4.5 s11 + 35141.36 s10 + 330.83 s9

+ 0.41 1010 s8 + 8671.27 s7 + 0.94 1011 s6 + 72932.09 s5 + 0.71 1012 s4

+ 148284.13 s3 + 0.19 1013s2 + 29249.72 s + 0.1 1013 = 0

(3.3)

which displays two major obstacles as follows:
(i) Equation (3.3) is expected to have only even powers of s. Due to the accumu-

lated numerical error in the symbolic manipulations, one cannot achieve this even with
60-digit precision (for this exercise). The trial-based determination of the significant
digits needed is an important hindrance. For comparison purposes, we consider the
numerical errors at the level of up to 1/4 of significant digits as acceptable accuracy.
For a 20-digit operation, any error of 10−15 or less is considered to be zero.

(ii) Evaluation of the imaginary roots of (3.3) results in the form of s = ω i + ε,
ε << 1, lending themselves to another question for the number of significant digits
needed. For instance, using 20 digits of precision in Maple, (3.3) gives the following
apparently imaginary roots:

0.21 10−7 ∓ 0.8404i, 0.28 10−6 ∓ 2.1109i, −0.55 10−8 ∓ 15.5032i,

−0.13 10−5 ∓ 2.9123i, 0.69 10−6 ∓ 3.0351i.
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As can be seen, the numerical errors in real parts (which are supposed to be zero)
are at least of the order of 10 magnitudes larger than the computational precision,
and they all violate the 1/4-digit rule. This point makes it necessary to adjust the
accuracy in calculations.

An alternative but more reliable procedure along this line was described earlier
over (2.6)–(2.8). Accordingly, the real eigenvalues of a matrix are evaluated instead
of the roots of a polynomial. Using this procedure, one obtains the five crossing
frequencies (which correspond to the real eigenvalues of P) as 0.8404 − 0.44 10−17 i,
2.1109+0.66 10−16 i, 2.9123+0.63 10−15 i, 3.0351+0.68 10−15 i, 15.5032+0.72 10−17 i,
still with 20-digit precision. These numbers are all acceptably close to the desired
results under the proposed 1/4-digit rule.

(b) Elimination of transcendental terms. Starting from the characteristic
equation (3.2) and following the three steps as described in section 2(b), one can
sequentially eliminate e−3 τ s, e−2 τ s, and e−τ s. Notice that these steps preserve the
purely imaginary roots of the characteristic equation. The final form should contain
only even powers of s:

CEp(s) = s24 + 220.81 s22 − 8823.73 s20 − 0.12 107 s18 − 0.27 108 s16

+ 0.39 1010 s14 + 0.32 1012 s12 + 0.89 1013 s10 + 0.12 1015 s8

+ 0.81 1015 s6 + 0.28 1016 s4 + 0.44 1016 s2 + 0.2 1016 = 0.

(3.4)

The imaginary roots of the original system have to be among the roots of this
polynomial. We again use 20 significant digits of precision in Maple during the sym-
bolic manipulations. The same level of precision is used in the following steps of root
finding. (Cautionary note: Even for the case of up to 18 digits of precision in Maple,
one can still observe odd powered terms appearing in (3.4).)

Equation (3.4) results in 24 symmetric roots with respect to the origin, of which
only the purely imaginary ones are important. They are

∓5.9977i, ∓3.9460i, ∓1.8587i, ∓0.8404i,

∓2.1109i, ∓2.9123i, ∓3.0351i, ∓15.5032i.
(3.5)

It is easy to demonstrate that the first three roots on the first row are faulty findings
and do not represent true crossings. To see that, one can substitute them into the
original characteristic equation (3.2) just to show that they do not satisfy this equa-
tion. On the other hand, the remaining five roots do. They also yield | e−τ ω i | = 1
from which one can determine the respective time delays.2

One can also observe that the difference between the degrees of (3.3) and (3.4)
is 6. In fact the relation between the two polynomials is described as

CEp(s, τ) = P1(s) det(A2),(3.6)

where the degree (P1) = 6, and its roots result in the three false pairs of imaginary
roots for the specific numerical example, as mentioned above.

2Incidentally, the procedure described in [5, eq. (48)] yields incorrect time delays due to the
accumulation of numerical error. Primarily an ill conditioning occurs due to some coefficients in
(2.11) being 15–16 orders of magnitude apart from one another.
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(c) Matrix pencil–Kronecker sum application. Deploying (2.14) we obtain

det [(A + B z) ⊕ (A + B z−1)] = (0.17 107 z18 − 141137.96 z17

+ 0.23 108 z16 − 0.17 109 z15 + 0.52 109 z14 − 0.81 109 z13 + 0.62 109 z12

− 0. 32 108 z11 − 0.43 109 z10 + 0.56 109 z9 − 0.43 109 z8 − 0.32 108 z7

+ 0.62 109 z6 − 0.81 109 z5 + 0.52 109 z4 − 0.17 109 z3 + 0.22 108 z2

− 141137.96 z + 0.17 107)/z9 = 0.

(3.7)

We are seeking the roots of (3.7) with magnitude equal to 1. There is a major difficulty,
specifically in deciding the tolerance level of | z | = 1. This difficulty disappears,
however, when higher precision (above 20 digits) is used. For example, with 20 digits
of precision, the errors in the magnitudes of the five roots become precisely zero. They
are listed in Table 3.2, together with their corresponding five imaginary roots, which
are obtained by replacing z = e−τ ω i, | z | = 1, in (3.2) and solving for ω.

Table 3.2

The tolerances in evaluating z’s and the imaginary spectra.

|1 − z| Imaginary spectra

0 −0.57 10−19 + 0.8404i

0 0.47 10−20 + 2.1109i

0 −0.73 10−19 + 2.9123i

0 0.5 10−19 + 3.0352i

0 −10−21 + 15.5032i

Notice that the cumulative effects of numerical error in imaginary spectra are all
acceptable in 1/4-digit sense. However, with up to 13 digits of precision, one observes
relatively large accumulated errors (violating the 1/4-digit rule) in the computation
of imaginary roots. Therefore if a root of z displays | z | − 1 = ε, it is quite difficult
to assess whether we should take it as an indicator of crossing or not. Increasing the
digits higher than 14 (obviously including 20) this concern disappears for this case
study.

When the more reliable procedure is followed, as mentioned in section 2(c), U and
V matrices are trivially obtained from their definitions. The generalized eigenvalues
of the (U,V) pair, which have unitary magnitudes (obtained with 20-digit precision
again) are listed in Table 3.3.

Table 3.3

The tolerances in evaluating z’s and the corresponding imaginary spectra.

|1 − z| Imaginary spectra

−0.14 10−17 −0.25 10−17 ∓ 0.8404i

−0.34 10−17 0.27 10−17 ∓ 2.1109i

0.12 10−16 0.18 10−16 ∓ 2.9123i

−0.78 10−17 0.31 10−16 ∓ 3.0351i

0.4 10−18 −0.95 10−18 ∓ 15.5032i

Interestingly, on this implementation one can use 9-digit precision and can still
obtain acceptable errors looking at the real parts of the imaginary roots, as shown in
Table 3.4. This table indicates that the generalized eigenvalue computation can be
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performed with a much smaller number of digits, such as 9, without sacrificing the
accuracy of the roots.

Table 3.4

The tolerances in evaluating z’s and the imaginary spectra.

|1 − z| Imaginary spectra

0 −0.15 10−7 ∓ 0.8404i

−10−8 0.66 10−8 ∓ 2.1109i

−10−8 0.4 10−7 ∓ 2.9123i

−0.18 10−7 −0.42 10−7 ∓ 3.0351i

0 0.27 10−7 ∓ 15.5032i

(d) Kronecker multiplication/elementary transformation method. Fol-
lowing the procedure given in section 2(d), one obtains (2.22), again with 20-digit
precision, as

det λ (s) = s18 + 0.3 10−9 s17 + 165.81 s16 + 0.99 10−6 s15 − 18681.53 s14

+ 0.0007 s13 − 248693.48 s12 + 0.16 s11 + 35183.49 s10 + 12.97 s9

+ 0.41 1010 s8 + 370.2 s7 + 0.94 1011 s6 + 3348.51 s5 + 0.71 1012 s4

+ 7209.8 s3 + 0.19 1013 s2 + 1480 s + 0.1 1013 = 0.

(3.8)

Purely imaginary roots of this equation are the expected crossing frequencies as given
in Table 3.5. With this precision level, the accumulated errors in the real parts are
relatively large (in the 1/4-digit sense) in magnitude as can be seen in this table. As
mentioned in section 2(d), in order to improve the accuracy of the imaginary roots of
(1.1), we pursue computing the eigenvalues of matrix F, eig(F). For this computation,
10- and 20-digit precision are used separately. The results are given in Table 3.6, with
the error terms in the real parts being acceptably small. Thus we conclude that this
method can produce the imaginary roots accurately even with 10-digit operations.

Table 3.5

Imaginary spectra

0.1 10−8 ∓ 0.8404i

0.13 10−7 ∓ 2.1109i

−0.82 10−7 ∓ 2.9123i

0.53 10−7 ∓ 3.0351i

−0.1 10−9 ∓ 15.5032i

Table 3.6

Imaginary spectra.

10-digit precision 20-digit precision

0.8847 10−15 ∓ 0.8404i 0.88 10−18 ∓ 0.8404i

0.111 10−13 ∓ 2.1109i −0.1 10−18 ∓ 2.1109i

−0.1856 10−12 ∓ 2.9123i 0.19 10−16 ∓ 2.9123i

0.172 10−12 ∓ 3.0351i −0.19 10−16 ∓ 3.0352i

−0.355 10−14 ∓ 15.5032i 0.66 10−17 ∓ 15.5032i
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(e) Rekasius substitution. In this procedure, at least 13 digits of precision
are required in order to obtain the crossing frequencies as listed in the beginning
of this section. The characteristic equation of (3.2) is rewritten after the Rekasius
transformation as

CE(s, T ) = T 3 s6 + (5.1 T 3 + 3 T 2) s5 + (253.2 T 3 + 17.1 T 2 + 3 T ) s4

+ (−171.4 T 3 + 162.4 T 2 + 18.9 T + 1) s3

+ (898.4 T 2 − 71.2 T + 6.9) s2 + (137.8 T + 19.6) s + 23.2 = 0

(3.9)

for which we need all T ∈ 
 values yielding the imaginary roots. The numerator of
the only term of the s1 row of the respective Routh array in (3.9) is set to zero for
this:

T 3 (0.4004 107 T 9 − 0.5418 106 T 8 − 0.1060 107 T 7 − 0.7869 105 T 6

− 0.1501 105 T 5 + 0.1216 104 T 4 + 0.4011 103 T 3

− 0.1025 102 T 2 + 0.1197 T − 0.1120) = 0.

(3.10)

Notice that we are seeking the real roots of (3.10), and three of them are at T = 0.
The remaining roots, i.e., 9 (= n2) of them, have to be solved. Out of these nine
roots only five happen to be real and all five satisfy the sign agreement condition
in the s2 row of the Routh array (see the note in section 2(e)). They concur with
the results of [6] which uses a slightly different procedure to arrive at these T values.
An auxiliary equation is formed by the terms of the s2 row generating the crossing
frequencies, ω. The T versus ω correspondence is shown in (3.11):

[T ] =

⎡
⎢⎢⎢⎢⎣

−0.4269
−0.1332
0.0828
0.0952
0.6232

⎤
⎥⎥⎥⎥⎦ → [ω] =

⎡
⎢⎢⎢⎢⎣

15.5032
0.8404
3.0351
2.9123
2.1109

⎤
⎥⎥⎥⎥⎦ .(3.11)

Note that by using T and ω, one can also find the respective delays τ as per (2.26).

4. Comparative comments and conclusions. The five procedures described
above reduce the problem at hand to the following solutions:

(a) Schur–Cohn: Roots of the 2n2 degree complex polynomial are solved for
purely imaginary roots.

(b) Elimination of transcendental terms: The n 2n degree real polynomial is
solved for imaginary roots.

(c) Kronecker sum: The 2n2 degree polynomial is solved for complex roots with
| z | = 1.

(d) Kronecker multiplication: The 2n2 degree polynomial is solved for imaginary
roots.

(e) Rekasius: The n2 degree polynomial is solved for real roots (T ∈ R).
From the perspective of developmental steps, the least involved path appears to be
in (e). Nevertheless, utilizing the appropriate matrix operations, methods (a), (c),
and (d) prove to be equally potent, producing the desired results. In fact for the
example case, method (d) generates the results with the smallest number of signif-
icant digits among the five. Method (b) is the one that requires special attention,
avoiding the false solutions. As the dimension n increases, method (b) becomes more
problematic to process, leaving the other four methods as plausible paths to follow.
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We wish to mention two attractive features of method (e): First, the degree of
the polynomial in question is considerably smaller than all the other four. Second,
we seek the real roots (T ) only, not the complex ones. This is a great relief from a
numerical perspective, as complex (particularly purely imaginary) roots are very hard
to detect when numerical errors creep in. A similar hardship appears when the test
of | z | = 1 is performed in method (c).

We should also make note of the fact that methods (b) and (e) have a symbolic
segment in the deployment, as the remaining three methods are numerical. Upon
the request of one of the reviewers, we performed a study of efficiency on all of the
methods (i.e., the CPU times consumed) including the symbolic as well as numerical
operations. These CPU costs did not show noteworthy variations from one method
to another. For instance, the tabulations given in section 3 for all five methods were
obtained within 1 sec. on a PC with an Intel Centrino 1.6 MHz processor with 512 MB
RAM. It is clear that this efficiency measure is not as important as the accuracy of the
findings unless the operation is repeated a large number of times for some parametric
studies. But this subject is outside the scope of the present paper.

It is also noteworthy that the authors are engaged in expanding the procedures
described here to systems with multiple independent delays. In fact, [10] is a document
which utilizes procedure (e) for systems with two independent delays. Several other
studies on the deployment of procedure (c) for multiple delay cases are also in progress.

Appendix. Let A = [aij ] ∈ R k× �, B = [bij ] ∈ Rm×n. Then the Kronecker
product of A and B, denoted by A ⊗ B, is defined as follows:

A ⊗ B =

⎡
⎢⎣

a11 B · · · a1n B
...

...
an1 B · · · ann B

⎤
⎥⎦ ∈ R km × � n.(A.1)

If k = 	 and m = n, then the Kronecker sum of A and B, denoted by A ⊕ B, is
defined by

A ⊕ B = A ⊗ Im + Ik ⊗ B ∈ R km × km.(A.2)
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Abstract. Given a collection of robots sharing a common environment, assume that each pos-
sesses a graph (a one-dimensional complex also known as a roadmap) approximating its configuration
space and, furthermore, that each robot wishes to travel to a goal while optimizing elapsed time.
We consider vector-valued (or Pareto) optima for collision-free coordination on the product of these
roadmaps with collision-type obstacles. Such optima are by no means unique: in fact, continua of
Pareto optimal coordinations are possible. We prove a finite bound on the number of optimal coor-
dinations in the physically relevant case where all obstacles are cylindrical (i.e., defined by pairwise
collisions). The proofs rely crucially on perspectives from geometric group theory and CAT (0) geom-
etry. In particular, the finiteness bound depends on the fact that the associated coordination space
is devoid of positive curvature. We also demonstrate that the finiteness bound holds for systems
with moving obstacles following known trajectories.
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1. Introduction.

1.1. Motivation. In numerous settings, the coordination of multiple robots re-
mains a basic and challenging research issue. Autonomous guided vehicles (AGVs) are
used in a wide variety of industrial settings for problems such as material handling,
palletizing, paper roll handling, assembly, conveying, and people moving. Typically,
AGVs reliably traverse a fixed roadmap of paths in a complicated factory environ-
ment. Although the paths avoid collisions with obstacles in the workspace, the efforts
of numerous AGVs may have to be coordinated in a way that avoids collisions between
AGVs while at the same time maximizing productivity.

If we wish to coordinate the motions of N robots in a common environment, what
is an appropriate notion of optimality? Minimizing the average time robots take to
reach their goal? Minimizing the time that the last robot takes? Such approaches
are common (e.g., [16, 20, 29]) and may be appropriate in some cases; however, it
is important to recognize that scalarization of a vector of N criteria occurs in this
process. Each robot has its own cost function, e.g., elapsed time. These N criteria are
then converted—often in an arbitrary manner—into a single criterion to be optimized.

In this paper, we investigate the optimization problem for multiple robot coordi-
nation without scalarizing the vector-valued cost function. This centers on the notion
of Pareto optimality [24, 26], a concept which is widely used in mathematical eco-
nomics to model individual consumers striving to optimize distinct economic goals.
This brand of optimization is richer in the sense that no choice of scalarization is
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involved. In particular the following hold:
1. Any optimum of any scalarization of the vector-valued cost function (which is

monotone increasing in the components) is in fact one of the Pareto optima;
see Lemma 2.6.

2. For settings in which priorities change over time, knowledge of the Pareto
optima allows for easy adaptation. This is particularly relevant in automa-
tion settings where priority changes arise from, say, changing needs for parts
delivery or output.

3. By filtering out all of the motion plans that are not worth considering and
presenting the user with a small set of the best alternatives, additional cri-
teria, such as priority or the amount of sacrifice one robot makes, can be
applied to automatically select a particular motion plan.

Given the desire to filter the space of all possible coordination schemes to a small
set of best cases independent of biases on the robots, we are certainly most interested
in the cases where this collection of optima is finite. A finiteness criterion is the
principal result of this paper.

1.2. Contributions. In section 2 we will phrase the coordination problem as
an optimal path-planning problem on a roadmap coordination space X : a product of
finite metric graphs {Γi}N1 with obstacle sets removed. The optimization criteria are
distinct for each robot. Thus, the appropriate category of optimal paths is that of the
so-called Pareto optimal solutions. Roughly speaking, a path between fixed endpoints
is locally Pareto optimal if and only if deforming it to any path which decreases one
of the goal times increases some other goal time. A path is globally Pareto optimal if
and only if any other path which decreases one goal time increases some other. Paths
are Pareto equivalent if and only if they are connected by a 1-parameter family of
paths that preserve all goal times; this equivalence generates Pareto optimal classes.
(See section 2.2 for precise definitions.)

Depending on the coordination space, nonequivalent Pareto optimal classes may
be isolated or may appear in uncountable continuous families. Examples appear in
section 3. Most desirable for classification and cataloging purposes are those coordi-
nation spaces which admit a finite number of globally Pareto optimal classes.

The principal optimization result of this paper is that for coordination spaces
which possess “cylindrical” obstacles—those defined by pairwise collisions between
robots—there is a complete classification of locally Pareto optimal classes and a finite
bound on the global Pareto optima.

Main Theorem. Let X be a cylindrical coordination space. The the following
hold:

1. Fixing endpoints, the locally Pareto optimal path classes are in bijective cor-
respondence with homotopy classes of paths.

2. There is a finite bound on the number of globally Pareto optimal path classes.
The first statement implies that the set of Pareto optimal paths within a fixed

homotopy classes of paths is connected in this space of paths. The second statement
means that only a finite number of these local optima are in fact globally Pareto
optimal. Proofs appear in section 5.

Furthermore, we extend the finiteness bound to a class of systems involving mov-
ing obstacles; see section 7. Remarkably, our techniques easily adapt to problems for
which obstacles of varying shape, speed, and trajectory can interfere with the robot
motion.

The proof of the Main Theorem uses in an essential manner certain techniques



CURVATURE AND PARETO OPTIMAL COORDINATION 1699

from geometric group theory, namely, the geometry of CAT (0) spaces (see, e.g., [8])
and certain normal forms for groups acting on CAT (0) cubical complexes (as in [21]).
These tools are applicable to the proof of the Main Theorem thanks to the following
lemma.

Main Lemma. Let X be a cylindrical coordination space. Then X is locally
CAT(0).

This lemma is a broad generalization of the result by Abrams [1] that configuration
spaces of graphs are locally CAT(0) in the product metric.

Though it falls outside the scope of this paper, the CAT (0) techniques we develop
here are directly applicable to the problem of computing normal forms of Pareto
optimal paths. See [14] for an exact algorithm for computing Pareto optimal paths in
a cylindrical coordination space.

1.3. History. The problem of coordinating robots along fixed roadmaps can be
considered as a special case of general motion planning for multiple robots. Previous
approaches to multiple-robot motion planning are often categorized as centralized or
decoupled. A centralized approach typically constructs a path in a composite configu-
ration space, which is derived from the Cartesian product of the configuration spaces
of the individual robots (see, e.g., [5, 6, 27]). A decoupled approach typically generates
paths for each robot independently and then considers the interactions between the
robots (see, e.g., [9, 12, 22]). The results of this paper are for decoupled coordination.

The approach in [12] prioritizes the robots and defines a sequence of planning
problems for which each problem involves moving one robot while those with higher
priority are considered as predictable, moving obstacles. This involves the construc-
tion of two-dimensional path-time space [17] over which the velocity of the robot is
tuned to avoid collisions with the moving obstacles.

In [3, 7, 11, 25, 22, 28] robot paths are independently determined, and a co-
ordination diagram is used to plan a collision-free trajectory along the paths. The
approaches in [3, 25] additionally consider dynamics. In [18, 30], an independent
roadmap is computed for each robot, and coordination occurs on the Cartesian prod-
uct of the roadmap path domains. The suitability of one approach over the other
is usually determined by the trade-off between computational complexity associated
with a given problem and the amount of completeness that is lost. In some appli-
cations, such as the coordination of automated guided vehicles, the roadmap might
represent all allowable mobility for each robot.

2. Definitions.

2.1. Coordination spaces. This paper concerns the coordination of N robots,
each having a roadmap Γi (a graph within the configuration space of the ith robot)
precomputed independently of the other robots. All graphs are assumed finite and
possessed of an intrinsic metric (inherited from the configuration space in which it
resides).

Definition 2.1. A roadmap coordination space of graphs {Γi}N1 is any space of
the form

X =

(
N∏
i=1

Γi

)
−O,(2.1)

where O denotes an (open) obstacle set.
Assumption 2.2. For the remainder of the paper, all coordination spaces are

assumed to have obstacle sets which are sufficiently nice. Namely, the boundary
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of the obstacle set, ∂O, is piecewise real-analytic and collared : there exists some
embedding of ∂O × [0, 1] ↪→ X which takes ∂O × {0} → ∂O via the identity map.

This assumption rules out obstacle sets O for which the system “locks up” in
a singular configuration. The piecewise smoothness condition for ∂O is imposed to
avoid discussions of chattering and nonrectifiable paths.

Example 2.3. A special class of a roadmap coordination space arises when all
of the graphs Γi are identical and the obstacle set is an open neighborhood of the
collision set {xi = xj : for some xi ∈ Γi ; xj ∈ Γj ; i �= j}. In this case, one can
consider the workspace to be the graph itself, and the roadmap coordination space is
precisely the configuration space of N labeled points on the graph.

In practice, a large class of coordination spaces arise by assigning as illegal states
O those configurations for which there is a collision between robots in the common
workspace. For such a system, the obstacle set O has a very particular “cylindrical”
structure since all collisions are determined by pairwise data.

Definition 2.4. A coordination space X is said to be cylindrical if O is of the
form

O =
⋃
i<j

{
(xk)

N
1 ∈

N∏
k=1

Γi : (xi, xj) ∈ Δi,j

}
(2.2)

for some (open) sets Δi,j ⊂ Γi × Γj, where 1 ≤ i < j ≤ N .
That is to say, a cylindrical coordination space is one for which illegal states

are determined by pairwise configurations. If two robots have collided, it makes no
difference what the positions or configurations of the remaining robot are—this state
still counts as an illegal “collision” state.

Configuration spaces of graphs are examples of cylindrical coordination spaces,
since the obstacle set O is the union of (neighborhoods of) sets of the form {xi =
xj : i �= j}. Noncylindrical coordination spaces arise when the legality of a potential
collision between two robots is dependent upon the configuration of a third, e.g.,
hallways in the workspace through which two but not three robots can squeeze.

2.2. Pareto optimality. Pareto optimization refers to optimization of vector-
valued functions [23]. In the context of robotics applications, Pareto optimization
arises when distinct robots possess distinct goals and cost functions for evaluating
performance. Each robot wishes to optimize its cost function independently of the
others.

Mathematically, this is characterized as follows. Given a parameterized path
γ : [0, T ] → X in a coordination space, each robot executes the projected path γi =
proji ◦ γ, where proji denotes projection onto the ith factor. Given cost functions
{τi}, i = 1, . . . , N , the cost vector for γ is the vector τ(γ) = (τi(γi))

N
i . The case in

which τi measures elapsed time from start to goal is an important and characteristic
example, though more general cost functions are allowed.

Assumption 2.5. We restrict our attention to parameterized paths which are
admissible, meaning that velocity vectors have all components bounded above by
one. There are no restrictions on acceleration: only velocity is bounded. It will be
assumed for simplicity that the cost functions τi agree with elapsed time. To change
the velocity bound or the cost function, one can perform a simple rescaling of the
geometry of the coordination space.1

1The assumption about potentially unbounded acceleration is not so easily skirted. The results
of this paper are unknown in that case.
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Fig. 1. Left: the unique locally and globally Pareto optimal path between corners of a rectangle
with regards to elapsed time; right: an envelope of Pareto optimal paths weaving through obstacles
forms a single equivalence class.

A path γ : [0, T ] → X is Pareto optimal if and only if τ(γ) is minimal with respect
to the partial order on vectors:

τ(γ) ≤ τ(γ′) ⇔ τi(γi) ≤ τi(γ
′
i) ∀ i = 1, . . . , N.(2.3)

The local Pareto optima compose the set of all optima for all monotone scalarizations
(such as, e.g., average time-to-goal and nonlinear generalizations thereof) as stated in
the following theorem.

Lemma 2.6. For any scalarization f : R
n → R with ∂f/∂xi > 0, all minima of

f ◦ τ are global Pareto optima.
Proof. Given any minimizer for f ◦ τ which is not globally Pareto optimal, there

exists a path which decreases some τi without increasing any of the others; by mono-
tonicity, this decreases the f -value of the path, which is a contradiction.

In some cases, locally Pareto optimal paths are unique. In the rectangular coordi-
nation space of Figure 1 (left), there is a unique locally (and globally) Pareto optimal
path. The diagonal of the rectangle is not locally Pareto optimal unless the rectangle
is a square.

Locally Pareto optimal paths are usually not unique. Two paths γ and γ′ are
Pareto equivalent if and only if they are homotopic through locally Pareto optimal
paths which are equal in the partial order; i.e., τ(γ) = τ(γ′). Figure 1 (right) illus-
trates a single locally Pareto optimal class with many representatives. We show in sec-
tion 3 that certain roadmap coordination spaces admit a continuum of locally/globally
Pareto optimal classes.

2.3. A little topology. Experts can safely bypass this brief primer of the topo-
logical concepts used throughout the paper. See, e.g., [15] for a comprehensive treat-
ment.

Given a topological space X, a path is a (continuous) map α : [0, 1] → X. Two
paths α and α′ sharing identical endpoints are said to be homotopic if there exists a
continuous 1-parameter family of paths {αt}1

0 satisfying (1) α0 = α; (2) α1 = α′; and
(3) αt has the same endpoints for all t.

Topologists keep track of different homotopy classes of paths by computing a
more general object: the fundamental group. Given a fixed basepoint x0 ∈ X, the
fundamental group π1(X,x0) is defined to be the set of homotopy equivalence classes
of paths in X which have endpoints at x0. The group operation is concatenation of
paths: α ∗ β means “do α then do β.” This is well defined (since all endpoints are
x0) and yields a group with identity element the contractible loops in x. For path-
connected spaces, π1(X,x0) is independent of the basepoint x0 (up to isomorphism of
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Fig. 2. The case of two disc-like robots translating along edges (left) yields a two-dimensional
coordination space with a disc obstacle possessing two globally Pareto optimal classes (center). Three
robots with a spherical obstacle possess a continuum of globally Pareto optimal classes (right).

groups), and one may unambiguously denote the fundamental group π1(X). A simply
connected space X is one which is connected and has π1(X) a trivial group.

Any space X which has a reasonably nice local structure (e.g., a cell complex)
and a nontrivial fundamental group can be “unwrapped” to a larger simply connected
space which is locally indistinguishable from X. The universal cover of X, X̃, is
defined to be a simply connected space along with a projection map p : X̃ → X which
is locally a homeomorphism. For example, the universal cover of the circle S1 is R

with the projection p : x �→ x mod 1.

3. Examples. We illustrate a few examples of simple coordination spaces and
globally Pareto optimal path classes.

Example 3.1. Consider the case where N = 2, Γ1 = Γ2 = [−2, 2], and O =
{(x, y) : x2 + y2 < 1}, which corresponds to a pair of identical disc-shaped robots
sliding along interval roadmaps which intersect in the workspace at right angles. There
are exactly two globally Pareto optimal classes of paths from (−2,−2) to (2, 2), as
illustrated in Figure 2 (left). The difference between these two paths lies in which
robot decides to pause in order to allow the other to pass through the intersection.
Note also that this is a cylindrical coordination space and hence satisfies the Main
Theorem above.

Example 3.2. We modify the previous example by letting N = 3 and choosing O
to be a round ball of radius 1 at the origin. By the symmetry of X about the diagonal
of the cube, it is clear that there is a circle’s worth of paths which begin at (−2,−2),
trace a straight line which is tangent to O, and then exit this sphere tangentially with
slope 1. The projection of this family of paths to the first two coordinates includes
as special cases the distinct Pareto optima of Example 3.1, as well as a continuum of
paths whose goal times continuously interpolate the two. Hence, there is a continuum
of globally Pareto optimal classes.

Note that the symmetry in these problems is not crucial: the number of globally
Pareto optima in both examples is robust to small perturbations in O. Note as well
that the obstacle set in Example 3.2 is not generated by pairwise collisions of the
robots; the obstacle set is determined by the positions of all three robots.

Example 3.3. Coordination problems without the fixed path constraint can have
continua of optima more easily than in the fixed path case. Consider the problem of
translating two unit squares in the plane in such a way as to exchange their positions.
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Assume that the squares are centered at (−1, 0) and (1, 0). It is straightforward to
exhibit a continuous family of distinct globally Pareto optimal classes. Extrema of
this family consist of those coordinations for which one square translates exclusively
in the horizontal direction, while the other square moves vertically in order to get out
of the way. The intermediate coordinations involve one square translating up by an
amount 0 < h < 1 and the other translating down by a total amount 1 − h. This
example works with arbitrary translations or with translations restricted to coordinate
axis directions.

4. Discretization. Coordination spaces come equipped with a natural geometry
as a subset of a (flat) product of metric graphs. For the remainder of this paper,
we consider the path metric—the distance between points is defined in terms of the
length of a shortest path (geodesic) between the points. Our tools for dealing with
coordination spaces stem from knowledge of the geometry of the path metric.

4.1. Nonpositive curvature. Let (X, d) denote a complete metric space for
which local geodesics exist: between any two sufficiently close points p, q ∈ X, there
exists a path in X whose length is equal to d(p, q). The notion of curvature bounds
for such spaces is classical and can be found in the work of, e.g., Alexandrov (see [8]
for references and a comprehensive introduction). We repeat that it is not necessary
for X to be a manifold, much less smooth. In this “synthetic” approach to geometry,
one interrogates a space with geodesic triangles.

For each triple of points p, q, r ∈ X, draw the triangle in X with geodesics pq, qr,
and rp. Let p′, q′, and r′ denote three points in the Euclidean plane E

2 forming a
comparison triangle whose edges have length d(p, q), d(q, r), and d(r, p), respectively.
Choose a pair on points s and t on the edges of the geodesic triangle in X; then,
consider the corresponding points s′ and t′ in E

2. The CAT (0) inequality2 for X is
the following: for every p, q, r in X, and for every s, t, one has d(s, t) ≤ ‖s′ − t′‖,
where ‖ · ‖ denotes the Euclidean norm in E

2.
Definition 4.1. A complete geodesic space X is CAT(0) if the CAT (0) inequal-

ity holds for each geodesic triangle in X. A geodesic space X is nonpositively curved
or NPC if it is locally CAT (0), that is, if the CAT (0) inequality holds for sufficiently
small geodesic triangles in X.

Otherwise said, X has nowhere positive curvature if small geodesic triangles in X
are “no fatter” than similar triangles in the Euclidean plane: see Figure 3. By assign-
ing the appropriate definition of angles in a geodesic metric space [8], this condition
translates into saying that the sum of the angles of a geodesic triangle in an NPC
space is no larger than π. It is a standard fact that X is CAT (0) if and only if it is
NPC and simply connected [8].

The existence of some metric of nonpositive curvature on a space X implies several
strong results about the topology and geometry of X. For example [8]: (1) the
universal cover of X is contractible; (2) the fundamental group π1(X) has no torsional
elements; and, most importantly for our purposes, (3) geodesics on X are unique up
to homotopy, fixing the endpoints.

The problem of determining when a space is CAT (0) or NPC is surprisingly easy
for piecewise-Euclidean cube complexes, that is, spaces built from Euclidean cubes
glued together along faces. Since the individual cubes are flat, any nonzero curvature,
if it exists in the complex, must be focused along the faces and detectable at the

2The term “CAT” is Gromov’s, used in deference to the work of Cartan, Alexandrov, and To-
ponogov. Alternately, one can take this as comparare ab triangulos (“to compare by triangles”).
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Fig. 3. The coordination space of Example 3.1 is NPC (left) since triangles are “skinnier” than
their Euclidean counterparts (center), whereas that of Example 3.2 is not NPC (right).

Fig. 4. Vertices detect curvature for a cube complex: from left to right, positive, zero, and
negative curvature in two-dimensional cube complexes. The link condition holds for the latter two
of these complexes.

vertices of the cube complex. Intuitively, positive curvature arises whenever there is
a convex “corner” in the complex.

More specifically, let v denote a vertex of a cube complex X. The number and
types of cubes in X which have a corner at v are encoded in a combinatorial object
called the link of v; see, e.g., [8] for details. The following result of Gromov (which we
have translated into simpler language for clarity) characterizes nonpositive curvature
in terms of this structure and is therefore called the link condition.

Theorem 4.2 (Gromov’s link condition). A piecewise Euclidean cube complex
is NPC if and only if the following holds for each vertex v. Given any set of K ≥ 3
edges of X incident to v, any pair of which are part of a square in X, all K edges are
part of a K-dimensional cube with corner at v.

This is illustrated for several two-dimensional complexes in Figure 4. The in-
tuition behind this theorem is that positive curvature in a cube complex is entirely
determined by the presence of a “sharp” corner.

4.2. Discretized coordination spaces. The key step in our analysis of cylin-
drical coordination spaces is a spatial discretization of them into cubical complexes.
Discretized configuration spaces have recently been used in other robotics contexts
[1, 2, 13].

Consider a coordination space X for roadmaps {Γi}. For simplicity, assume that
all the edge lengths of the graphs Γi are rationally related. Because of this, one may
choose a length δ > 0 so that all edge lengths are integer multiples of δ. Denote by

Γ
(n)
i the graph obtained from Γi by subdividing it into edges of length 2−nδ.
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Definition 4.3. For each n ≥ 0, denote by X (n) ⊂ Γ
(n)
1 ×· · ·×Γ

(n)
N the maximal

closed subcomplex of the product cubical complex which does not intersect the obstacle
set O. This cubical complex is called the stage-n discretized coordination space.

The cubical nature of these spaces forms a convenient structure with which to
manipulate paths. Our strategy is to approximate locally Pareto optimal paths with
paths which follow along the diagonals of cubes in X (n) for n sufficiently large. Work-
ing with these cube paths will allow us to skirt such technical issues as regularity of
paths. The following result is crucial.

Theorem 4.4. Cylindrical coordination spaces are NPC.
Proof. By assumption, all coordination spaces in this paper are complete geodesic

metric spaces under the path metric. We begin by showing that X (n) converges to X
in the Hausdorff sense; i.e., given any point p ∈ X and an ε > 0, there exists an M > 0
such that an ε-neighborhood of p intersects X (n) for all n > M . This is certainly true
for p in the interior of X , since p is bounded away from O. Since X is collared, points
in the boundary of X are limits of points in the interior, and convergence follows.

It is known that a complete NPC space which is the Hausdorff limit of NPC spaces
is itself NPC (see [8, Lemma II.3.10(1)], which is stated for CAT (0) spaces; apply this
to the universal covers of X and X (n) to obtain the result). Hence, it suffices to show
that X (n) is NPC.

Since these are cubical complexes, Gromov’s link condition is necessary and suf-
ficient to show NPC. Therefore, let v be any vertex of X (n). Assume that there is a
collection of K ≥ 3 edges {ei}K1 incident to v that pairwise bound squares in X (n).
Each ei corresponds to an edge of Γα(i) for some indexing α satisfying α(i) �= α(j) for
all i �= j. The square bound by edges ej and ek corresponds to a square in

Γα(j) × Γα(k) − Δα(j),α(k)

for each j and k. By the cylindrical structure of the holes in X , the product of the
edges {ei} is a K-dimensional cube in

∏m
1 Γα(i) which does not intersect Δα(j),α(k)

for any pair j, k. This therefore defines a K-dimensional cube in X (n) spanning the
edges. The link condition is satisfied.

Theorem 4.4 generalizes a number of known results about NPC configuration
spaces, especially the results of [1] about configuration spaces of points on graphs,
and more general “colored” configuration spaces of graphs.3

4.3. Cube paths. The spatial discretization of coordination spaces extends to
a discrete version of paths. The following notion of discrete paths is crucial to future
proofs.

Definition 4.5. Let X denote a cubical complex. A cube path from vertices v0

to vN in X is an ordered sequence of closed cubes C = {Ci}N1 of X which satisfy (1)
Ci ∩ Ci+1 = {vi}, a vertex; and (2) Ci is the smallest cube of X containing vi−1 and
vi. A cube path is said to be normal if in addition for all i, (3) Ci+1 ∩ St(Ci) = vi,
where St(Ci) is the star of Ci (all cubes in X, including Ci, which have Ci as a face).

To each cube path is associated a piecewise linear (PL) path in X given by the
chain of straight line segments from vi to vi+1 for i = 0, . . . , N − 1: see Figure 5.
Roughly speaking, a normal cube path is one which uses the highest dimensional
cubes as early as possible in the path.4 This hints at the intuition of normal paths as

3This proof is simpler than that of Abrams in that it requires no direction computation of the
homotopy groups of the Hausdorff limit.

4These paths are called “normal” in [21] since they are used to generate normal forms for lan-
guages of fundamental groups acting on CAT (0) cube complexes.



1706 ROBERT GHRIST AND STEVEN M. LAVALLE

Fig. 5. Examples of normal cube paths (with the diagonals highlighted).

locally Pareto optimal, an intuition which we demonstrate is entirely justified. The
key fact about normal cube paths is that, like geodesics on an NPC space, they are
unique up to homotopy.

Corollary 4.6. Any cube path between vertices of X (n) is homotopic to a unique
normal cube path.

Proof. This is true for any NPC cube complex via Proposition 3.3 of [21]. By
Theorem 4.4, this holds for X (n).

5. Topological bounds on Pareto optima. In this section we demonstrate a
uniqueness result for locally Pareto optimal classes. The strategy of our proof is to
show that any locally Pareto optimal path class in X contains a representative which
is a limit of normal cube paths in X (n). For the remainder of the paper, X will denote
a cylindrical roadmap coordination space.

The geometry on X is that defined by the path metric: the metric distance
between points of X is defined to be the length of a geodesic path between the points.
Unless otherwise noted, the default notion of length is the standard length obtained
by integrating the �2 norm of the velocity vectors over the path. Other notions of
length are useful. Given a velocity vector, the �∞ norm of that vector is the usual
definition: in this case, the maximal speed of the AGVs is traveling at that instant.
The �∞ length of a path in X is the integral of the �∞ norm of the velocity vectors
over the path. This �∞ length measures the total elapsed time that the AGVs take to
execute the coordination implied by the path. As such, �∞ geodesics between points
correspond to “fastest” coordinations.

Lemma 5.1. Any �∞ geodesic path on X can be C0- and �∞-approximated by a
cube path in X (n) for n sufficiently large.

Proof. Given an �∞ geodesic α, those portions of the curve which lie near ∂O
may not be in X (n). However, given the embedded collar Φ : ∂O × [0, 1] ↪→ X from
Assumption 2.2, the curve α can be pushed into the interior of X by increasing the
second coordinate of Φ. This yields a curve β which avoids ∂O, is freely homotopic
to α, and is both C0 and �∞-close.

We next approximate β by a cube path. Since the image of β is compact, there
exists an ε > 0 so that a tube of radius ε about the image of β does not intersect ∂O.
Choose n so that the grid size δ = 2−n is less than ε. Modify β so that its endpoints
are at vertices of X (n). Consider the vertex v0 = β(0) and the �∞ balls Br = B∞

r (v0)
of radius r about v0 in X (n). Let w1 = β ∩ ∂Bδ and w2 = β ∩ ∂B2δ.

Let F = Bδ(v
0) ∩ Bδ(w

2). Clearly, w1 ∈ F , and for any x ∈ F it holds that
the PL path v0 → x → w2 is of the same �∞ length as the restriction of β to this
neighborhood. We claim that F contains a vertex of the grid structure on X (n). To
see this, note that F is a subset of some face of Bδ defined by the set of all points



CURVATURE AND PARETO OPTIMAL COORDINATION 1707

v0v0v0

w1

w2w2w2
v1

Fig. 6. Approximation of a path by a cube path.

x = (xi) such that

xi ∈ [v0
i − δ, v0

i + δ] ∩ [w2
i − δ, w2

i + δ], i = 1, . . . , N.(5.1)

Since these intervals have the same length, it follows that either v0
i − δ or v0

i + δ
lies within the intersection for each i. Therefore, F contains a gridpoint v1 of X (n),
and we may replace the segment of the path β with a PL path from v0 to v1 to
w2: see Figure 6. Repeat the argument inductively, beginning at the vertex v1 and
considering the �∞ balls about v1 of radius δ and 2δ.

Marching along yields a PL path passing through vertices of X (n) which are
sequentially of �∞ distance δ. This is therefore a cube path in X (n). This completes
the proof of the lemma, as all modifications are homotopies within a neighborhood of
the initial path α.

Lemma 5.2. Let α be a locally Pareto optimal path on X . One can find homotopic
cube paths with endpoints close to those of α such that all the goal times approximate
those of α.

Proof. Any locally Pareto optimal path is a concatenation of paths which
go from the attainment of the ith goal to the (i + 1)st goal. Each of these sub-
paths is an �∞ geodesic whose �∞ length contributes to the elapsed time. Applying
Lemma 5.1 inductively to these subpaths gives a path which approximates all the
elapsed times.

A simple algorithm, LeftGreedy, converts a cube path C into a normal cube
path by sweeping along C from left to right, comparing the star of each cube with
its neighbor to the right (line 3) and shifting the common directions to the left cube
(lines 4–5).

Algorithm 1. LeftGreedy(C).

Require: C = {Ci}m1 is an �∞ geodesic cube path
1: while C is not normal do
2: for i = 1, . . . ,m do
3: Z ← Ci+1 ∩ St(Ci)
4: Ci+1 ← Ci+1/Z
5: Ci ← Ci × Z
6: end for
7: end while

Lemma 5.3. Given a locally Pareto optimal cube path C, LeftGreedy(C) is a
normal cube path which is Pareto equivalent to C.
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Proof. Since common directions are shifted to the left, each sweep through C for
which Ci+1 ∩ St(Ci) �= {vi} for some i strictly decreases the positive integer-valued
function

∑
i i · dim(Ci); hence, convergence.

To argue that LeftGreedy can be executed through Pareto equivalence, note first
that the shifting process of lines 4–5 results in a homotopic path, since all modifications
take place within St(Ci) ∪ Ci+1. If the jth coordinate xj reaches its goal at vertex
vi of C, then all subsequent vertices vk (k ≥ i) lie within the hyperplane of X having
the same jth coordinate. Hence, in line 3, the common factor Z is trivial in the
jth coordinate for vi and beyond. Thus, the time-to-goal for xj is unchanged by
steps 4–5.

We now may prove the Main Theorem.
Theorem 5.4. Locally Pareto optimal path classes on X are in bijective corre-

spondence with homotopy classes of paths (fixing the endpoints).
Proof. Existence of a locally Pareto optimum does not rely on the cylindrical

nature of X , but rather on the fact that it is compact and piecewise real-analytic.
Via Lemma 2.6 applied to each homotopy class, the existence of a locally Pareto
optimal path is guaranteed by the existence of a path which minimizes some monotone
scalarization of the cost function, e.g., average time-to-goal. For fixed endpoints, this
scalar function is positive and bounded below over the space of piecewise real-analytic
paths in a given homotopy class.

The classification theorem relies on the cylindrical nature of X . Assume there
are two locally Pareto optimal paths, α and α′, which are homotopic. Approximate
these paths by cube paths C and C′ on X (n) for some large n via Lemma 5.2. The
approximations C and C′ are homotopic in X to α and α′, respectively: we claim that
C and C′ are homotopic in X (n). Since α and α′ are homotopic in X , there exists a
map of a closed disc into X whose boundary is sent to α ∗ (α′)−1 (that is, the loop
obtained by concatenating loop α with the reverse of the loop α′). The collar Φ from
Assumption 2.2 which is used to push α and α′ into the interior of X (n) also pushes
this spanning disc into the interior. Thus, the paths C and C′ are homotopic within
X (n).

Feed these cube paths into the algorithm LeftGreedy. Via Lemma 5.3, the out-
puts are normal cube paths which are Pareto equivalent to C and C′, respectively. By
Corollary 4.6, C and C′ are the same path and hence have the same output times.
Therefore, α and α′ have output times which are arbitrarily close.

This implies that the locally Pareto optimal classes are “discrete” and cannot
arise in continua as in the noncylindrical case. It does not automatically follow that
there is a bound on the number of globally Pareto optimal paths, since any cylindrical
coordination space X which is not simply connected must have a countably infinite
number of homotopy classes of paths. However, since the obstacle set is collared, the
fundamental group of X is finitely generated, and, apart from this finite collection of
generators, all other paths “wrap around” a loop multiple times. One rightly suspects
that such repetition makes everyone’s arrival times later and thus cannot be a globally
Pareto optimal solution. We make this intuition rigorous below.

Theorem 5.5. The number of globally Pareto optimal paths between fixed end-
points on X is finite.

Proof. Fix endpoints and consider {γi}∞1 an infinite collection of nonequivalent
globally Pareto optimal paths. By Theorem 5.4, all these are in different homotopy
classes. The endpoints of these paths in the universal cover must be an unbounded
discrete set, whose �∞ lengths tend uniformly to infinity, after taking a subsequence
and reordering.
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Denote by {T j
i }

j=1,...,N
i=1,...,∞ the j = 1, . . . , N goal times of the path γi. By the pigeon-

hole principle, one may assume (after taking a subsequence) that for some k, T k+1
i ≥

T k
i + i for all i. By compactness of X , the set of points {γi(T k

i )} has an accumulation
point xk. Likewise, the set of points {γi(T k+1

i )} has an accumulation point xk+1. For
all i large, a small perturbation to the path γi after T k

i in a neighborhood of xk and

xk+1 reduces T j
i by more than i− 1 for each j > k, without increasing any other goal

times. This contradicts the assumption of globally Pareto optimal paths.
Corollary 5.6. There exists a finite bound on the number of globally Pareto

optimal classes on X between fixed endpoints which is independent of the endpoints.
Proof. For each fixed pair of endpoints in X × X , there is a finite number of

globally Pareto optimal classes via Theorem 5.5. The bound extends to small open
neighborhoods in X × X via the same argument. Thanks to the compactness of X ,
this open cover restricts to a finite subcover.

This completes the proof of the Main Theorem.

6. Computing locally Pareto optima. The proof of the Main Theorem re-
veals a technique for computing “canonical” representatives for the locally Pareto
optimal classes. One observes from the proof that passing to a sufficiently fine cubical
discretization of the coordination space and choosing a normal cube path between
endpoints yields an approximation to a locally Pareto optimal path. Normal cube
paths are not difficult to compute, given the cubical approximation—one simply cuts
across as many diagonals as early as possible in the path.

However, this procedure is not optimal as a means of generating representatives
of a Pareto equivalence class, since it involves a potentially large and expensive dis-
cretization step and yields only an approximation to the desired optimum. A less
expensive approach that yields the true locally Pareto optimal representative path
comes from deriving a “continuous” version of a normal cube path which does not
rely on having a cubical structure at all. These paths, called left-greedy normal paths,
are well defined, unique up to homotopy, and locally Pareto optimal.

A companion paper [14] to this one gives proper definitions of left-greedy normal
paths, along with algorithms for their computation, complexity bounds, and imple-
mentation in the context of coordinating several irregular-shaped robots translated
along planar tracks. It is an interesting feature that the algorithms for computing
these locally Pareto optimal paths rely crucially on the nonpositive curvature of the
underlying coordination space.

7. Moving obstacles. Assume that, as before, we have N robots which traverse
roadmaps {Γi}N1 . If, as will typically occur, the obstacle set O is defined by pairwise
collisions, then the resulting coordination space X will be cylindrical and the finiteness
bounds apply.

Assume now that there are additional objects which, like the robots, move through
the shared environment but, unlike the robots, are not controllable. These objects
move along predetermined trajectories in the workspace. We make no assumptions
about their speed, shape, or motion.5 We assume only that the trajectory through
the workspace is a fixed function of time. Such a system gives rise to a roadmap
coordination system with moving obstacles.

We consider the problem of determining locally Pareto optimal coordinations of
the N robots through the workspace, where all admissible paths are those which avoid

5Indeed, the moving obstacles may, during their trajectory, change shape, speed, or even connec-
tivity.
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collision with the moving obstacles. Our strategy is to augment the coordination space
by adding one dimension for time, similar to the methods used in [17, 25].

Theorem 7.1. Any roadmap coordination system with moving obstacles possesses
a finite number of globally Pareto optimal classes of paths.

Proof. Let X denote the coordination space of the N robots obtained by ignoring
the additional obstacles. We will build an augmented coordination space of the form
X ⊂ [0, T ] ×

(∏N
k=1 Γk

)
. Encode the positions of the moving objects as a time-

parameterized subset of the workspace (where, without loss of generality, 0 ≤ t ≤ T
for some T ). For each 1 ≤ i ≤ N , denote by Oi ⊂ [0, T ] × Γi the set of points of the
form (t, xi), where the ith robot in configuration xi is in collision with the moving
obstacles’ positions at time t. We define X via the obstacle set

O = ([0, T ] ×O)
⋃
i

{
(t, x1, . . . , xN ) ∈ [0, T ] ×

N∏
k=1

Γk : (t, xi) ∈ Oi

}
.(7.1)

Claim 1. The augmented coordination space X is cylindrical.
To prove this, note that X is obtained from [0, T ]×

∏
i Γi by removing sets defined

either from O or from Oi. These are all pairwise defined cylindrical subsets.
This completes Claim 1.
We now apply the same proof to X with two key modifications. The first is that

the time direction [0, T ] in X is rigid: all admissible paths in X must travel with
unit speed in the t-direction. The second is that the endpoint is variable: paths start
at the point (0, p) and end at (T ′, q) for some fixed p, q ∈ X and for some variable
T ′ ≤ T .

For the moment, assume that T ′ is fixed.
Claim 2:. The number of admissible globally Pareto optimal paths from (0, p) to

(T ′, q) is finite.
To prove this, one shows that the proofs of Theorems 5.4 and 5.5 apply to ad-

missible paths (those with unit speed in the t-direction). Not all homotopy classes
of X are represented, but only those which have unit speed in the t-direction. The
crucial observation for the analogue of Theorem 5.4 is that Algorithm 1 applied to
a path with unit speed in the t-direction preserves this property. The analogue of
Theorem 5.5 in this setting is unchanged.

This completes Claim 2.
In the general case, the endpoint has t-coordinate T ′. For each such T ′ there is a

finite set of globally Pareto optimal paths in X .
Claim 3. The projections of these globally Pareto optimal paths in X to X are

independent of T ′ for T ′ sufficiently large.
To prove this, assume that C′ is a normal cube path from (0, p) to (T ′, q) in X .

Let C denote the cube path obtained by appending to C′ the straight line segment
from (T ′, q) to (T, q). Claim 3 follows if C is also a normal cube path.

Assume that C is not normal. Then, since both pieces of C are normal (C′ and
the segment (T ′, q) → (T, q)), the normal condition must fail precisely at the vertex
(T ′, q). This would imply that the star of the last cube in C′ intersects the segment
(T ′, q) → (T, q); hence, the last cube of C′ had no component in the t-direction.
However, this is a contradiction, since C′ is an admissible path with constant speed 1
in the t-direction.

This completes Claim 3 and the theorem.
The problem of computing locally Pareto optimal paths in this case is no different

from that in the stationary obstacle case of the previous sections. The motion of
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Fig. 7. As one approximates the obstacle of Example 3.2 by finer and finer cubes, the number
of normal cube paths from one corner to its antipode grows exponentially.

the obstacles is incorporated in the geometry of the coordination space in the time-
dimension.

8. On positive curvature. We claim that the crucial reason for the finiteness
bound is that the cylindrical coordination spaces can be approximated by cubical
complexes without any vertices of positive curvature. For more general coordination
spaces, all the steps of the proof of the finiteness bound hold except the uniqueness of
normal cube paths up to homotopy.

For example, if one approximates the space of Example 3.2 by discretizations
X (n), then, as before, there are a finite number of normal cube paths. For example,
in X (2), O is approximated by a cube and there are exactly three normal cube paths.
However, they are not unique up to homotopy, and the number of such paths grows
exponentially in the discretization step n, giving rise to the continuum of optima in
the limit; see Figure 7.

The positive curvature in Example 3.2 is transparent: the obstacle set O clearly
has a positively curved boundary. But in Example 3.3, the positive curvature is more
subtle and arises from the fact that the obstacle set O is not axis-aligned. Consider
first the case in which the squares have full mobility in all directions. We discretize
this X to a cube complex by letting edges correspond to sliding a square in either
the horizontal or vertical direction. Higher dimensional cubes correspond to slides
which “commute” (they are compatible without causing a collision between the two
squares).

We claim that positive curvature is created in the discretization. It suffices to
demonstrate the failure of the link condition, namely, to show that there exists a
triple of edges which pairwise commute but which together yield an illegal state. This
is illustrated in Figure 8. Each pair of the three moves exhibited there commutes
(with one pair generating a diagonal slide), but all three performed simultaneously
generates a collision.

There is one last type of failure on which we remark. If we modify Example 3.3 so
that squares are constrained to slide solely in the horizontal and vertical directions,
then, indeed, the discretized cube complex now has no positive curvature, since sliding
the same square horizontally and vertically no longer constitutes commutative moves.
Because of this, however, there are nontrivial loops in π1(X ) generated by moving a
single square north-east-south-west in turn. There is one such loop for each vertex
in X (n), and the length of the loop is four times the discretized edge length. As
n → ∞, the number of such loops becomes arbitrarily large while their lengths become
arbitrarily small: there is a “froth” of π1. Even though normal cube paths (and hence
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Fig. 8. The link condition fails for cubical approximations to the coordination space of Exam-
ple 3.3: the three translations shown can be performed simultaneously pairwise, but performing all
three at once causes a collision.

locally Pareto optimal representatives) are unique up to homotopy, the number of
such homotopy classes blows up exponentially. In this case, the argument involving
π1 being finitely generated no longer holds, and, indeed, there are an uncountably
infinite number of globally Pareto optimal paths in the limit.

9. Conclusion. The techniques we have introduced here—CAT (0) geometry
and nonpositive curvature—are very classical concepts. Yet their applications outside
of geometry and algebra are in the very beginning stages, and we are hopeful that
other problems in robotics and optimization will benefit from these perspectives. We
end by noting that the problem of computing global Pareto optima is not dissimilar
to that of computing Euclidean geodesics. It is well known that computing shortest
paths in three dimensions is NP-hard in general [10] (see, e.g., [19] for an up-to-date
account of hardness results for geodesics). It is worth noting that every example
surveyed in [19] which has an NP-hard geodesic problem is not a CAT (0) space. It
would be a good omen for the applicability of CAT (0) techniques if the geodesic
problem simplified in the case of CAT (0) spaces in general. In a parallel application,
pursuit-evasion problems on domains of dimension greater than two depend crucially
on the geometry and topology of the domain. For certain pursuit games, the existence
of a successful pursuit strategy can be guaranteed on a CAT (0) space [4].
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Abstract. This article presents a state space output regulation theory for linear infinite-
dimensional systems (with bounded control, observation, and feedthrough operators) in which the
reference and disturbance signals are bounded and uniformly continuous. Output regulation prob-
lems are posed and solved for both feedforward and error feedback controllers. Furthermore, under
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1. Introduction. The term output regulation is usually associated with the sta-
bilization of a dynamical system and asymptotic tracking of a given class of reference
signals under a given class of disturbances. Controllers which achieve output regu-
lation are often either of feedforward or feedback type. For finite-dimensional linear
systems and simple reference/disturbance signals generated by systems of linear ordi-
nary differential equations, such output regulation problems were studied intensively
in the 1970s. A complete solution now exists for both feedback and feedforward con-
trollers, e.g., in the work of Francis, Wonham, and Davison [8, 10, 11, 26]. In addition
to this, the necessary structure of a feedback controller which solves the output regu-
lation problem is well known; it is formulated as the internal model principle—one of
the cornerstones in classical automatic control theory. The principle asserts, roughly,
that output regulation can be achieved only if the control system encapsulates a model
of the dynamical structure of the reference/disturbance signals [10, 11].

The work of Francis and Wonham initiated what is nowadays known as geometric
output regulation theory. This terminology stems from the fact that they studied out-
put regulation problems in geometric terms, such as subspace inclusions. During the
past two decades several authors have extended this theory to infinite-dimensional sys-
tems. In the early 1980s Schumacher [21] constructed finite-dimensional controllers for
infinite-dimensional plants in which the system operator has compact resolvent and
a complete set of generalized eigenfunctions. His solution of the output regulation
problem is also expressed in geometric terms (cf. Theorem 3.1 in [21]). Several years
later Byrnes et al. [3] generalized Francis’s theory [10] for infinite-dimensional systems
in such a way that the geometric conditions were replaced by the so-called regulator
equations. These equations (which are in fact also present in the finite-dimensional
case [10] and in a certain form in [21]) express the geometric conditions in an alge-
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braic way, hence simplifying solution of the output regulation problem. Byrnes et al.
[3] showed that solvability of the feedforward regulation problem, solvability of the
error feedback regulation problem, and solvability of the regulator equations are all
equivalent to each other provided that the plant and the finite-dimensional exogenous
signal generator have sufficient stabilizability properties.

In the above approaches towards solving output regulation problems the class of
admissible signals is rather small: The reference/disturbance signals are assumed to
be generated by finite-dimensional exogenous systems, and they can be, e.g., ramps,
constant signals, or sinusoids. Recently the feedforward output regulation theory
of Byrnes et al. [3] was generalized for infinite-dimensional exogenous systems in
[4, 5, 14, 15, 16]. In [4, 5] the one-dimensional wave equation is generating reference
signals. In the present paper, as well as in [14], the exogenous system is purpose-built
so that any bounded and uniformly continuous reference functions can be treated.
This class of reference signals is essentially larger than that resulting from the use of
a finite-dimensional exosystem; for example, it is possible to consider the asymptotic
tracking of arbitrary sufficiently smooth periodic reference signals, as was done in
[15, 16].

While in [14, 15, 16] only the use of feedforward control was considered, in this
article we also extend the error feedback regulation theory of [3] to allow for any
bounded uniformly continuous reference signals. The generalization is, however, not
at all straightforward. In the case of a finite-dimensional exogenous system [3] it is
reasonable to require the closed loop semigroup to be exponentially stable. However,
in our setting this is not so; one may be required to stabilize an operator having an
unbounded spectrum on the imaginary axis (see subsection 2.4). Since the error feed-
back regulation problem is solved by considering it as a feedforward control problem
for the extended system, we are forced to solve both the feedforward (see section 3)
and the error feedback (see section 4) regulation problems under the weaker assump-
tion of strong closed loop stability. It turns out that, even under this weaker stability
assumption, the regulator equations provide a solution to the output regulation prob-
lems. Yet their solvability is no longer necessary for output regulation unless certain
additional conditions hold (see section 6).

The main results of this article are Theorems 3.1, 4.1, and 7.2:
• Theorem 3.1 provides a solution to the feedforward regulation problem. It

shows that if the pair (A,B) in the plant is strongly stabilizable, then the
feedforward control problem can be solved if the regulator equations (3.1) can
be solved. In particular, this result generalizes Theorem IV.1 in [3], Theorem
3.1 in [16], and Corollary 3.3 in [14] for plants which are not necessarily
exponentially stabilizable.

• Theorem 4.1 provides a solution to the error feedback regulation problem.
It shows that if the closed loop system operator consisting of the plant and
the controller generates a strongly stable semigroup, then output regulation
occurs if two coupled pairs of regulator equations are satisfied—one for the
plant (see (3.1)) and one for the controller (see (4.1)). A key feature in this
result is that the controller structure is fixed, but the parameters can be freely
chosen as long as the conditions are met. This result seems to be new even
for finite-dimensional plants, and in particular its Corollary 4.2 generalizes
Theorem IV.2 in [3], where the parameters of the controller are chosen to
yield an observer.

• Theorem 7.2 is a direct generalization of the internal model principle in
[10] for infinite-dimensional plants and bounded uniformly continuous ref-
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erence/disturbance signals. Roughly stated, this result asserts that under
certain auxiliary conditions the dynamics of the exogenous system must be
embedded in the dynamics of the controller in order to obtain asymptotic
tracking and closed loop stability. In the present form Theorem 7.2 seems
to be new even for finite-dimensional plants, because the proof is new also
for finite-dimensional exosystems (it utilizes semigroup methods, while ma-
trix methods are used in [10]) and because the result also applies for general
bounded and uniformly continuous reference/disturbance signals.

We conclude this introductory section with some remarks concerning the relation
of our work to the so-called repetitive control scheme. Repetitive control is a frequency
domain–based error feedback control technique introduced by Hara et al. [12] for the
asymptotic tracking of periodic signals for finite-dimensional systems. Consequently
the results of this paper partially overlap those in the repetitive control literature (see,
e.g., [12, 27, 28] and the references therein). However, this overlap is not very large,
as there are also some crucial differences between the present paper and the repetitive
control literature. The most notable differences are the following: We work in the
state space domain, we also allow for infinite-dimensional plants (this is not the case,
e.g., in [12]), we consider both feedforward and error feedback control, and, finally, we
also treat exogenous signals which are not periodic. Moreover, while in our case there
is freedom in the choice of the parameters of the dynamic controller, the structure
of a repetitive controller is fixed as it incorporates the internal model 1

1−e−sp of p-
periodic signals in the feedback loop. Yamamoto and Hara [28] have actually shown
that it is also necessary to use this internal model if asymptotic tracking is to be
achieved. Unfortunately, it turns out that the closed loop in a repetitive control
system is notoriously difficult to stabilize, because this internal model is difficult to
stabilize. Consequently in engineering applications one often resorts to the use of ad
hoc design techniques to overcome this stabilizability problem; see, e.g., [25]. A similar
stabilizability problem also arises in our work (section 5), although in our view the
problem is not as severe in this paper as it is in the repetitive control literature. This
is because the parameters of the controller are not fixed and because we only require
strong stability of the semigroup generated by the closed loop system operator; for
example, Yamamoto and Hara [28] require exponential stability (i.e., internal stability
of the closed loop), which is difficult to achieve in practice. However, they could also
conclude exponential decay of the tracking error.

1.1. Notation. For Banach spaces E and F , L(E,F ) denotes the space of
bounded linear operators E → F (all Banach spaces in this article are complex).
The resolvent set of a closed linear operator A : E → F is denoted by ρ(A), whereas
σ(A) denotes its spectrum. The approximate point spectrum of A is denoted by
σA(A) [9]. R(λ,A) denotes (whenever it exists) the resolvent operator (λI − A)−1.

If Ẽ is a subspace of E, then A|Ẽ denotes the restriction of A to Ẽ. The range
of A is denoted by ran(A). A strongly continuous (or C0) semigroup TA(t) in E
is strongly stable if limt→∞‖TA(t)x‖ = 0 for each x ∈ E. TA(t) is weakly stable
if limt→∞ f(TA(t)x) = 0 for each x ∈ E and every functional f ∈ L(E,C). If A
generates a C0-semigroup in E and B ∈ L(F,E), then the pair (A,B) is strongly
stabilizable if there exists K ∈ L(E,F ) such that A+BK generates a strongly stable
semigroup in E. If C ∈ L(E,F ), then the pair (A,C) is approximately observable if
{x ∈ E | CTA(t)x = 0 for all t ≥ 0 } = {0}. �(z) denotes the real part of a complex
number z and iR denotes the imaginary axis. BUC(R, E) denotes the Banach space
(with respect to sup-norm) of bounded uniformly continuous functions f : R → E.
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The Carleman transform of f ∈ BUC(R, E) is defined by

f̃(λ) =

{ ∫∞
0

e−λtf(t)dt, �(λ) > 0,

−
∫ 0

−∞ e−λtf(t)dt, �(λ) < 0.
(1.1)

A point λ0 ∈ R is called a regular point of f if f̃ can be continued analytically into
a neighborhood of iλ0. The complement in R of the set of regular points is called
the Carleman spectrum of f and it is denoted by sp(f) [1, 24]. A function is almost
periodic if it can be uniformly approximated by trigonometric polynomials [1].

2. Formulation of the output regulation problems. In this section we for-
mulate the feedforward and error feedback output regulation problems. We begin
by defining the plant and the exogenous system that generates the reference and
disturbance signals.

2.1. The plant. We consider a plant described by the following (possibly infinite-
dimensional) control system:

ż(t) = Az(t) + Bu(t) + Udist(t), z(0) ∈ Z, t ≥ 0,(2.1a)

y(t) = Cz(t) + Du(t), t ≥ 0.(2.1b)

Here A generates a C0-semigroup TA(t), t ≥ 0, in a complex Banach space Z. The
continuous input u : R+ → H and continuous output y : R+ → H take values in
a complex Banach space H. The control operator B ∈ L(H,Z), the observation
operator C ∈ L(Z,H), and the feedthrough operator D ∈ L(H) (bounded linear
operators are denoted by L). The continuous function Udist is a disturbance (to be
defined shortly). Equation (2.1a) is to be considered in the mild sense.

2.2. The exogenous system. Let H be a Banach space which is continuously
embedded in BUC(R, H), the space of bounded uniformly continuous H-valued func-
tions on R endowed with the sup-norm (H need not have the sup-norm). In symbols,
let H ↪→ BUC(R, H). We let TS(t) denote the shift C0-group in BUC(R, H) defined
as TS(t)f = f(·+t); its infinitesimal generator is S = d

dx with the domain of definition
D(S) = { f ∈ BUC(R, H) | Sf ∈ BUC(R, H) } ⊂ BUC(R, H). If H is invariant for
TS(t) and the restrictions TS(t)|H to H constitute an isometric C0-group, we denote
this by H s

↪→BUC(R, H). In this case the generator of TS(t)|H is denoted by S|H.
Let H s

↪→BUC(R, H), and let Q denote the point evaluation at the origin in H,
i.e., Qf = f(0) for f ∈ H. Clearly Q is linear and ‖Qf‖H = ‖f(0)‖H ≤ ‖f‖∞ ≤
c‖f‖H for some c ≥ 0 (because H ↪→ BUC(R, H)) and so Q ∈ L(H, H). Moreover,
QTS(t)|Hf = f(x + t)|x=0 = f(t) for every f ∈ H and t ∈ R. This leads us to the
following definition.

Definition 2.1 (the exogenous system). Let H s
↪→BUC(R, H) and let P ∈

L(H, Z) be a known disturbance operator. The exogenous system generating refer-
ence signals yref and disturbance signals Udist is defined on the state space H as

ẇ(t) = S|Hw(t), w(0) = w0 ∈ H,(2.2a)

yref (t) = Qw(t), t ∈ R,(2.2b)

Udist(t) = Pw(t), t ∈ R,(2.2c)

where (2.2a) is to be considered in the mild sense.
By the above discussion it is easy to see that every reference signal yref in H

can be obtained from (2.2b) by choosing w(0) = yref . Although we do not have such
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precise knowledge of the disturbance signals Udist, the relation (2.2c) implies that the
dynamical behavior of the disturbances must be similar to that of the reference signals:
For example, if H consists of only p-periodic functions, then also every disturbance is
a p-periodic function.

2.3. The feedforward regulation problem (FRP).
Definition 2.2 (FRP). The task in the feedforward regulation problem is to find

operators K ∈ L(Z,H) and L ∈ L(H, H) having the following properties:
1. The pair (A,B) is strongly stabilizable using K, i.e., A + BK generates a

strongly stable C0-semigroup TA+BK on Z.
2. As the control law u(t) = Kz(t) + Lw(t) is applied, in the extended system

on Z ×H given by

ż(t) = (A + BK)z(t) + (BL + P )w(t), t ≥ 0,(2.3a)

ẇ(t) = S|Hw(t)(2.3b)

the tracking error e(t) = y(t)− yref (t) = (C +DK)z(t) + (DL−Q)w(t) → 0
as t → ∞ regardless of the initial conditions z(0) ∈ Z and w(0) ∈ H.

We hasten to emphasize that in the formulation of the FRP above, we do not
require exponential stabilizability of the pair (A,B), as in [3, 16]. The concept of
strong stability is more general than that of exponential stability, and it may be
the more realistic one in applications. For example, for many partial differential
equations it is known that solutions are stable, but no uniform decay rate exists [19].
Furthermore, that we do not require exponential stabilizability of (A,B) turns out
to be important in the solution of the error feedback regulation problem described in
the next subsection.

2.4. The error feedback regulation problem (EFRP). In practice the state
z(t) of the plant, which is used in the FRP, is usually not directly available for
measurement. In this subsection we pose an output regulation problem which relies
only on information on the outputs of the systems.

Definition 2.3 (EFRP). The task is to find an error feedback controller of the
form

ẋ(t) = Fx(t) + Ge(t), x(0) ∈ X, t ≥ 0,(2.4a)

u(t) = Jx(t)(2.4b)

on some Banach state space X where F generates a C0-semigroup, G ∈ L(H,X), and
J ∈ L(X,H). The controller must satisfy the following requirements:

1. In the closed loop system for t ≥ 0,

ż(t) = Az(t) + BJx(t) + Pw(t),(2.5a)

ẋ(t) = GCz(t) + (F + GDJ)x(t) −GQw(t),(2.5b)

ẇ(t) = S|Hw(t),(2.5c)

e(t) = Cz(t) + DJx(t) −Qw(t),(2.5d)

the semigroup TA(t) generated by A =
(

A BJ
GC F+GDJ

)
in Z × X is strongly

stable.
2. The tracking error e(t) → 0 as t → ∞ for any initial conditions z(0) ∈ Z,

x(0) ∈ X, and w(0) ∈ H.
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Remark 2.4. Byrnes et al. [3] considered a similar error feedback regulation prob-
lem for finite-dimensional exosystems. However, they require exponential stability of
TA(t) and zero feedthrough, i.e., D = 0. It turns out that in our case exponential sta-
bility of TA(t) is an unrealistic requirement if we plan to use the controller proposed
by Byrnes et al. [3]. This is because their operator F (and hence also the closed loop
system operator A) contains a copy of S|H according to the internal model principle.
But it is well known that if H is infinite-dimensional, then S|H +Δ does not generate
an exponentially stable C0-semigroup for any compact operator Δ ∈ L(H) (cf. Corol-
lary 3.58 in [18]). Fortunately, although by the above we cannot in general require
exponential stability of TA(t) if H is infinite-dimensional, it is quite often possible
to achieve strong stability of this closed loop semigroup even for infinite-dimensional
spaces H.

3. Sufficient conditions for the solvability of the FRP. In this section we
show that if the so-called regulator equations can be solved, and if the pair (A,B)
can be strongly stabilized, then the FRP can be solved. It is known that if (A,B) can
actually be exponentially stabilized, then also a converse result is true, namely, that
in this case exponentially fast output regulation implies solvability of the regulator
equations (see [14]). However, in the case that (A,B) is only strongly stabilizable,
solvability of the FRP alone does not imply solvability of the regulator equations;
necessary conditions for the solvability of the regulator equations and the FRP are
presented in section 6.

Theorem 3.1. Assume that the pair (A,B) is strongly stabilizable using K ∈
L(H,Z). If there exist Π ∈ L(H, Z) and Γ ∈ L(H, H) such that Π(D(S|H)) ⊂ D(A)
and the regulator equations

AΠ + BΓ + P = ΠS|H in D(S|H),(3.1a)

CΠ + DΓ = Q in H(3.1b)

are satisfied, then the control law u(t) = Kz(t) + (Γ −KΠ)w(t) solves the FRP.
Proof. Since by assumption A + BK generates the strongly stable C0-semigroup

TA+BK(t), we only need to verify condition 2 in Definition 2.2. Let L = Γ −KΠ ∈
L(H, H). Since ΠS|H = (A + BK)Π + BL + P in D(S|H), it is easy to see that∫ t

0

TA+BK(t− τ)(BL + P )TS(τ)|Hwdτ

=

∫ t

0

TA+BK(t− τ)
[
ΠS|H − (A + BK)Π

]
TS(τ)|Hwdτ(3.2)

=

∫ t

0

d

dτ
TA+BK(t− τ)ΠTS(τ)|Hwdτ(3.3)

= ΠTS(t)|Hw − TA+BK(t)Πw(3.4)

for every w ∈ D(S|H) and t ≥ 0. By suitable density arguments it is in fact true that

(3.5)

∫ t

0

TA+BK(t− τ)(BL + P )TS(τ)|Hwdτ = ΠTS(t)|Hw − TA+BK(t)Πw

for every w ∈ H and t ≥ 0.
Consider then the composite operator A on the extended state space Z ×H (see

(2.3)) defined as

(3.6) A =

(
A + BK BL + P

0 S|H

)
.
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Since A + BK generates the C0-semigroup TA+BK(t) on Z and S|H generates the
C0-(semi)group TS(t)|H on H, it is clear that A generates a C0-semigroup TA(t) on
Z ×H, because BL + P ∈ L(H, Z) (see also [6, Lemma 3.2.2]). An easy calculation
reveals that this semigroup is given by

TA(t) =

(
TA+BK(t)

∫ t

0
TA+BK(t− τ)(BL + P )TS(τ)|Hdτ

0 TS(t)|H

)
(3.7)

=

(
TA+BK(t) ΠTS(t)|H − TA+BK(t)Π

0 TS(t)|H

)
.(3.8)

Let z(0) = z0 ∈ Z and w(0) = w0 ∈ H be arbitrary. Then

(3.9) TA(t)
(

z0
w0

)
=

(
TA+BK(t)(z0 − Πw0) + ΠTS(t)|Hw0

TS(t)|Hw0

)
.

Since by (3.1b) we have (C + DK)Π + DL − Q = CΠ + DΓ − Q = 0, the explicit
expression for the norm of the tracking error e(t) is as follows:

‖e(t)‖ = ‖(C + DK)TA+BK(t)(z0 − Πw0) + (CΠ + DΓ −Q)TS(t)|Hw0‖(3.10)

= ‖(C + DK)TA+BK(t)(z0 − Πw0)‖ ∀t ≥ 0(3.11)

Since TA+BK(t) is strongly stable and C + DK ∈ L(Z,H), we have that e(t) → 0 as
t → ∞. This shows that the tracking condition of Definition 2.2 is also satisfied. The
proof is then complete.

Remark 3.2. In the case of a finite-dimensional space H = C
M , M ∈ N, it

is sufficient in Theorem 3.1 for asymptotic tracking to occur that the pair (A,B)
is merely weakly stabilizable. In this case C + DK ∈ L(Z,CM ) and so Pek(C +
DK) ∈ L(Z,C) for all 1 ≤ k ≤ M . Here (ej)1≤j≤N is the canonical orthonormal
basis of C

M and Pek = 〈·, ek〉 ∈ L(CM ,C). Hence for every z ∈ Z and for every
1 ≤ k ≤ M we have limt→∞ Pek(C + DK)TA+BK(t)z = 0 (see (3.11)). Thus also
limt→∞(C + DK)TA+BK(t)z = 0.

4. Sufficient conditions for the solvability of the EFRP. In this section
we show that the regulator equations can be used to solve the EFRP too. In addition,
it turns out to be possible to obtain a rather complete description of suitable error
feedback controllers (2.4) in terms of solutions to another regulator equations—the so-
called regulator equations for the error feedback controller—which have the same form
as (3.1). We point out that to our knowledge no such description has been available
for infinite-dimensional plants: Byrnes et al. [3], for example, give one possible choice
for the stabilizing and regulating dynamic controller (2.4).

Our main result in this section is Theorem 4.1 below. Notable in its proof is
the use of a marvelous argument due to Francis (see also Byrnes et al. [3]): The
error feedback control problem is interpreted as a feedforward control problem for the
extended system, and this problem is then solved in terms of the FRP.

Theorem 4.1. Assume that there exist Π ∈ L(H, Z) and Γ ∈ L(H, H) such that
Π(D(S|H)) ⊂ D(A) and the regulator equations (3.1) are satisfied. If the parameters
F , G, and J of the controller (2.4) can be chosen such that

1. the operator A =
(

A BJ
GC F+GDJ

)
generates a strongly stable C0-semigroup

TA(t) on Z ×X; and
2. there exists Λ ∈ L(H, X) such that Λ(D(S|H)) ⊂ D(F ) and the regulator

equations for the error feedback controller,

FΛ = ΛS|H in D(S|H),(4.1a)
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JΛ = Γ in H,(4.1b)

are satisfied, then with this triplet (F,G, J) the EFRP is solvable.

Proof. Let Θ(t) =
( z(t)
x(t)

)
∈ Z ×X and define

(4.2)

A =

(
A BJ
GC F + GDJ

)
, B =

(
0
0

)
, P =

(
P

−GQ

)
, C =

(
C DJ

)
, D = 0.

Then consider the system

Θ̇(t) = AΘ(t) + Bu(t) + Pw(t), Θ(0) ∈ Z ×X, t ≥ 0,(4.3a)

y(t) = CΘ(t) + Du(t), t ≥ 0,(4.3b)

with ẇ(t) = S|Hw(t). Since the regulator equations (3.1) and the regulator equations
(4.1) for the error feedback controller are satisfied, we have ΠS|H = AΠ + BJΛ + P
and ΛS|H = FΛ = GCΠ + (F + GDJ)Λ −GQ in D(S|H). Hence(

Π
Λ

)
S|H =

(
A BJ
GC F + GDJ

)(
Π
Λ

)
+

(
P

−GQ

)
in D(S|H),(4.4)

Q =
(
C DJ

)(Π
Λ

)
in H,(4.5)

which shows that the regulator equations (3.1) for the system (4.3) have a solution.
Consequently, by Theorem 3.1 and the strong stability assumption, for the system
(4.3) the FRP is solvable for the control law u(t) = KΘ(t) + Lw(t) ≡ 0 (recall
that B = 0 and D = 0). This implies that in (2.5d) the tracking error e(t) =
Cz(t) + DJx(t) −Qw(t) = (C + DK)Θ(t) + (DL −Q)w(t) → 0 as t → ∞ regardless
of the initial conditions z(0), x(0), and w(0).

The following corollary generalizes heorem IV.2 in [3]. It presents one possible
choice for the triplet (F,G, J) in the solution of EFRP under two stability assumptions
and the assumption D = 0.

Corollary 4.2. Let X = Z ×H. Assume that D = 0 and that
1. there exist Π ∈ L(H, Z) and Γ ∈ L(H, H) which solve the regulator equations

(3.1);
2. the pair (A,B) is exponentially stabilizable using K ∈ L(Z,H); and
3. there exist G1 ∈ L(H,Z) and G2 ∈ L(H,H) such that the operator As =(A−G1C P+G1Q

−G2C S|H+G2Q

)
generates a strongly stable C0-semigroup TAs(t) in X.

Let

(4.6)

F =

(
A + BK −G1C P + B(Γ −KΠ) + G1Q

−G2C S|H + G2Q

)
,

J =
(
K Γ −KΠ

)
, and G =

(
G1

G2

)
.

Then with this choice of (F,G, J) the EFRP is solvable.
Proof. Let Λ =

(
Π
I

)
∈ L(H, Z × H). Then JΛ = KΠ + Γ − KΠ = Γ and it

is elementary to verify that ΛS|H = FΛ in D(S|H). Hence Λ solves the regulator
equations (4.1) for the error feedback controller (4.6).

Consider the operator

(4.7) A =

(
A BJ
GC F

)
=

⎛
⎝ A BK B(Γ −KΠ)
G1C A + BK −G1C P + B(Γ −KΠ) + G1Q
G2C −G2C S|H + G2Q

⎞
⎠ .
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If we can establish that A generates a strongly stable C0-semigroup TA(t), then the
error feedback controller (4.6) solves the EFRP by Theorem 4.1.

Applying a similarity transform U given as

(4.8) U =

⎛
⎝I 0 0
I −I 0
0 0 −I

⎞
⎠

on Z × Z ×H to A we obtain the operator Ã = UAU having the expression

(4.9) Ã =

⎛
⎝A + BK −BK −B(Γ −KΠ)

0 A−G1C P + G1Q
0 −G2C S|H + G2Q

⎞
⎠ :=

(
A + BK Δ

0 As

)
.

By our assumption As generates a strongly stable C0-semigroup in X and A +
BK generates an exponentially stable C0-semigroup in Z. Clearly the C0-semigroup
generated by Ã on Z ×X is given by

(4.10) TÃ(t) =

(
TA+BK(t)

∫ t

0
TA+BK(t− s)ΔTAs

(s)ds
0 TAs(t)

)
.

Consequently TÃ(t) is strongly stable if

(4.11) lim
t→∞

∫ t

0

TA+BK(t− s)ΔTAs
(s)xds = 0 ∀x ∈ X.

But (4.11) holds by Proposition 5.6.1 in [1]. This proves that also TA(t) is strongly
stable.

5. When does As generate a strongly stable semigroup? In this section
we discuss the strong detectability of the pair (A0, C) where A0 =

(
A P
0 S|H

)
and

C =
(
C −Q

)
. In other words, we want to find G ∈ L(H,Z×H) such that As = A0+GC

generates a strongly stable C0-semigroup TAs(t). This is assumption 3 in Corollary
4.2 and consequently the question deserves some attention.

In the finite-dimensional case it is well known that the pair (A0, C) is strongly
(and hence also exponentially) detectable if the pair (A0, C) is observable. How-
ever, the infinite-dimensional setting is much more complicated [6]. In the case of
an infinite-dimensional plant and a finite-dimensional exogenous system Byrnes et al.
[3] state that undetectability of the pair (A0, C) indicates a redundancy in the exoge-
nous system, which can be removed by eliminating superfluous exosystem variables.
Based on this remark they assume that the pair (A0, C) is exponentially detectable.
However, if the exogenous system is not finite-dimensional, then it is unreasonable
to assume that the pair (A0, C) would be exponentially detectable. In fact, if H is
infinite-dimensional, then by Corollary 3.58 in [18] the operator S|H + Δ does not
generate an exponentially stable semigroup for any compact Δ ∈ L(H); hence it is
not realistic to assume exponential detectability of (A0, C) if H is infinite-dimensional.

In the following two subsections we discuss the strong detectability of the pair
(A0, C). First, a method based on the use of a Riccati equation is presented. There-
after we propose a direct approach in which we assume the pair (A,C) in the plant
to be exponentially detectable.
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5.1. Strong stability via a Riccati equation. Algebraic Riccati equations
provide a useful method for the study of strong detectability of the pair (A0, C). Using
this approach, in Proposition 5.1 we present sufficient conditions for the existence of
a strongly stabilizing output injection operator; the operator itself can be found by
solving a suitable Riccati equation. Recall in that if H is a Hilbert space, then
U ∈ L(H) is coercive provided 〈Uh, h〉 ≥ ε‖h‖2 for some ε > 0 and all h ∈ H. In the
following A∗

0 denotes the adjoint operator of A0.
Proposition 5.1. Assume the following:
1. H and Z ×H are (separable) Hilbert spaces.
2. A0 generates a contraction C0-semigroup in Z ×H.
3. The pair (A∗

0, C) is approximately observable.
4. A0 has compact resolvent.

Then for any coercive operators U = U∗ ∈ L(H) and R = R∗ ∈ L(H) the Riccati
equation

(5.1) A0Δz + ΔA∗
0z − ΔC∗R−1CΔz + C∗U−1Cz = 0 ∀z ∈ D(A0)

has a unique self-adjoint solution Δ ∈ L(Z ×H) such that As = A0 − Δ∗C∗(R−1)∗C
generates a strongly stable C0-semigroup.

Proof. It is evident that since A0 has compact resolvent, so does A∗
0 because for

real α ∈ ρ(A0) we have R(α,A∗
0) = R(α,A0)

∗ (cf. Lemma A.3.65 in [6], Theorem 7.3
in [22], and equality (A.3.15) in [6]). Furthermore, A∗

0 also generates a contraction
semigroup on Z ×H because ‖TA0(t)‖ = ‖TA∗

0
(t)‖ ≤ 1 for each t ≥ 0. By Theorem

4 in [7], the algebraic Riccati equation (3.1) has a unique self-adjoint solution Δ ∈
L(Z×H). By Corollary 5 in [7] the operator A∗

s = A∗
0−C∗R−1CΔ generates a strongly

stable C0-semigroup. Consequently its adjoint As = A0 − ΔC∗(R−1)∗C generates a
weakly stable C0-semigroup. But since A0 has compact resolvent, the boundedly
perturbed operator As also has compact resolvent (cf. [9, p. 159]). This implies that
the semigroup generated by As is in fact strongly stable (see, e.g., [7, Lemma 1] or
[18, Proposition 3.21]).

If the assumptions of Proposition 5.1 are met, we may choose as the strongly
stabilizing output injection G = −ΔC∗(R−1)∗.

Although neither exponential stabilizability nor detectability is required of the
plant, the assumptions of Proposition 5.1 may seem somewhat restrictive. However,
assumption 1 can be met if H and Z are Hilbert spaces, and if one considers the
asymptotic tracking of periodic reference signals; the state space H can then be chosen
as some Sobolev-type space of periodic functions (cf. [16]). Assumptions 2 and 3 are
of a technical nature, but they are easy to verify if, say, there are no disturbances.
Observe that S|H always generates a contraction C0-group. On the other hand, A0

has compact resolvent if S|H and A have compact resolvents. In the case of periodic
reference signals (i.e., whenever TS(t)|H is periodic), S|H often has compact resolvent
[9]. Moreover many differential operators A have compact resolvents [9]. Hence
assumptions 2–4 of Proposition 5.1 can be met in many important special cases.

5.2. A direct method for exponentially detectable pairs (A, C). The
difficulty in obtaining stability of TAs(t) lies in the fact that A0 contains a copy of
S|H which is hard to stabilize. We next show that this unfortunate state of matters
can be, up to a certain point, compensated by good stabilizability properties of the
plant.
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Theorem 5.2. Let G1 ∈ L(H,Z) be such that A+G1C generates an exponentially
stable C0-semigroup TA+G1C(t). Define the bounded linear operator Y : H → Z as

(5.2) Y w =

∫ ∞

0

TA+G1C(t)(G1Q− P )TS(−t)|Hwdt ∀w ∈ H.

If S|H − G2(CY + Q) generates a strongly stable C0-semigroup, then so does As =
A + GC. Here

(5.3) G =
(
G1−Y G2

G2

)
.

Proof. By the results of [23] we know that Y S|H = (A + G1C)Y + G1Q − P in
D(S|H). It is then easy to see that

(
I Y
0 I

)[(
A P
0 S|H

)
+

(
G1 − Y G2

G2

)(
C −Q

) ](
I −Y
0 I

)
(5.4)

=

(
A + G1C 0
G2C S|H −G2(CY + Q)

)
= As(5.5)

so that As is similar to the operator As in (5.5). The semigroup TAs(t) generated by
As is given by
(5.6)

TAs(t) =

(
TA+G1C(t) 0∫ t

0
TS|H−G2(CY +Q)(t− s)G2CTA+G1C(s)ds TS|H−G2(CY +Q)(t)

)
, t ≥ 0,

where TS|H−G2(CY +Q)(t) is the strongly stable C0-semigroup generated by S|H −
G2(CY + Q). Since by our assumption TA+G1C(t) is exponentially stable, we only
need to show that

(5.7) lim
t→∞

∫ t

0

TS|H−G2(CY +Q)(t− s)G2CTA+G1C(s)wds = 0 ∀w ∈ H

to ensure that As (and hence also As) generates a strongly stable C0-semigroup.
However, the fact that (5.7) holds for each w ∈ H follows immediately from [1,
Proposition 5.6.4.].

Remark 5.3. The result of Theorem 5.2 could also be formulated as follows.
Assume that for some G1 ∈ L(H,Z), G2 ∈ L(H,H), and R ∈ L(H, H) the operator
A + G1C generates an exponentially stable C0-semigroup on Z and that S|H −G2R
generates a strongly stable C0-semigroup on H. If the operator equations

Y S|H = AY + G1R− P in D(S|H),(5.8a)

R = CY + Q in H(5.8b)

have a solution Y , then As = A + GC generates a strongly stable C0-semigroup on
Z×H if we utilize the operator G of (5.3). Observe that now (A+G1C)Y +G1Q−P =
AY + G1R − P = Y S|H in D(S|H), so that the solution operator Y (if it exists) is
given by (5.2).

6. Characterizations for the solvability of the regulator equations and
the regulation problems. In the results of sections 3 and 4 there are two key in-
gredients in the solution of the output regulation problems: strong stability of an
appropriate semigroup and solvability of the regulator equations. In particular, if
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strong stability of the semigroup has been established, then the output regulation
problem is solvable provided that certain regulator equations are solvable. In this
section we discuss a converse question: Is it necessary to solve the regulator equations
in order to solve the corresponding output regulation problem? An answer to this
question also provides a deeper insight into what happens in the closed loop control
system after the application of a control law involving solutions of the regulator equa-
tions. For example, it is well known [3, 16] that the regulator equations express the
existence of a subspace in the extended system on which the actual and reference
outputs coincide and which is invariant for the extended semigroup.

For exponentially stabilizable pairs (A,B) and finite-dimensional exogenous sys-
tems it has been shown in [3] that solvability of the FRP is equivalent to solvability of
the regulator equations (3.1). This result was generalized for the infinite-dimensional
exogenous systems (2.1) in [14]. We shall see in this section that in the case of strongly
stabilizable pairs (A,B) things get slightly more complicated. In order to study the
problem, we need some preliminary results and definitions. An important role in this
section will be played by closed, translation invariant, operator invariant spaces (CTO
spaces) [24]. We will show that if H is a CTO space which does not contain functions
vanishing at +∞, then solvability of the output regulation problems FRP and EFRP
imply solvability of the regulator equations under certain additional conditions not
including that of exponential stabilizability.

Definition 6.1. A subspace H ⊂ BUC(R, H) is CTO if
1. the space H is closed with respect to sup-norm and translation invariant (i.e.,

invariant for TS(t));
2. the space H is operator invariant, i.e., for every f ∈ H and every R ∈

L(H, H) the function g : t → RTS(t)|Hf is in H.
Example 6.2. The space H = Pp(R, H) = { f ∈ BUC(R, H) | f(x + p) = f(x)

for all x ∈ R } of p-periodic H-valued bounded uniformly continuous functions is
evidently a CTO space.

Example 6.3. The space H = AP (R, H) ⊂ BUC(R, H) of H-valued almost
periodic functions is a CTO space. In fact, clearly AP (R, H) is closed and translation
invariant [1, 13]. Moreover, by definition, any almost periodic function f ∈ AP (R, H)
can be approximated in the sup-norm by trigonometric polynomials

∑
n∈I fne

iωn·

(where I is a finite set of indices). Since ‖RTS(t)|H‖ ≤ ‖R‖ for all t ∈ R and
since RTS(t)|H

∑
n∈I fne

iωn· is again a trigonometric polynomial, it is evident that
RTS(t)|Hf can be uniformly approximated by trigonometric polynomials whenever
the same is true for f . In conclusion, AP (R, H) is a CTO space.

Example 6.4. An even less trivial example of a CTO space is H = { f ∈
BUC(R, H) | sp(f) ⊂ Λ }, where sp(f) denotes the Carleman spectrum of f [13, 24]
and Λ ⊂ R is a closed set. We refer the reader to [24, 13] for more details (see in
particular [24, Example 1]).

In what follows we derive necessary conditions for output regulation in the case
that the reference signals are in some fixed CTO space H. The following concept of
regular admissibility of an operator will be crucial.

Definition 6.5. An operator Δ ∈ L(H, Z) is said to be regularly admissible for
the semigroup TA(t) if there exists Π ∈ L(H, Z) such that Π(D(S|H)) ⊂ D(A) and
such that for every w ∈ H the function t → z(t) = ΠTS(t)|Hw is a mild solution of the
differential equation ż(t) = Az(t) + ΔTS(t)|Hw on the whole real line, i.e., z satisfies

(6.1) z(t) = TA(t− s)z(s) +

∫ t

s

TA(t− τ)ΔTS(τ)|Hwdτ ∀t ≥ s.
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Remark 6.6. In (6.1) t and s need not be nonnegative. Moreover, z(t) =
ΠTS(t)|Hw, with w ∈ H, need not be the only mild solution of the differential equation
ż(t) = Az(t) + ΔTS(t)|Hw on the real line.

Remark 6.7. The significance of the concept of regular admissibility in our analysis
is, roughly stated, the following: If an operator Δ ∈ L(H, Z) is regularly admissible
for TA(t), then the dynamical behavior of some mild solution (namely, ΠTS(t)|Hw)
of the differential equation ż(t) = Az(t) + ΔTS(t)|Hw on the whole real line is solely
determined by the dynamical behavior of the exosystem (2.2). For example, if H =
Pp(R, H) as in Example 6.2 and if Δ ∈ L(H, Z) is regularly admissible for TA(t), then
the above differential equation has at least one p-periodic mild solution on the whole
real line. This feature will be utilized in the subsequent results.

Lemma 6.8 below is one of the main results in this section. Observe that we do
not need exponential stability of TA(t) in it.

Lemma 6.8. The operator equation ΠS|H = AΠ + Δ in D(S|H) has a solution
Π ∈ L(H, Z) if and only if Δ ∈ L(H, Z) is regularly admissible for TA(t).

Proof. Let Π ∈ L(H, Z) such that Π(D(S|H)) ⊂ D(A) and ΠS|H = AΠ + Δ in
D(S|H). Let w ∈ H be arbitrary and set z(t) = ΠTS(t)|Hw. Then it is easy to see
that

(6.2)

∫ t

s

TA(t− τ)ΔTS(τ)|Hwdτ = ΠTS(t)|Hw − TA(t− s)ΠTS(s)|Hw

for every t ≥ s. Hence for every t ≥ s, we have

z(t) = TA(t− s)ΠTS(s)|Hw + ΠTS(t)|Hw − TA(t− s)ΠTS(s)|Hw(6.3)

= TA(t− s)z(s) +

∫ t

s

TA(t− τ)ΔTS(τ)|Hwdτ(6.4)

so that z(t) is a mild solution of the differential equation ż(t) = Az(t) + ΔTS(t)|Hw
on the whole real line. In other words, Δ is regularly admissible for TA(t).

Conversely, suppose that there exists Π ∈ L(H, Z) such that Π(D(S|H)) ⊂ D(A)
and such that for every w ∈ H the function t → z(t) = ΠTS(t)|Hw is a mild solution
of the differential equation ż(t) = Az(t) + ΔTS(t)|Hw on the whole real line. Let w ∈
D(S|H). Then since Π(D(S|H)) ⊂ D(A) and since D(S|H) is invariant for TS(t)|H,
the function t → ΔTS(t)|Hw is continuously differentiable, and we can differentiate
both sides of the identity

(6.5) ΠTS(t)|Hw = TA(t)Πw +

∫ t

0

TA(t− τ)ΔTS(τ)wdτ ∀t ≥ 0

(cf. Proposition 1.3.6 in [1]) and set t = 0 to obtain ΠS|H = AΠ + Δ in D(S|H). The
proof is complete.

Remark 6.9. If TA(t) is exponentially stable, then by Corollary 8 in [23] the
operator equation ΠS|H = AΠ + Δ in D(S|H) has a unique solution Π ∈ L(H, Z) for
every Δ ∈ L(H, Z). Consequently, every Δ ∈ L(H, Z) is regularly admissible for an
exponentially stable C0-semigroup TA(t).

Lemma 6.8 shows that if TA+BK(t) is strongly stable and if we can solve the
regulator equations (3.1), then we in fact obtain more than just the existence of a
solution to the FRP: The operator BL+P = B(Γ−KΠ) +P is regularly admissible
for TA+BK(t). In the case of p-periodic reference signals (with H as in Example 6.2)
this implies that for every w(0) ∈ H equation (2.3a) has a p-periodic mild solution
z(t) in the sense of (6.1).
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We now come to the other main results of this section. They provide—via Lemma
6.8—characterizations for the solvability of the output regulation problems FRP and
EFRP. In the following we set C+

0 (R, H) = { f ∈ BUC(R, H) | f(t) → 0 as t → +∞}.
The next theorem generalizes the results of [3, 14, 16] to the case in which the pair
(A,B) is not necessarily exponentially stabilizable.

Theorem 6.10. Assume that H is a CTO space such that H∩C+
0 (R, H) = {0}.

Let the pair (A,B) be strongly stabilizable using K ∈ L(Z,H). Then the FRP is
solvable using the control law u(t) = Kz(t) +Lw(t), where L ∈ L(H, H) and BL+P
is regularly admissible for TA+BK(t), if and only if there exists Π ∈ L(H, Z) and
Γ ∈ L(H, H) such that Π(D(S|H)) ⊂ D(A), L = Γ −KΠ and the regulator equations
(3.1) are satisfied.

Proof. If ΠS|H = AΠ + BΓ + P in D(S|H) and if L = Γ − KΠ, then also
ΠS|H = (A+BK)Π +BL+P in D(S|H). Theorem 3.1 and Lemma 6.8 now directly
yield the “if” part of the result, so we turn our attention to the “only if” part.

Now, Lemma 6.8 implies that whenever BL + P is regularly admissible for
TA+BK(t), there exists Π ∈ L(H, Z) such that Π(D(S|H)) ⊂ D(A+BK) = D(A) and
ΠS|H = (A+BK)Π +BL+P in D(S|H). Let Γ = L+KΠ ∈ L(H, H). Then Π and
Γ solve the first regulator equation (3.1a) and L = Γ −KΠ.

We next show that also the second regulator equation (3.1b) is satisfied. Observe
that since ΠS|H = (A + BK)Π + BL + P in D(S|H), we have for every w ∈ H and
every t ≥ 0 that

(6.6)

∫ t

0

TA+BK(t− τ)(BL + P )TS(τ)|Hwdτ = ΠTS(t)|Hw − TA+BK(t)Πw.

Consider then the composite operator A on the extended state space Z×H (see (2.3))
defined as

(6.7) A =

(
A + BK BL + P

0 S|H

)
.

An easy calculation reveals that A generates the C0-semigroup given as

TA(t) =

(
TA+BK(t) ΠTS(t)|H − TA+BK(t)Π

0 TS(t)|H

)
.(6.8)

Since the FRP is solved, for arbitrary w(0) = w ∈ H and z(0) = Πw ∈ Z we have( z(t)
w(t)

)
= TA(t)

(
Πw
w

)
=

(ΠTS(t)|Hw
TS(t)|Hw

)
and the corresponding tracking error satisfies

e(t) =
(
(C + DK)Π + DL−Q

)
TS(t)|Hw= (CΠ + DΓ −Q)TS(t)|Hw → 0 as t → ∞,

(6.9)

which implies that this tracking error function e ∈ C+
0 (R, H). Furthermore, since H

is CTO and (CΠ + DΓ −Q) ∈ L(H, H), the function t → (CΠ + DΓ −Q)TS(t)|Hw
is also in H. In other words, e ∈ C+

0 (R, H) ∩ H = {0}. Consequently e(0) =
(CΠ + DΓ − Q)w = 0, and so also the second regulator equation (3.1b) is satis-
fied.

Remark 6.11. Our assumption that H ∩ C+
0 (R, H) = {0} corresponds to the

assumption in [3] that the (finite-dimensional) exogenous system is neutrally stable.
In [3] neutral stability means that the origin is Lyapunov stable forward and backward
in time; it implies that the spectrum of the exosystem’s generator is located on the
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imaginary axis and that this matrix cannot have nontrivial Jordan blocks [3]. This,
on the other hand, implies that no reference function can vanish at +∞, which is
precisely our assumption H∩C+

0 (R, H) = {0}. This assumption is very mild, because
such functions could be asymptotically tracked using a control law u(t) = Kz(t) where
K ∈ L(Z,H) stabilizes the pair (A,B) strongly.

Theorem 3.1, Remark 6.9, and Theorem 6.10 immediately yield the following
corollary; it was also proved in [14], with the assumption that H is a CTO space
replaced by the requirement for exponentially fast tracking/rejection of the exogenous
signals.

Corollary 6.12. Assume that H is a CTO space such that H∩C+
0 (R, H) = {0}.

Let the pair (A,B) be exponentially stabilizable using K ∈ L(Z,H). Then the FRP
is solvable using the control law u(t) = Kz(t) + Lw(t), where L ∈ L(H, H), if and
only if there exists Π ∈ L(H, Z) and Γ ∈ L(H, H) such that Π(D(S|H)) ⊂ D(A),
L = Γ −KΠ and the regulator equations (3.1) are satisfied.

For the solution of the EFRP we next obtain similar results. The following the-
orem generalizes the results in [3] to the case in which the closed loop system is not
necessarily exponentially stable, the controller’s parameters F,G, and J are not fixed,
and the exogenous system may be infinite-dimensional.

Theorem 6.13. Let H be a CTO space such that H∩C+
0 (R, H) = {0}. Assume

that the triplet (F,G, J) has been chosen such that A =
(

A BJ
GC F+GDJ

)
generates a

strongly stable C0-semigroup on Z ×H. Then the EFRP is solvable with this choice
of (F,G, J) and the operator P =

(
P

−GQ

)
is regularly admissible for the semigroup

TA(t) if and only if the regulator equations (3.1) and regulator equations (4.1) for
the error feedback controller are satisfied for some Π ∈ L(H, Z), Γ ∈ L(H, H), and
Λ ∈ L(H, X).

Proof. If there exist Π,Γ, and Λ such that (3.1) and (4.1) are satisfied, then by
Theorem 4.1 the triplet (F,G, J) solves the EFRP. Moreover, (4.4) and Lemma 6.8
show that P is regularly admissible for TA(t). Therefore, we have proved the “if”
part of the result, and we can turn our attention to the “only if” part.

Assume that the EFRP is solvable using a controller of the form (2.4) and that P
is regularly admissible for TA(t). Let Θ(t) =

( z(t)
x(t)

)
∈ Z ×X and consider the system

(4.3) with notation as in (4.2). Let K ∈ L(Z ×X,H) and L ∈ L(H, H) be arbitrary.
Then a control law u(t) = KΘ(t) + Lw(t) solves the FRP for the system (4.3) and
P = BL + P is regularly admissible for the semigroup generated by A + BK = A.
Hence by Theorem 6.10 there exist

(
Π1

Π2

)
∈ L(H, Z ×X) and Γ0 ∈ L(H, H) such that(

Π1

Π2

)
(D(S|H)) ⊂ D(A) and

(
Π1

Π2

)
S|H =

(
A BJ
GC F + GDJ

)(
Π1

Π2

)
+

(
0
0

)
Γ0 +

(
P

−GQ

)
(6.10)

=

(
A BJ
GC F + GDJ

)(
Π1

Π2

)
+

(
P

−GQ

)
in D(S|H),(6.11)

Q =
(
C DJ

)(Π1

Π2

)
+ 0Γ0 =

(
C DJ

)(Π1

Π2

)
in H.(6.12)

Letting Π = Π1 and Γ = JΠ2, we immediately see that the regulator equations (3.1)
are satisfied. Moreover, for Λ = Π2 the regulator equations (4.1) for the error feedback
controller are also satisfied. The proof is complete.

The following corollary is evident by Theorem 4.1, Remark 6.9, and Theorem
6.13.



OUTPUT REGULATION FOR INFINITE-DIMENSIONAL SYSTEMS 1729

Corollary 6.14. Let H be a CTO space such that H∩C+
0 (R, H) = {0}. Assume

that the triplet (F,G, J) has been chosen such that A =
(

A BJ
GC F+GDJ

)
generates an

exponentially stable C0-semigroup on Z × H. Then the EFRP is solvable with this
choice of (F,G, J) if and only if the regulator equations (3.1) and regulator equations
(4.1) for the error feedback controller are satisfied for some Π ∈ L(H, Z), Γ ∈ L(H, H)
and Λ ∈ L(H, X).

7. The internal model principle. One of the cornerstones in the classical
automatic control theory of finite-dimensional systems is the internal model principle
of Francis and Wonham [10, 11]. The principle asserts that closed loop stability
and asymptotic tracking can be achieved only if the control system encapsulates a
suitably reduplicated model of the dynamic structure of the exogenous signals which
the regulator is required to process. Using frequency domain methods Yamamoto
and Hara [28] generalized this principle for infinite-dimensional systems having a
pseudorational impulse response (e.g., delay-differential systems). In the dynamic
compensator of Corollary 4.2 the effect of this principle can be seen in the (2, 2)-block
of F in (4.6): the internal model is just S|H.

In Theorem 7.2 below we show, using state space methods, that the existence of
an internal model in the controller is—under some additional conditions—necessary
for the solvability of the EFRP. In particular, we formalize the above idea that F
must contain a copy of S|H. In order to do that, we need the following assumption.

Assumption 7.1. The pair ((A P
0 S|H ), (C −Q )) is approximately observable.

In finite dimensions Assumption 7.1 implies that the pair ((A P
0 S|H ), (C −Q )) is

exponentially detectable. This was also assumed in the result of Francis [10], which
Theorem 7.2 generalizes.

Theorem 7.2. Let Assumption 7.1 hold and let H be a CTO space such that
H ∩ C+

0 (R, H) = {0}. Assume that the EFRP is solvable for some triplet (F,G, J)
and that P =

(
P

−GQ

)
is regularly admissible for A =

(
A BJ
GC F+GDJ

)
. Then there exists

a subspace X0 ⊂ X which is invariant for the semigroup TF (t) generated by F on
X, and there exists a linear bijection M : H → X0 such that M ∈ L(H, X) and
TS(t)|H = M−1TF (t)M .

Proof. By Theorem 6.13, there exist bounded linear operators Π, Γ, and Λ such
that

ΠS|H = AΠ + BJΛ + P in D(S|H),(7.1a)

ΛS|H = FΛ in D(S|H),(7.1b)

Q = CΠ + DJΛ in H.(7.1c)

Since Λ(D(S|H)) ⊂ D(F ), from (7.1b) we see that for every w ∈ D(S|H) and every
t ≥ 0

ΛTS(t)|Hw − TF (t)Λw =

∣∣∣∣
t

0

TF (t− τ)ΛTS(τ)|Hw =

∫ t

0

d

dτ
TF (t− τ)ΛTS(τ)|Hwdτ

(7.2)

=

∫ t

0

TF (t− τ)[ΛS|H − FΛ]TS(τ)|Hwdτ = 0.(7.3)

A suitable density argument shows that ΛTS(t)|Hw − TF (t)Λw = 0 for every w ∈ H
and every t ≥ 0.
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We now show that Λ is injective. If Λw = 0 for some w �= 0, then by the above
BJΛTS(t)|Hw = 0 and DJΛTS(t)|Hw = 0 for every t ≥ 0. Consider the semigroup

(7.4) T (t) =

(
TA(t)

∫ t

0
TA(t− s)PTS(s)|Hds

0 TS(t)|H

)

generated by
(
A P
0 S|H

)
on Z ×H. We immediately see by (7.1a) and (7.1c) that

T (t)
(

Πw
w

)
=

(
TA(t)Πw +

∫ t

0
TA(t− s)(BJΛ + P )TS(s)|Hwds

TS(t)|Hw

)
(7.5)

=

(
TA(t)Πw + ΠTS(t)|Hw − TA(t)Πw

TS(t)|Hw

)
(7.6)

=

(
ΠTS(t)|Hw
TS(t)|Hw

)
.(7.7)

Hence
(
C −Q

)
T (t)

(
Πw
w

)
= (CΠ + DJΛ − Q)TS(t)|Hw = 0 for every t ≥ 0. This

violates the approximate observability assumption. Hence Λ is injective.
By the fact that ΛTS(t)|H = TF (t)Λ in H, it is evident that X0 = ran(Λ) is a

TF (t)-invariant subspace of X. Consequently M = Λ is a bounded linear bijection
H → X0 and TS(t)|H = M−1TF (t)M , as was claimed.

Using Remark 6.9, we obtain the following corollary which can be applied when-
ever A generates an exponentially stable semigroup—especially in the setting of
Byrnes et al. [3], where H is finite-dimensional.

Corollary 7.3. Let Assumption 7.1 hold and let H be a CTO space such H ∩
C+

0 (R, H) = {0}. Assume that the EFRP is solvable for some triplet (F,G, J) such
that A =

(
A BJ
GC F+GDJ

)
generates an exponentially stable C0-semigroup. Then there

exists a subspace X0 ⊂ X which is invariant for the semigroup TF (t) generated by F
on X, and there exists a linear bijection M : H → X0 such that M ∈ L(H, X) and
TS(t)|H = M−1TF (t)M .

8. Examples. In this section we shall present three examples to illustrate the
theory. Each of these examples elucidates some novel feature of the present paper,
especially in relation to [3, 14, 15, 16]. The first example concerns the design of a
feedforward controller for the asymptotic tracking of periodic signals for a plant in
which the semigroup is not exponentially stable (or exponentially stabilizable as in
[3, 14, 15, 16]) but only strongly stable. The second example concerns the design of a
dynamic error feedback controller for the asymptotic tracking of periodic signals for
a delay-differential equation; the same example was studied in [16] in the context of
an open loop (i.e., feedforward) control. The last example of this section illustrates,
for the case of a finite-dimensional plant, that the output regulation theory developed
in this article is not confined to just periodic signals as in [15, 16], but the reference
signals can also have uncountable Carleman spectrum (as opposed to [3, 15, 16]).

Example 8.1. The following is a model for a weakly damped string of unit length,
with clamped ends [19, Example 1.1.1].

∂2v(x, t)

∂t2
+ M

∂v(x, t)

∂t
=

∂2v(x, t)

∂x2
for t ≥ 0 and 0 ≤ x ≤ 1,(8.1a)

v(0, t) = v(1, t) = 0 for t ≥ 0.(8.1b)

Here M is a damping operator which will be defined shortly. We define the operator

U by Uv = − ∂2v
∂x2 with D(U) = { v ∈ H2(0, 1) | v(0) = v(1) = 0 }, where H2(0, 1)
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denotes the standard Sobolev space on the unit interval. It can be shown that U
has eigenvalues λk = k2π2, k = 1, 2, . . . , and the corresponding eigenvectors φk(x) =√

2 sin(kπx) constitute an orthonormal basis in L2(0, 1) [19].
The damping operator M is defined by Mv = ε〈g, v〉L2(0,1)g, where ε > 0 and

(8.2) g =
∞∑
k=1

γkφk,

with γk satisfying 0 < |γk| ≤ m√
λk

(for example, γk = 1
k ) for some m > 0. Next we

define the Hilbert space Z = L2(0, 1) × L2(0, 1) with the natural inner product 〈·, ·〉
and introduce

(8.3) z(t) =

(
U

1
2 v(x, t)
∂v(x,t)

∂t

)
and A =

(
0 U

1
2

−U
1
2 M

)
.

Then (8.1) can be rewritten as ż(t) = Az(t), z(0) ∈ Z, and it can be shown [19]
that A generates a strongly (but not exponentially) stable C0-semigroup TA(t) in Z.
Furthermore, A is a Riesz spectral operator [6] with eigenvalues

(8.4) νk = ikπ − ε

2
γ2
|k| + O

(
ε2

k2π2

)
, k �= 0,

all of which have negative real parts. The corresponding eigenvectors (ψk)k 	=0 form a
Riesz basis in Z (the biorthogonal sequence is denoted by (ψ∗

k)k 	=0).
Consider, then, application of distributed control and observation to the system

(8.1) in the following sense. For a control operator B ∈ L(C, Z) and an observation
operator C ∈ L(Z,C) the SISO plant is given as

ż(t) = Az(t) + Bu(t), z(0) ∈ Z, t ≥ 0,(8.5a)

y(t) = Cz(t), t ≥ 0.(8.5b)

Here Bu(t) = bu(t) for some b =
∑

〈b, ψ∗
k〉ψk ∈ Z and Cz(t) = 〈z(t), c〉 for some

c =
∑

〈c, ψk〉ψ∗
k ∈ Z. We study the FRP for p-periodic reference signals in the

Sobolev space H = H(fn, ωn) [16].
Definition 8.2. Let I ⊂ Z, let p > 0, and let ωn = 2πn

p for every n ∈ I.

Let (fn)n∈I ⊂ R such that fn ≥ 1 for each n ∈ I and (f−1
n )n∈I ∈ �2. The Sobolev

space H(fn, ωn) is defined as
{
u : R → C

∣∣ u(t) =
∑

n∈I ane
iωnt for each t ∈

R,
∑

n∈I |fn|2|an|2 < ∞ and (an)n∈I ⊂ C
}
.

It has been shown in [16] that H is continuously embedded in BUC(R,C).
Moreover, H(fn, ωn) is a Hilbert space with respect to the inner product 〈u, v〉f =∑

n∈I anbn|fn|2. Here u(t) =
∑

n∈I ane
iωnt and v(t) =

∑
n∈I bne

iωnt for every t ∈ R,

and bn denotes the complex conjugate of bn.
The transfer function of the system (8.5) is given for �(s) ≥ 0 as H(s) =

CR(s,A)B. We assume that H(iωn) �= 0 for each n ∈ I, i.e., that the transfer
function of the system (8.5) does not have a zero at the frequencies of the reference
signals.

Remark 8.3. One possible situation in which H(iω) �= 0 for each ω ∈ R is the
following: The control and observation elements b and c are such that

(8.6) 〈b, ψ∗
k〉 > 0 and 〈ψk, c〉 > 0 ∀k �= 0.
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In fact, in this case we have

H(iω) = CR(iω,A)B

=
∑
n

〈b, ψ∗
n〉〈ψn, c〉

iω − νn
=

∑
n

dn(αn − iβn)

α2
n + β2

n

(8.7)

=
∑
n

dnαn

α2
n + β2

n

− i
∑
n

dnβn

α2
n + β2

n

,

where ω ∈ R, dn = 〈b, ψ∗
n〉〈ψn, c〉 > 0, αn = ε

2γ
2
|n| − δn,ε > 0 for some δn,ε, and

βn = ω − nπ. Clearly �(CR(iω,A)B) > 0 so that H(iω) �= 0 for every ω ∈ R.
This allows us to solve the regulator equations (3.1) as in [15, 16]. If (θn)n∈I is

the canonical orthonormal basis of exponentials for H = H(fn, ωn), then it is readily
verified that a suitable pair (Π,Γ) of operators is

Γy =
∑
n∈I

yn
Qθn

H(iωn)
∀y ∈ H,(8.8)

Πy =
∑
n∈I

ynR(iωn, A)BΓθn ∀y ∈ H,(8.9)

where ωn = 2πn
p , n ∈ I, and yn is the nth Fourier coefficient of y ∈ H in the basis

(θn)n∈I . For a suitable weighting sequence (fn)n∈I in the space H(fn, ωn) these
operators Π and Γ are bounded [16]. Hence by Theorem 3.1 the feedforward control
law which achieves the asymptotic tracking of y ∈ H for such (fn)n∈I is given by

(8.10)

u(t) = Γw(t) = ΓTS(t)|Hy = Γ
∑
n∈I

ynTS(t)|Hθn =
∑
n∈I

yn
H(iωn)

QTS(t)|Hθn

=
∑
n∈I

yn
H(iωn)

θn(t).

In conclusion, in order to asymptotically track (a sufficiently smooth) p-periodic
function y, we apply a p-periodic feedforward control whose nth Fourier coefficient is
that of y multiplied by the reciprocal of the transfer function of the plant evaluated
at iωn. The use of an error feedback controller in this case may be difficult, because
the closed loop system is difficult to stabilize.

Example 8.4. Let a > 0, r �= 0, τ1 > τ2 > 0. Consider the following scalar delay
differential equation with control and observation:

ẋ(t) = −ax(t) − b
[
x(t− τ1) + x(t− τ2)

]
+ u(t),(8.11a)

y(t) = rx(t), t ≥ 0.(8.11b)

Our goal is to build, using Corollary 4.2, a dynamic controller (2.4) which solves the
EFRP for this plant and p-periodic reference signals in the standard Sobolev spaces
H = Hα

per(0, p) for α > 1
2 [17].

Taking initial conditions for x(·) into account, the pair (8.11) can be formulated
as a plant of the form (2.1) in which D = 0 and Udist = 0 [6]. Moreover, it can be
shown (see, e.g., [6, Lemma 4.3.9]) that the transfer function H(s) = CR(s,A)B of
this plant is given by

(8.12) H(s) =
r

s + a + b(e−sτ1 + e−sτ2)

for those s ∈ C at which the denominator is not equal to zero.
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The semigroup generated by A is exponentially stable if and only if s + a +
b(e−sτ1 + e−sτ2) �= 0 for all s ∈ { z ∈ C | �(z) ≥ 0 } [6, Theorem 5.1.7]. Ruan and Wei
[20] give a complete characterization (in terms of a, b, τ1, and τ2) of those instances in
which all roots of equation s + a + b(e−sτ1 + e−sτ2) = 0 have negative real parts. In
their characterization, the parameter b lies on an interval (b−0 , b

+
0 ). We assume that

the semigroup generated by A is exponentially stable. By the above discussion, then
iωn = i2πn

p ∈ ρ(A) and H(iωn) �= 0 for every n ∈ Z.

It is evident that for every α > 3
2 ,

∑∞
n=−∞ |H(iωn)−1|2(1 + ω2

n)−α < ∞. Hence

for α > 3
2 we can solve the regulator equations (3.1) for bounded operators Π and Γ

as in [16]. We obtain

Γy =
∑

yn
Qθn

H(iωn)
∀y ∈ H,(8.13)

Πy =
∑

ynR(iωn, A)BΓθn ∀y ∈ H,(8.14)

where (θn)n∈Z is the natural orthonormal basis for H and yn is the nth Fourier
coefficient of y with respect to this basis.

It is easy to see using Theorem 14 of [2] that S|H − Q∗Q generates a strongly
stable C0-semigroup. Hence we may use Corollary 4.2 to deduce that an error feedback
controller (2.4) with

(8.15) F =

(
A BΓ

Q∗C S|H −Q∗Q

)
, J =

(
0 Γ

)
, and G =

(
0

−Q∗

)
solves the EFRP.

Example 8.5. Let H(s) = CR(s,A)B be a transfer function of an exponentially
stable disturbance-free finite-dimensional SISO system (2.1) with D = 0. Let γ be a
compact subset of R. Consider reference signals in the space H = { f ∈ BUC(R,C) |
sp(f) ⊂ γ }, where sp(f) denotes the Carleman spectrum of f . Then S|H ∈ L(H)
and σ(S|H) = iγ. Let δ be a smooth contour surrounding σ(S|H) such that it does
not enclose any eigenvalues of A. Assume that infiω∈σ(S|H) |H(iω)| > 0. Then the
linear operator V ∈ L(H) defined as

(8.16) V f =
1

2πi

∮
δ

H(s)R(s, S|H)fds ∀f ∈ H

is boundedly invertible (cf. Theorem 8.2 in [22]).
It is a straightforward calculation to show that the bounded operators Π and Γ

defined as

Γf = QV −1 ∀f ∈ H,(8.17)

Πf =
1

2πi

∮
δ

R(λ,A)BΓR(s, S|H)fds ∀f ∈ H(8.18)

solve the regulator equations (3.1). Hence it is possible to track all reference signals
in H using a feedforward control law u(t) = Γw(t). Such reference signals need not
be periodic, but they are infinitely smooth because S|H ∈ L(H).

We remark that although the plant is exponentially stable and the regulator
equations (3.1) can be solved, the corresponding EFRP may be difficult to solve.
This is because σ(S|H), although compact, may be an uncountable set in iR. The
authors are not aware of any stabilization results in Banach spaces allowing for an
uncountable spectrum in { s ∈ C | �(s) ≥ 0 }; hence closed loop stability may be
difficult to obtain.
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9. Conclusions. In this article we have developed a state space output regula-
tion theory for linear infinite-dimensional systems and bounded uniformly continuous
exogenous reference/disturbance signals. We have solved both feedforward and error
feedback output regulation problems; we have provided complete characterizations
for the solvability of these problems in terms of certain regulator equations; and we
have provided several examples to illustrate the theory. In this article we have also
discussed strong stabilizability of the closed loop error feedback control system, which
is an important problem in our case due to the following reasons:

• The exogenous signals are, in general, generated by an infinite-dimensional
exosystem.

• The system operator of such an infinite-dimensional exosystem is often im-
possible to stabilize exponentially.

• The closed loop error feedback control system must (under certain assump-
tions) contain a copy of this exosystem operator in order that error feedback
output regulation is possible.

The third item above is the well-known internal model principle, and we have gener-
alized it in this article for infinite-dimensional plants and infinite-dimensional exosys-
tems.

Interesting directions for future research include a detailed study of robustness
issues and an extension of the results of this paper for unbounded operators B and C
in the plant. In this way the output regulation theory of the present paper could be
extended for many important boundary control and point observation problems not
covered by the theory of this article.

Acknowledgments. The authors thank the reviewers for their many useful com-
ments for improving the original manuscript.
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ROBUSTNESS IN THE GRAPH TOPOLOGY OF A COMMON
ADAPTIVE CONTROLLER∗

MARK FRENCH† , ACHIM ILCHMANN‡ , AND EUGENE P. RYAN§

Abstract. For any m-input, m-output, finite-dimensional, linear, minimum-phase plant P with
first Markov parameter having spectrum in the open right half complex plane, it is well known that
the adaptive output feedback control C, given by u = −ky, k̇ = ‖y‖2, yields a closed-loop system
[P,C] for which the state converges to zero, the signal k converges to a finite limit, and all other
signals are of class L2. It is first shown that these properties continue to hold in the presence of
L2-input and L2-output disturbances. Working within the conceptual framework of the nonlinear
gap metric approach to robust stability, and by establishing gain function stability of an appropriate
closed-loop operator, it is proved that these properties also persist when the plant P is replaced with
a stabilizable and detectable linear plant P1 within a sufficiently small neighborhood of P in the
graph topology, provided that the plant initial data and the L2 magnitude of the disturbances are
sufficiently small. Example 9 of Georgiou and Smith [IEEE Trans. Automat. Control, 42 (1997),
pp. 1200–1221] is revisited. Unstable behavior for large initial conditions and/or large L2 disturbances
is shown, demonstrating that the bounds obtained from the L2 theory are qualitatively tight: this
contrasts with the L∞-robustness analysis of Georgiou and Smith, which is insufficiently tight, to
predict the stable behavior for small initial conditions and zero disturbances.

Key words. adaptive control, gap metric, robust stability
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1. Introduction. In an important paper in 1997, the well-established concept
of the gap metric for linear systems (see, e.g., [19, 5, 6, 18, 2]) was extended to a
nonlinear setting by Georgiou and Smith [7]. Further developments can be found in
[8, 16, 1, 4]. The central property analyzed in the nonlinear gap framework is that
of robust stability, i.e., the property that, if W is some requisite class (for example,
L∞ or L2) to which the signals of a nominal closed-loop plant/controller configura-
tion belong, then the closed-loop signals remain in W if the nominal plant is replaced
with another plant which is sufficiently close in the gap sense. Gain function stability
(gf-stability) a concept made precise in subsection 2.3, of the closed-loop operator
mapping external disturbances to the input and output of the nominal plant provides
a sufficient condition for robust stability (however, in contrast with the results in the
linear setting, gf-stability is not a necessary condition for robust stability in the nonlin-
ear setting). The nonlinear gap framework has been used to investigate the robustness
(or lack of robustness) of certain classical adaptive controllers and variants thereof.

In an L∞ setting, Example 9 of [7] (see also [9]) considers the controller (ubiqui-
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u0

u1 y1

ẋ = Ax + Bu1, y1 = Cx

u2 = −ky2, k̇ = ‖y2‖2 y0
u2 y2

−
+

+

−

Fig. 1.1. The adaptive closed-loop system.

tous in the adaptive control literature)

u = −ky, k̇ = y2(1.1)

applied to the scalar linear plant ẏ = ay + u, for some a ∈ R, and shows that the
closed-loop operator mapping external disturbances onto the input and output of the
nominal plant is not gain function stable (gf-stable). While the lack of gf-stability does
not preclude robust stability, numerical and other informal evidence was presented
which suggested that, with nonzero initial conditions, the closed-loop system is not
robustly stable, even in the absence of disturbances. One consequence of the results of
the present paper is to clarify the latter suggestion: we prove that, in the absence of
disturbances, the closed-loop system is—with sufficiently small initial data—robustly
stable but fails to be robustly stable for large initial data.

In [4], the nonlinear gap framework is used in an L2 setting to establish robust

stability properties of the controller u = −k
1
4 y, k̇ = y2 when applied to (a) single-

input, single-output, linear, minimum-phase, relative-degree-one, nominal plants with
positive high-frequency gain, and (b) a class of perturbed plants, where the gap metric
distance between the nominal and perturbed plants is constrained by a function of
the norms of the external disturbances. The present paper shows that the analysis
developed in [4] can also be applied to the more familiar adaptive controller (1.1) (and
its multivariable counterpart). This is considered to be important, as such controllers
form the basis for many adaptive designs; see, e.g., [13, 14]. For example, adaptive
backstepping designs [14, p. 100] reduce to (1.1) when applied to first-order linear
plants. From an applied point of view, many application studies of such controllers
exist in the literature (see, for example, [14] and the bibliography therein).

The analysis of the controller (1.1) differs significantly from that of the controllers
in [4], requiring a different technique to establish the required gf-stability (Propositions
3.3, 3.5). In particular, in an L2 setting, we establish a robust stability result for nom-
inal m-input, m-output, finite-dimensional, stabilizable and detectable linear plants
(A,B,C) which are minimum phase and are such that the first Markov parameter
CB has its spectrum in the open right half complex plane (we denote the class of such
plants by M). With reference to Figure 1.1, in the absence of external disturbances
(that is, with u0 = 0 = y0), it is well known (see, for example, [11, Theorem 4.2.1])
that, for every plant in M and all initial plant/controller data (x0, k0) ∈ R

n × R+

(R+ := [0,∞)), the closed loop is such that (i) u1, y1 ∈ L2(R+,R
m), (ii) x(t) → 0

as t → ∞, and (iii) k(t) → k∞ ∈ R+ as t → ∞. First, we show that properties
(i)–(iii) persist under external disturbances u0, y0 ∈ L2(R+,R

m). Second, we con-
sider the question of robust stability of the closed loop with respect to both external
L2 disturbances and perturbations of the plant (A,B,C), i.e., to what extent do the
above properties (i)–(iii) persist if (A,B,C) ∈ M is perturbed to another m-input, m-
output, linear, finite-dimensional, stabilizable and detectable plant (Ap, Bp, Cp) �∈ M?
An appropriate conceptual framework in which to pose and answer such questions is
provided by the gap metric. We show that properties (i)–(iii) persist if (A,B,C)
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and (Ap, Bp, Cp) are sufficiently close in the gap metric. The associated bounds on
the robust stability margin have a semiglobal nature insofar as they depend on the
“size” of the external disturbances and initial data. In the case of zero initial condi-
tions, the linear gap metric δ0 measures the size of the smallest stable coprime factor
perturbation between plants. Thus, the stability results of the present paper can
be interpreted within the framework of linear robust control, where coprime factor
perturbations form the widely accepted model for unstructured uncertainties.

We emphasize that the principal contribution of [4] and the present paper is to
obtain robust stability results for adaptive controllers for this general description of
unmodeled dynamics. This contrasts with other results in adaptive control (see, for
example, [13, Chapters 8 and 9], [10]), which are far more restricted in the class of
unmodeled dynamics considered and which typically consider robust “modifications”
to the underlying adaptive law, which can introduce conservativeness (see [4] for a
full discussion).

For purposes of illustration, one expression for the linear gap δ0 is given in the
frequency domain as follows. Let (A1, B1, C1) and (A2, B2, C2) be single-input, single-
output stabilizable linear systems with respective transfer functions P̂1 and P̂2. Then
P̂1 and P̂2 admit normalized right coprime factorizations over RH∞, the class of
rational functions that are analytic and bounded on the open half plane C+ := {λ ∈
C | Re(λ) > 0}. In particular, there exist Ni, Di ∈ RH∞ such that

P̂i = NiD
−1
i , N∗

i Ni + D∗
iDi = 1, i = 1, 2.(1.2)

For (i, j) = (1, 2), (2, 1), define the directed gap

�δ0(P̂i, P̂j) := inf
{
‖(ΔN ,ΔD)‖H∞

∣∣ ΔN ,ΔD ∈ RH∞, P̂j = (Ni + ΔN )(Di + ΔD)−1
}

(with the convention inf ∅ := +∞). The linear gap between P̂1 and P̂2 is given by

δ0(P̂1, P̂2) ≡ δ0(P̂2, P̂1) = max
{
�δ0(P̂1, P̂2), �δ0(P̂2, P̂1)

}
.(1.3)

We remark that the gap between the following plants P̂1 and P̂2 tends to zero as
ε → 0:

P̂1(s) P̂2(s) Reference

(i)
1

s− θ

|λ|2

(s− λ)(s− λ̄)(s− θ)
, Re(λ) ≤ −ε−1 [4]

(ii)
1

s− θ

N(M − s)

(N + s)(M + s)(s− θ)
, N,M ≥ ε−1 section 3.4, Example 3.10

(iii)
1

s− θ

(M − s)

(M + s)(s− θ)
, M ≥ ε−1 section 4.5; see also [7]

Example (i) is the classical Rohrs’ example [15] which first drew the attention of the
adaptive control community to the robustness issue. As observed in [4], example (ii)
is of particular interest since P̂2 exhibits none of the classical assumptions of adaptive
control: in particular, the sign of the high-frequency gain and the relative degree of
P̂2 differ from those of the nominal plant P̂1 and, moreover, P̂2 is not minimum phase.
Example (ii) is considered in more detail in section 3.4. Example (iii) is comprised
of an all-pass factor in series with the nominal plant and is considered extensively in
section 4. Example (iii) also coincides with Example 9 in [7], to which our general L2

theory applies to conclude robust stability provided the initial data and L2 disturbance



ADAPTIVE CONTROL: ROBUSTNESS IN THE GRAPH TOPOLOGY 1739

norms are sufficiently small. In section 4, we additionally prove the lack of robustness
when the initial data or the L2 disturbances are large. Moreover, we clarify some of
the informal arguments in the L∞ setting of [7].

The paper is structured as follows. In section 2 we introduce the notation and
background theory: notions of well posedness and gf-stability of plant/controller inter-
connections are made precise, and the nonlinear gap is defined; this material is based
on [7, section II] and [4, section 2]. Section 3 establishes the main robust stability
result for the adaptive controller (1.1) (Theorem (3.8)) via the general framework of
[4]. By considering example (iii) above in detail in section 4, we show that the bounds
obtained in Theorem 3.8 are qualitatively tight in the sense that examples (i)–(iii)
show that the robustness margin necessarily depends on the size of the disturbances
and initial conditions.

2. Background concepts and terminology.

2.1. Preliminaries. While our goal is to establish stability of various config-
urations of plant and controller, the nonlinear nature of the controller is such that
finite-time blow up of solutions of the closed-loop system cannot be ruled out a priori.
To accommodate the potential for such behavior in the analysis, we introduce the
following notions. Let X be a nonempty set and, for 0 < ω ≤ ∞, let Sω denote the
set of locally integrable maps [0, ω) → X . For simplicity, we write S := S∞. For
0 < τ < ω ≤ ∞, Tτ : Sω → S denotes the operator given by

Tτv :=

{
v(t), t ∈ [0, τ),
0, otherwise.

With V ⊂ S we associate spaces as follows: Ve = {v ∈ S
∣∣ Tτv ∈ V for all τ > 0},

the extended space; Vω = {v ∈ Sω

∣∣ Tτv ∈ V for all τ ∈ (0, ω)}, 0 < ω ≤ ∞; Va =
∪ω∈(0,∞]Vω, the ambient space. If v, w ∈ Va with v|I = w|I on I = dom(v)∩ dom(w),
then we write v = w. Note that V ⊂ Ve ⊂ Va are strict inclusions and V∞ = Ve. For
(f, g) ∈ Va × Va, the domains of f and g may be different; we adopt the convention
dom(f, g) := dom(f)∩ dom(g). We define V ⊂ S to be a signal space if and only if it is
a vector space. In our applications, frequently V will be a normed signal space, such as
Lp(R+,R

m) for 1 ≤ p ≤ ∞, in which case Ve = Lp
loc(R+,R

m), Vω = Lp
loc([0, ω),Rm)

for ω ∈ (0,∞], and Va = ∪0<ω≤∞Lp
loc([0, ω),Rm). It is important to note that

Vω �= Lp([0, ω),Rm). Throughout the paper we consider only those normed signal
spaces V which have the property that supτ≥0 ‖Tτx‖ < ∞ implies x ∈ V. We observe
that Lp(R+,R

m) for 1 ≤ p ≤ ∞ is such a normed signal space. We will often write
‖x‖τ = ‖Tτx‖. For a normed signal space U and a Euclidean space R

n, we will also
consider subsets of spaces of the form V = R

n × U which, on identifying each θ ∈ R
n

with the constant signal t 
→ θ, can be thought of as a normed signal space with norm
given by ‖(θ, x)‖ =

√
|θ|2 + ‖x‖2

U .

2.2. Well-posedness. A mapping Q : X1 → X2 between signal spaces is said to
be causal if and only if for all τ > 0, x, y ∈ X1, Tτx = Tτy implies TτQx = TτQy.
Let U and Y be normed signal spaces and let P : Ua → Ya and C : Ya → Ua be causal
mappings representing a plant and controller, respectively. Our central concern is the
system of equations

[P,C] : y1 = Pu1, u2 = Cy2, u0 = u1 + u2, y0 = y1 + y2(2.1)

corresponding to the closed-loop feedback configuration as depicted in Figure 2.1. By
a solution of (2.1) we mean the following. For w0 = (u0, y0) ∈ W := U × Y, a pair
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u0

u1 y1

P

C y0
u2 y2

−
+

+

−

Fig. 2.1. The closed-loop system [P,C].

(w1, w2) =
(
(u1, y1), (u2, y2)

)
∈ Wa × Wa, Wa := Ua × Ya, is a solution of (2.1) if

and only if (2.1) holds on dom(w1, w2). The (possibly empty) set of all solutions is
denoted by Xw0

:=
{
(w1, w2) ∈ Wa × Wa| (w1, w2) solves (2.1)

}
. The closed-loop

system [P,C], given by (2.1), is said to have (a) the existence property if and only if
Xw0 �= ∅ ; (b) the uniqueness property if and only if for each w0 ∈ W,

(ŵ1, ŵ2), (w̃1, w̃2) ∈ Xw0
⇒ (ŵ1, ŵ2) = (w̃1, w̃2) on dom(ŵ1, ŵ2) ∩ dom (w̃1, w̃2).

Assume that [P,C] has the existence and uniqueness properties. For each w0 ∈ W,
define ωw0

, 0 < ωw0 ≤ ∞, by the property [0, ωw0) := ∪(ŵ1,ŵ2)∈Xw0
dom(ŵ1, ŵ2),

and define (w1, w2) ∈ Wa × Wa, with dom(w1, w2) = [0, ωw0
), by the property

(w1, w2)|[0,t) ∈ Xw0 for all t ∈ [0, ωw0). This construction induces an operator
HP,C : W → Wa × Wa, w0 
→ (w1, w2). The closed-loop system [P,C], given
by (2.1), is said to be

• locally well posed if and only if it has the existence and uniqueness properties
and the operator HP,C : W → Wa ×Wa , w0 
→ (w1, w2), is causal;

• globally well posed if and only if it is locally well posed and imHP,C ⊂ We ×
We ;

• W-stable if and only if it is locally well posed and imHP,C ⊂ W ×W;
• regularly well posed if and only if it is locally well posed and

∀w0 ∈ W
[
ωw0

< ∞ =⇒ Tωw0
HP,C(w0) /∈ W ×W

]
.(2.2)

If [P,C] is globally well posed, then for each w0 ∈ W the solution HP,C(w0) exists on
the half line R+. Regular well posedness means that if the closed-loop system has a
finite escape time ω > 0 for some disturbance (u0, y0) ∈ W, then at least one of the
signals (u1, y1) or (u2, y2) is not a restriction to [0, ω) of a function in W. If [P,C] is
regularly well posed and satisfies

∀w0 ∈ W
[
ωw0 < ∞ =⇒ Tωw0

HP,C(w0) ∈ W ×W
]
,

then there does not exist a solution of [P,C] with a finite escape time, and therefore
[P,C] is globally well posed. However, global well posedness does not guarantee that
each solution belongs to W ×W; the latter is ensured by W-stability of [P,C]. Note
also that neither regular nor global well posedness implies the other. Our main concern
will be the situation wherein the closed-loop system [P,C] is generated by a system
of (nonlinear) differential equations. In this context, a globally well-posed system is
a system with the property of existence and uniqueness of solutions and for which
finite-time blow up does not occur: all (forward) solutions have a maximal interval
of existence [0,∞). Regular well posedness usually follows from standard existence
theory for differential equations when W = L∞×L∞. However, when W �= L∞×L∞

(in this paper we are primarily interested in W = L2 × L2), stronger properties of
the underlying differential equations are required. As will be shown, all closed-loop
systems considered in this paper are regularly well posed.
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2.3. Graphs and gf-stability. In our investigation of robustness of stability
properties of a closed-loop system, the concept of graphs and gf-stability will play a
central role. Corresponding to a plant operator P (respectively, the controller operator
C) is a subset of W, called the graph of the plant GP (respectively, the controller GC),
defined as

GP =

{(
u
Pu

) ∣∣∣∣ u ∈ U , Pu ∈ Y
}

⊂ W, GC =

{(
Cy
y

) ∣∣∣∣ Cy ∈ U , y ∈ Y
}

⊂ W.

Note that in general, GP ,GC �= W. A causal operator F : X → Va, where X ,V are
subsets of normed signal spaces, is said to be gf-stable if and only if imF ⊂ V and if
the following nonlinear so-called gain function is well defined:

(2.3) g[F ] : (r0,∞) → R+,

r 
→ g[F ](r) = sup
{
‖TτFx‖

∣∣ x ∈ X , ‖Tτx‖ ∈ (r0, r], τ > 0
}
,

where r0 := infx∈X ‖x‖ < ∞. Observe that ‖Fx‖τ ≤ g[F ](‖x‖τ ). A closed-loop
system [P,C] is said to be gf-stable if and only if it is globally well posed and
HP,C : W → We ×We is gf-stable. Note the following facts: (i) global well posedness
of [P,C] implies that imHP,C ⊂ We×We; (ii) gf-stability of [P,C] implies W-stability
of [P,C]; (iii) if [P,C] is W-stable, then HP,C : W → GP × GC is a bijective operator
with inverse H−1

P,C : (w1, w2) 
→ w1 + w2. To see (iii), note that imHP,C ⊂ W × W
implies that imHP,C ⊂ GP × GC , and since for any w1 ∈ GP ⊂ W, w2 ∈ GC ⊂ W
we have w1 + w2 ∈ W, it follows that imHP,C ⊃ GP × GC . Therefore, we can think
of a gf-stable HP,C as a surjective operator HP,C : W → GP × GC . The inverse of
HP,C : W → GP × GC is obviously H−1

P,C : (w1, w2) 
→ w1 + w2. Finally, with a
closed-loop system [P,C] we associate the following two parallel projection opera-
tors: ΠP//C : W → Wa, w0 
→ w1 and ΠC//P : W → Wa, w0 
→ w2. Clearly,

HP,C =
(
ΠP//C , ΠC//P

)
and ΠP//C + ΠC//P = I. Therefore, gf-stability of one of

the operators ΠP//C and ΠC//P implies the gf-stability of the other, and so gf-stability
of either operator implies gf-stability of the closed-loop system [P,C].

2.4. The nonlinear gap. The essence of the paper is a study of robust sta-
bility in a specific adaptive control context. Robust stability is the property that
the stability properties of a globally well-posed closed-loop system [P,C] persist un-
der “sufficiently small” perturbations of the plant. In other words robust stability
is the property that [P1, C] inherits the stability properties of [P,C] when the plant
P is replaced with any plant P1 sufficiently “close” to P . In the context of this
paper, plants P1 and P2 are deemed to be close if and only if the nonlinear gap
[7] between P1 and P2 is small, where the nonlinear gap is defined as follows. Let
Γ :=

{
P : Ua → Ya

∣∣ P is causal
}

and, for P1, P2 ∈ Γ, define the (possibly empty) set

OP1,P2 :=
{
Φ: GP1 → GP2

∣∣ Φ is causal, bijective, and Φ(0) = 0
}
. Write

�δ(P1, P2) := inf
Φ∈OP1,P2

sup
x∈GP1

\{0}, τ>0

(‖(Φ − I)|GP1
x‖τ

‖x‖τ

)
,

with the convention that �δ(P1, P2) := ∞ if OP1,P2 = ∅. The nonlinear gap δ is

δ : Γ × Γ → [0,∞] , (P1, P2) 
→ δ(P1, P2) := max{�δ(P1, P2), �δ(P2, P1)}.(2.4)

The nonlinear gap provides a generalization of the standard definition of the linear gap
δ0 (previously discussed briefly in the introduction). To explain this, some notation
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is needed. For q,m ∈ N, let Rq,m denote the set of proper, rational, (q ×m)-matrix-
valued functions and let H∞

q,m denote the set of analytic and bounded C
q×m-valued

functions on the open right half plane C+ := {λ ∈ C| Re(λ) > 0}. By RH∞
q,m, we

denote the class of functions in Rq,m that are analytic in C+. It is known (see, for
example, [17, pp. 74–75; 261–262]) that any P ∈ Rq,m has a normalized right coprime
factorization, that is, P = ND−1, where N ∈ RH∞

q,m, D ∈ RH∞
m,m, D has an inverse

in Rm,m, and N∗N + D∗D = Im, where N∗(s) := N(−s̄)
T
. Let U = L2(R+,R

m),

Y = L2(R+,R
q) for some m, q ∈ N and associate with P̂ ∈ Rq,m the linear operator

P : Ue → Ye, u 
→ y := L−1(P̂ ) 	 u, where L denotes the Laplace transform and 	
denotes convolution. We refer to P as a linear plant with associated transfer function
P̂ ∈ Rq,m. For i = 1, 2, let Pi : Ue → Ye be linear plants with associated strictly

proper rational transfer functions P̂i = NiD
−1
i , where (Ni, Di) ∈ RH∞

q,m × RH∞
m,m

are right coprime factors (analogous to (1.2)), and let Πi : Ue × Ye → GPi
denote the

orthogonal projection onto the closed subspace GPi
. The linear gap between these

plants is defined as in (1.3), with

�δ0(P̂i, P̂j) := inf
{
‖(ΔN ,ΔD)‖H∞

∣∣ ΔN ∈ RH∞
q,m, ΔD ∈ RH∞

m,m,

P̂j = (Ni + ΔN )(Di + ΔD)−1
}
.

In [7, Proposition 5] it is shown that if max{‖(Π2−Π1) Π1‖, ‖(Π1−Π2) Π2‖} < 1, then
�δ(P1, P2) = ‖(Π2 −Π1) Π1‖, and in [5, Lemma 2] it is shown that ‖(Π2 −Π1) Π1‖ =
�δ0(P̂1, P̂2) if �δ0(P̂1, P̂2) < 1, the conjunction of which yields

�δ(P1, P2) = �δ0(P̂1, P̂2) if δ0(P̂1, P̂2) < 1.(2.5)

The topology induced on Rq,m by the gap δ0 is called the graph topology [17, p. 235];
note that the graph topology on Γ induces the graph topology on Rq,m via the subset
topology and the Laplace transform L. Robust stability with respect to gap per-
turbations has been extensively studied in the linear setting; see, e.g., [18] and the
references therein. In a nonlinear setting, sufficient conditions for robust gain stability
were given in [7]. The adaptive controllers considered in this paper and in [4] do not
meet any of the sufficient conditions of [7] and hence require a further development of
the robust stability theory in section 5 of [4], as given in Theorem 3.11 of the present
paper.

3. System classes and the adaptive controller. We are interested in the
control of linear m-input, m-output stabilizable n-dimensional state space realizations
of transfer functions in Rm,m, i.e., systems of the form

ẋ(t) = Ax(t) + B u1(t), x(0) ∈ R
n, y1(t) = Cx(t).(3.1)

Henceforth, we fix (arbitrarily) the number m ≥ 1 of inputs/outputs but allow for a
variation in the state space dimension n. We denote this system class by

Pn = {(A,B,C) ∈ En | n ≥ m, (A,B,C) is stabilizable and detectable},(3.2)

where En := R
n×n×R

n×m×R
m×n, and write P := ∪n≥mPn. We define the subclass

of minimum-phase systems with “high-frequency gain” CB having spectrum in C+,

M̃n =

{
(A,B,C) ∈ Pn

∣∣∣∣ σ(CB) ⊂ C+, det

[
sIn −A B

C 0

]
�= 0 ∀s ∈ C+

}
.

(3.3)
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Observe that for each (A,B,C) ∈ M̃n, there exists an element of its similarity orbit
{(TAT−1, TB,CT−1)| T ∈ R

n×n invertible} such that

TAT−1 =

[
A1 A2

A3 A4

]
, TB =

[
0
B2

]
=

[
0

CB

]
, CT−1 =

[
0 I

]
,

where σ (B2) ⊂ C+ and, by the minimum-phase property, A1 has a spectrum in the
open left half complex plane C−. Therefore, we introduce

Mn :=

⎧⎨
⎩(A,B,C) ∈ Pn

∣∣∣∣∣∣
A =

[
A1 A2

A3 A4

]
, B =

[
0
B2

]
, C = [0 I],

B2, A4 ∈ R
m×m, σ (A1) ⊂ C−, σ (B2) ⊂ C+

⎫⎬
⎭(3.4)

and write M := ∪n≥mMn. For a system of class Mn, (3.1) may be expressed in the
equivalent form

ż(t) = A1z(t) + A2y1(t), z(0) = z0 ∈ R
n−m

ẏ1(t) = A3z(t) + A4y1(t) + B2u1(t), y1(0) = y0
1 ∈ R

m

}
, (z0, y0

1) = x0.(3.5)

We will have occasion to identify Pn with a subspace of a Euclidean space R
n2+2mn

by identifying a plant θ = (A,B,C) with a vector θ consisting of the elements of the
plant matrices, ordered lexicographically. With normed signal spaces U and Y and
(θ, x0) ∈ Pn × R

n, we associate the causal plant operator

P̃ (θ, x0) : Ua → Ya, u1 
→ P̃ (θ, x0)(u1) := y1 ,(3.6)

where, for u1 ∈ Ua with dom(u1) = [0, ω), we have y1 = Cx, x being the unique

solution of (3.1) on [0, ω). Note that P̃ is a map from
⋃

n≥m(Pn × R
n) to the space

of maps Ua → Ya. Furthermore, for (θ, x0) = (A,B,C, x0) ∈ Pn × R
n, P̃ (θ, x0)

corresponds to a stabilizable and detectable realization of C(sIn − A)−1B ∈ Rm,m.
Our objective is to study, in the context of systems of form (3.1), the adaptive strategy

u2(t) = −k(t)y2(t), k̇(t) = ‖y2(t)‖2, k(0) = k0 ∈ R+ ,(3.7)

with the associated control operator, parameterized by k0, denoted by

C̃(k0) : Ya → Ua, y2 
→ C̃(k0)(y2) := u2.(3.8)

Note that C̃ is a map from R+ to the space of causal maps Ya → Ua. In particular
and with reference to Figure 2.1, we will study properties of the closed-loop system
[P̃ (θ, x0), C̃(k0)], generated by the application of the controller (3.8) to system (3.1),
in the presence of disturbances (u0, y0) ∈ W satisfying the interconnection equations

u0 = u1 + u2, y0 = y1 + y2 .(3.9)

Results will be given for systems (3.5) of class Mn (such systems will later play the
role of the nominal plant) and for the more general class of systems (3.1), (3.2) (such
systems will later play the role of the perturbed plant).
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3.1. Properties of the interconnection of the adaptive controller with
the general linear plant. In this section we investigate the interconnection of the
adaptive controller (3.7) (with associated operator C̃(k0)) and any plant in the form

(3.1) (with associated operator P̃ (θ, x0)), where (θ, x0, k0) ∈ Pn × R
n × R+.

Proposition 3.1. Let n ≥ m, (θ, x0, k0) ∈ Pn × R
n × R+, and u0, y0 ∈

L∞
loc(R+,R

m). Then the closed-loop initial-value problem given by (3.1), (3.7), (3.9)
has the following properties:

(i) There exists a unique maximal solution (x, k) : [0, ω) → R
n×R+, 0 < ω ≤ ∞;

(ii) if k ∈ L∞([0, ω),R+), then ω = ∞;
(iii) if y2 ∈ L2([0, ω),Rm), then ω = ∞.
Proof. (i) follows from the theory of ordinary differential equations.
(ii) If k ∈ L∞([0, ω),R+), then consider the following subsystem of the initial-

value problem (3.1), (3.7): ẋ(t) = Ax(t)+B
[
u0(t)+k(t)y2(t)

]
. Integration, together

with elementary estimates, yields the existence of constants c0, c1 > 0 such that

‖x(t)‖ ≤ c0

(
ec1t +

∫ t

0

ec1(t−s)
(
‖u0(s)‖ + ‖y2(s)‖

)
ds

)
∀ t ∈ [0, ω).(3.10)

Suppose ω < ∞. Since y2 ∈ L2([0, ω),Rm) (which is equivalent to k ∈ L∞([0, ω),R+))
and since u0 ∈ L∞

loc(R+,R
m), it follows from the convolution in (3.10) that the right-

hand side of (3.10) is bounded on [0, ω), which contradicts maximality of the solution
x. Therefore, ω = ∞.

(iii) By assumption, y2 ∈ L2([0, ω),Rm), and so t 
→ k(t) = k0 + ‖y2‖2
L2([0,t),Rm)

is bounded on [0, ω), and thus assertion (iii) follows from (ii).
Corollary 3.2. Let U = Y = L2(R+,R

m), n ≥ m, (θ, x0, k0) ∈ Pn × R
n × R+.

Then the closed-loop initial-value problem [P̃ (θ, x0), C̃(k0)] given by (2.1), (3.6), and
(3.8) is regularly well posed.

Proof. Let W = L2(R+,R
m) × L2(R+,R

m). The closed-loop [P̃ (θ, x0), C̃(k0)] is

locally well posed by Proposition 3.1(i). To prove that [P̃ (θ, x0), C̃(k0)] is regularly
well posed, it suffices to show that (2.2) holds. Let w0 = (u0, y0) ∈ W. Consider
(w1, w2) = HP̃ (θ,x0),C̃(k0)(w0), where dom (w1, w2) = [0, ω) and is maximal. Sup-

pose Tω(w1, w2) ∈ W × W. Then we have y1 ∈ L2([0, ω),Rm), which, in view of
Proposition 3.1(iii) yields ω = ∞. Hence as w0 ∈ W is arbitrary, it follows that the
closed-loop system is regularly well posed.

3.2. Properties of the interconnection of the adaptive controller with
the nominal plant. In this section we consider the closed-loop behavior of the
nominal plant and controller interconnection given by (3.5), (3.7), and perturbations
u0, y0 satisfying (3.9). The L2 bounds obtained in [4] do not directly generalize to the
controller (1.1), even in the single-input, single-output (SISO) case. Hence the results
in this subsection are obtained via an alternative (and tighter) series of bounds than
those considered in the results of [4].

Proposition 3.3. Let n ≥ m, (A,B,C) ∈ Mn, (x0, k0) ∈ R
n × R+, and

u0, y0 ∈ L2([0,∞),Rm). Then the closed-loop initial-value problem (3.5), (3.7), (3.9)
has the following properties:

(i) There exists a unique solution (z, y1, k) : [0,∞) → R
n × R+;

(ii) the limit limt→∞ k(t) exists and is finite;
(iii) u1, y1 ∈ L2(R+,R

m), z ∈ L2(R+,R
n−m);

(iv) limt→∞(z(t), y1(t)) = 0.
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Proof. The closed-loop equations (3.5), (3.7), (3.9) may be expressed as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ż(t) = A1z(t) + A2y1(t) ,
ẏ1(t) = A3z(t) + A4y1(t) + B2

(
u0(t) + k(t) [y0(t) − y1(t)]

)
,

k̇(t) = ‖y0(t) − y1(t)‖2,
u1(t) = u0(t) + k(t) [y0(t) − y1(t)] ,
(z(0), y1(0), k(0)) = (z0, y0

1 , k
0) ∈ R

n−m × R
m × R+ ,

(3.11)

where x0 = (z0, y0
1). By Proposition 3.1 there exists a unique maximal solution

(z, y1, k) : [0, ω) → R
n×R+ of the initial-value problem (3.11) for some ω ∈ (0,∞]. To

prove the proposition, we claim that it suffices to show that y1 ∈ L2([0, ω),Rm). To ar-
gue this claim, assume that y1 ∈ L2([0, ω),Rm) and first note that, by Proposition 3.1,
ω = ∞, and so assertion (i) holds. Assertion (ii) follows from the third of equations
(3.11). Since u0, y0, y1 ∈ L2(R+,R

m) and k is bounded, we have u0 + k[y0 − y1] =
u1 ∈ L2(R+,R

m) and, since σ (A1) ⊂ C−, it follows from the first of equations (3.11)
that z ∈ L2(R+,R

n−m) and z(t) → 0 as t → ∞, whence we get assertion (iii). Finally,
writing the second of equations (3.11) in the form

ẏ1(t) = −y1(t)+f(t), f : t 
→ (I+A4)y1(t)+A3z(t)+B2

(
u0(t)+k(t)[y0(t)−y1(t)]

)
,

and noting that f ∈ L2(R+,R
m), we conclude y1(t) → 0 as t → ∞, and so (iv)

holds. We proceed to show that y1 ∈ L2([0, ω),Rm). First, we assemble some useful
inequalities. Recalling that σ (A1) ⊂ C−, we have

Mp :=

(∫
R+

‖eA1t‖pdt
)1/p

< ∞ ∀ p ∈ [1,∞), M∞ := sup
t∈R+

‖eA1t‖ < ∞,

and, by the first of equations (3.11) (together with elementary estimates),

‖z(t)‖2 ≤ 2
[
M2

∞ ‖z0‖2 + M2
2 ‖A2‖2 ‖y1‖2

L2([0,t),Rm)

]
∀ t ∈ [0, ω).(3.12)

Introduce the convolution operator L : L2(R+,R
n−m) → L2(R+,R

n−m), given by

(Lv)(t) :=

∫ t

0

eA1(t−τ)v(τ)dτ .

Then ‖Lv‖L2(I,Rn−m) ≤ M1‖v‖L2(I,Rn−m) for every bounded interval I ⊂ R+ and all
v ∈ L2

e(R+,R
n−m), which, with the first of equations (3.11), yields

‖z‖2
L2([s,t],Rn−m) ≤ 2M2

1

[
‖z(s)‖2 + ‖A2‖2‖y1‖2

L2([s,t],Rm)

]
for all s, t with 0 ≤ s ≤ t < ω. Writing

c1 :=
1

2
+ M2

1

[
1 + ‖A2‖2

]
,(3.13)

we may infer

(3.14)

∫ t

s

‖z(τ)‖‖y1(τ)‖dτ ≤ 1

2

[
‖z‖2

L2([s,t],Rn−m) + ‖y1‖2
L2([s,t],Rm)

]
≤ c1

[
‖z(s)‖2 + ‖y1‖2

L2([s,t],Rm)

]
for all s, t with 0 ≤ s ≤ t < ω.
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Also, observe that, for all s, t with 0 ≤ s ≤ t < ∞,

(3.15) k(t) = k(s)+ ‖y0 − y1‖2
L2([s,t],Rm) ≤ k(s)+ ‖y0‖2

L2([s,t],Rm) + ‖y1‖2
L2([s,t],Rm).

Since σ (B2) ⊂ C+, the Lyapunov equation QB2 + BT
2 Q − 2I = 0 has a unique

positive-definite symmetric solution Q. From the second of equations (3.11), noting
that ‖QB2‖ = 1 and invoking elementary estimates, we have

〈y1(t), Qẏ1(t)〉 ≤ ‖QA3‖‖z(t)‖‖y1(t)‖ −
1

2

[
k(t) − 2‖QA4‖ − 1

]
‖y1(t)‖2

+
1

2
k(t)‖y0(t)‖2 +

1

2
‖u0(t)‖2 ∀ t ∈ [0, ω)

which, on integration, using (3.14), (3.15) and invoking monotonicity of k, yields

0 ≤ 〈y1(t), Qy1(t)〉 ≤ 〈y1(s), Qy1(s)〉 + 2c1‖QA3‖
(
‖z(s)‖2 + ‖y1‖2

L2([s,t],Rm)

)
+

(
k(s) + ‖y0‖2

L2([s,t],Rm) + ‖y1‖2
L2([s,t],Rm)

)
‖y0‖2

L2(R+,Rm) + ‖u0‖2
L2(R+,Rm)

−
(
k(s) − 2‖QA4‖ − 1

)
‖y1‖2

L2([s,t],Rm) ∀ s, t with 0 ≤ s ≤ t < ω.

Defining

c2 := 2c1‖QA3‖ + 2‖QA4‖ + 2 + ‖y0‖2
L2(R+,Rm),(3.16)

we have

(3.17) 0 ≤ 〈y1(t), Qy1(t)〉 ≤ 〈y1(s), Qy1(s)〉 + 2c1‖QA3‖‖z(s)‖2 + ‖u0‖2
L2(R+,Rm)

−
(
k(s) − c2 + 1

)
‖y1‖2

L2([s,t],Rm) ∀ s, t with 0 ≤ s ≤ t < ω.

Next, observe that

‖y1‖2
L2([0,t),Rm) ≤ ‖y0‖2

L2([0,t),Rm) + ‖y2‖2
L2([0,t),Rm) = ‖y0‖2

L2([0,t),Rm) + k0 + k(t)

for all t ∈ [0, ω). We consider two possible cases.
Case 1. Assume k(t) ≤ c2 for all t ∈ [0, ω). Then ‖y1‖2

L2([0,ω),Rm) ≤ ‖y0‖2
L2(R+,Rm)

+ c2.
Case 2. Assume k(τ) = c2 for some τ ∈ [0, ω). Then, by (3.17) with s = τ , we

have

‖y1‖2
L2([τ,ω),Rm) ≤ 〈y1(τ), Qy1(τ)〉 + 2c1‖QA3‖‖z(τ)‖2 + ‖u0‖2

L2(R+,Rm).

By monotonicity, k(t) ≤ c2 for all t ∈ [0, τ ], and so ‖y1‖2
L2([0,τ ],Rm) ≤ ‖y0‖2

L2(R+,Rm) +

c2. By (3.17) with s = 0 and t = τ , we now have

(3.18) 〈y1(τ), Qy1(τ)〉 ≤ c3 := 〈y0
1 , Qy0

1〉 + 2c1‖QA3‖‖z0‖2 + ‖u0‖2
L2(R+,Rm)

+ (c2 + 1)
(
‖y0‖2

L2(R+,Rm) + c2
)
.

By (3.12), we have

‖z(τ)‖2 ≤ c4 := 2
[
M2

∞‖z0‖2 + M2
2 ‖A2‖2‖y0‖2

L2(R+,Rm) + c2M
2
2 ‖A2‖2

]
.(3.19)
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We may now conclude that

(3.20) ‖y1‖2
L2([0,τ ],Rm) + ‖y1‖2

L2([τ,ω),Rm)

≤ c5 := c2 + c3 + 2c1c4‖QA3‖ + ‖(u0, y0)‖2
L2(R+,R2m) .

Therefore, in both Cases 1 and 2, we have ‖y1‖2
L2([0,ω),Rm) ≤ c5.

Proposition 3.3 immediately implies the following.
Corollary 3.4. Let n ≥ m, U = Y = L2(R+,R

m), θ = (A,B,C) ∈ Mn, and

(x0, k0) ∈ R
n×R+. Then the closed loop [P̃ (θ, x0), C̃(k0)] given by (3.1) (equivalently,

(3.5)), (3.6), (3.8), (3.9) is globally well posed and (U × Y)-stable.
Proposition 3.5. Let n ≥ m and define

D := Mn × R
n × R+ × L2(R+,R

m) × L2(R+,R
m).(3.21)

There exists a continuous map ν : D → R+ such that, for all

d = (A,B,C, x0, k0, u0, y0) ∈ D,

the closed-loop system (3.11) is such that ‖(u1, y1)‖L2(R+,R2m) ≤ ν(d).
Proof. Observe that the parameters ci, i = 1, . . . , 5, defined in (3.13), (3.16),

(3.18), (3.19), and (3.20), depend continuously on the data d = (A,B,C, x0, k0, u0, y0).
In particular, the map ν̂ : d 
→ √

c5 is continuous. Let d ∈ D be arbitrary. Then, by
Proposition 3.3 (and recalling (3.20)), we have ‖y1‖L2(R+,Rm) ≤ ν̂(d). Now,

k(t) = k0 + ‖y0 − y1‖2
L2([0,t),Rm) ≤ ν∗(d) := k0 + 2‖y0‖2

L2(R+,Rm) + 2(ν̂(d))2 ∀ t ∈ R+.

Therefore,

‖u1‖L2([0,t),Rm) = ‖u0 + k(t)[y0(t) − y1(t)]‖L2([0,t),Rm)

≤ ν̃(d) := ‖u0‖L2(R+,Rm) + ν∗(d)
(
‖y0‖L2(R+,Rm) + ν̂(d)

)
∀ t ∈ [0, ω) .

We may now infer that ‖(u1, y1)‖L2(R+,R2m) ≤ ν(d) :=
√

(ν̂(d))2 + (ν̃(d))2.
Remark 3.6. It is worthwhile to note that ν(d) → ∞ as the data approach the

boundary of Mn: for example, if some eigenvalues of A1 approach the imaginary axis,
then ‖L‖ → ∞ and so c1, given by (3.13), grows unboundedly; if ‖B2‖ → 0, then
‖Q‖ → ∞ and so c2, given by (3.16), grows unboundedly. Specifically, there exists a
bounded sequence (dj) in D such that ν(dj) → ∞ as j → ∞. However, if Ω ⊂ Mn is
closed and (dj) is a bounded sequence in Ω×R

n×R+×L2(R+,R
m)×L2(R+,R

m) ⊂ D,
then (ν(dj)) is bounded.

3.3. Construction of a gain function. To establish gap margin results, we
will need to construct augmented plant and controller operators, as in [4]. Reiterating
earlier remarks, we may consider Mn to be a subset of the Euclidean space En =
R

n2+2mn, with the standard Euclidean norm, by identifying a plant θ = (A,B,C) ∈
Mn with a vector θ ∈ En consisting of the n2 + 2mn elements of the plant matrices
ordered lexicographically. Note that 0 �∈ Mn. Let U = Y = L2(R+,R

m) and define

Ũ := R
n2+2mn ×U and W̃ := Ũ × Y , which can be considered as signal spaces by

identifying θ ∈ R
n2+2mn with the constant function t 
→ θ and endowing Ũ with the

norm ‖(θ, u)‖Ũ :=
√

‖θ‖2 + ‖u‖2
L2(R+,Rm). For given P̃ (θ, 0) as in (3.6), we define the

(augmented) plant operator as

P : Ũa → Ya, (θ, u1) = ũ1 
→ y1 = P (ũ1) := P̃ (θ, 0)(ũ1) .(3.22)
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Fix k0 ≥ 0 and define, for C̃(k0) as in (3.8), the (augmented) controller operator as

C : Ya → Ũa, y2 
→ ũ2 = C(y2) := (0, C̃(k0)(y2)).(3.23)

For each nonempty Ω ⊂ Mn, define WΩ := (Ω × U) × Y and HΩ
P,C := HP,C |WΩ . It

easily follows from Corollary 3.4 that HΩ
P,C : WΩ → W̃ × W̃ is a causal operator for

any Ω ⊂ Mn. We now establish gf-stability.
Proposition 3.7. Let n ≥ m, k0 ≥ 0, and assume Ω ⊂ Mn is closed. Then, for

the closed-loop system [P,C] given by (2.1), (3.22), and (3.23), the operator HΩ
P,C is

gf-stable.
Proof. For ν : D → R+ as in Proposition 3.5 we have, for all (θ, u0, y0) ∈ WΩ,

‖HΩ
P,C(θ, u0, y0)‖W̃×W̃ ≤ ‖(θ, u0, y0)‖W̃ + 2‖(θ, u1, y1)‖W̃

≤ ‖(u0, y0)‖W + 3 ‖θ‖ + 2 ν(θ, 0, k0, u0, y0) ,

and so, for r0 := infw∈WΩ ‖w‖W̃ and α ∈ (r0,∞), closedness of Ω yields

γ(α) := sup

{
‖(u0, y0)‖W + 3‖θ‖ + 2 ν(θ, 0, k0, u0, y0)

∣∣∣ (θ, u0, y0) ∈ WΩ,
‖(θ, u0, y0)‖W̃ ≤ α

}
< ∞.

Therefore, a gain function for HΩ
P,C exists, and the proof is complete.

3.4. Robust stability. In Proposition 3.3 and Corollary 3.4 we have established
that, for k0 ≥ 0, (θ, x0) ∈ Mn × R

n for some n ≥ m, and u0, y0 ∈ L2(R+,R
m), the

closed-loop system [P̃ (θ, x0), C̃(k0)] is globally well posed and has desirable stability
properties. The purpose of this section is to determine conditions under which these
properties are maintained when the plant P̃ (θ, x0) is perturbed to a plant P̃ (θ1, x

0
1),

where (θ1, x
0
1) ∈ Pq×R

q for some q ≥ m, in particular when θ1 �∈ Mq. The essence of
the main result, Theorem 3.8, is that the stability properties persist if (a) the plants

P̃ (θ1, 0) and P̃ (θ, 0) are sufficiently close (in the gap sense) and (b) the initial data
x0

1 and disturbance w0 = (u0, y0) are sufficiently small.
Theorem 3.8. Let m,n, q ∈ N with n ≥ m, q ≥ m, U = Y = L2(R+,R

m),
W = U × Y, and θ ∈ Mn. For (ϑ, x0) in Pq × R

q or Pn × R
n and k0 ≥ 0, consider

P̃ (ϑ, x0) : Ua → Ya and C̃(k0) : Ya → Ua as defined by (3.6) and (3.8), respectively.
There exist a continuous function η : R+ → (0,∞) and a function λ : Pq → (0,∞)
such that the following holds. For all (θ1, x

0
1, w0, r) ∈ Pq × R

q ×W × (0,∞),

(3.24)
�δ(P̃ (θ, 0), P̃ (θ1, 0)) ≤ η(r)

λ(θ1)‖x0
1‖ + ‖w0‖W ≤ r

}
=⇒ HP̃ (θ1,x0

1),C̃(k0)(w0) ∈ W × W.

Remark 3.9. In the setup of Theorem 3.8, if HP̃ (θ1,x0
1),C̃(k0)(w0) ∈ W ×W with

θ1 = (A,B,C) ∈ Pq, then the following hold:
(i) If u1, y1 ∈ L2(R+,R

m), then detectability of (A,C) yields that the solution
x of (3.1) belongs to x ∈ L2(R+,R

m). Since x, ẋ ∈ L2(R+,R
m), it follows

that x(t) → 0 as t → ∞. Moreover, the monotone controller gain k, given by
(3.7), converges to a finite limit.

(ii) If u0, y0 ∈ (L2 ∩L∞)(R+,R
m), then u1, y1 ∈ L∞(R+,R

m). This follows from
the fact that x ∈ L∞(R+,R

m) by (i), and so y1 ∈ L∞(R+,R
m). Furthermore,

y2 ∈ L2(R+,R
m), and so k ∈ L∞(R+,R), which, by u2 = k y2, yields u2 ∈

L∞(R+,R
m), whence u1 ∈ L∞(R+,R

m).
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(iii) If u0, y0 ∈ L2(R+,R
m) and limt→∞ u0(t) = limt→∞ y0(t) = 0, then

limt→∞ u1(t) = 0. This is a consequence of (i), which gives limt→∞ y1(t) = 0,
and therefore limt→∞ y2(t) = 0, which, together with boundedness of k, yields
limt→∞ u2(t) = 0 and limt→∞ u1(t) = 0.

Example 3.10. As an illustrative example, we consider example (ii) from the table
in the introduction, where P and P1 are specified in the frequency domain by the
associated transfer functions

P̂1(s) =
1

s− θ
, P̂2(s) =

N(M − s)

(N + s)(M + s)(s− θ)
, N,M ≥ ε−1 , ε > 0.

Note that P̂1 has a realization P̃ (θ, 0) ∈ M1 and P̂2 has a realization P̃ (θ1, 0) ∈
P3 \M3. We claim that �δ0(P̂1, P̂2) → 0 as ε → 0+. To prove this assertion, note that

A(s) =
s− θ

s +
√
θ2 + 1

, B(s) =
1

s +
√
θ2 + 1

satisfy P̂1(s) = B(s)A(s)−1, A,B ∈ H∞, and A∗(s)A(s)+B∗(s)B(s) = I. Therefore,
A, B form a normalized right coprime factorization of P̂1. Since

P̂2(s) =
B(s) + ΔB(s)

A(s)
, where ΔB(s) =

(
N(M − s)

(s + N)(s + M)
− 1

)
B(s),

and ΔB ∈ H∞, by (2.5) it suffices to show that∥∥∥∥
(

0
ΔB

)∥∥∥∥
H∞

=

∥∥∥∥
(

N(M − s)

(s + N)(s + M)
− 1

)
B(s)

∥∥∥∥
H∞

→ 0 as ε → 0+,(3.25)

and this follows from a routine calculation. Thus the claim is proved. To apply
Theorem 3.8 to conclude robust stability, it would suffice to show that �δ(P̂1, P̂2) → 0
as ε → 0+. In view of the equivalence (2.5), the latter could be shown by establishing

that the directed gap �δ0(P̂2, P̂1) is less than 1 (recall that �δ0(P̂1, P̂2) → 0 as ε → 0+).
Alternatively, anticipating Lemma 4.5, we can adapt the proof of that lemma (to the
case wherein A,B are defined as above and A′ = A, B′ = B+ΔB , (V,U) := (A∗, B∗)),
and invoke (3.25), to conclude that

�δ(P̃ (θ, 0), P̃ (θ1, 0)) ≤
∥∥∥∥
(

0
ΔB

)∥∥∥∥ · ‖(A∗, B∗)‖H∞ =

∥∥∥∥
(

0
ΔB

)∥∥∥∥ → 0 as ε → 0 + .

Thus, under the conditions of Theorem 3.8, the controller C̃(k0) : Ya → Ua defined
by (3.6), (3.8) stabilizes any stabilizable and detectable realization of P̂2. As ob-
served in the introduction, P̂2 is an example of a plant which violates all the classical
assumptions of adaptive control.

To prove Theorem 3.8 we need to show how the gf-stability of the augmented
closed loop [P,C] as given in (3.22) and (3.23) yields the robustness property (3.24)

for the unaugmented closed loop [P̃ (θ1, x
0
1), C̃(k0)]. This follows from the next result,

which is a direct consequence of Theorems 5.2 and 5.3 in [4].
Theorem 3.11. Let m,n, q ∈ N with n ≥ m, q ≥ m, U = Y = Lp(R+,R

m),

1 ≤ p ≤ ∞, and W = U ×Y. Let K̃ : Ya → Ua be causal, and consider P̃ (ϑ, 0) : Ua →
Ya defined in (3.6) for (ϑ, x0) in Pq × Rq or Pn × Rn. Assume that [P̃ (ϑ, 0), K̃] is
regularly well posed for all ϑ ∈ Pq and let Ω ⊂ Mn be closed. Define

P : Pn × Ua → Ya, (ϑ, u1) 
→ P (ϑ, u1), = P̃ (ϑ, 0)(u1),

C : Ya → Pn × Ua, y2 
→ C(y2) = (0, K̃(y2)).
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If HP,C |Ω×W is gf-stable and TτΠP//C is continuous for all τ > 0, then there exist a
continuous function μ : R+ × Ω → (0,∞) and a function λ : Pq → (0,∞) such that,
for all (θ1, θ, x

0
1, w0, r) ∈ Pq × Ω × R

q ×W × (0,∞),

(3.26)
�δ(P̃ (θ, 0), P̃ (θ1, 0)) ≤ μ

(
r , θ

)
λ(θ1)‖x0

1‖ + ‖w0‖W ≤ r

}
=⇒ H

P̃ (θ1,x0
1),K̃

(w0) ∈ W × W.

We are now in a position to prove Theorem 3.8.
Proof of Theorem 3.8. Let θ ∈ Mn and define Ω = {θ}. Consider Theorem 3.11

with p = 2 and K̃ = C̃(k0), where C̃(k0) is given by (3.8). Note that by Corollary 3.2,

the closed loop [P̃ (ϑ, 0), C̃(k0)] is regularly well posed for all ϑ ∈ Pq. For P and C
as defined in Theorem 3.11, the operator HΩ

P,C is gf-stable by Proposition 3.7. By,
for example, the proof of Theorem 4.D in [20], TτΠP̃ (θ,0)//C̃(k0) is continuous for all

τ > 0, and therefore TτΠP//C |Ω×W is continuous for all τ > 0. Now all hypotheses of
Theorem 3.11 are in place and so there exist a continuous function μ : R+×Ω → (0,∞)
and a function λ : Pq → (0,∞) such that (3.26) holds. Statement (3.24) follows on
setting η(·) = μ(·, θ).

4. Georgiou and Smith’s example revisited. In this section we reconsider
Example 9 in the paper by Georgiou and Smith [7] (see also [9]). This serves two
purposes, which are to clarify some of the informal arguments therein in relation to
robustness with respect to initial data, and to demonstrate that, in the L2 setting
of the present paper, the robustness bound in Theorem 3.8 is qualitatively tight in
the sense that it is necessarily dependent on the data u0, y0, x0

1. In those cases
where we demonstrate a lack of stability, namely for large initial conditions, large
L2 disturbances, or L∞ disturbances, the instability is caused by the adaptive gain
k undergoing the well-known phenomena of “parameter drift” [13, p. 545], leading
to k passing some critical value, thus inducing instability. The conditions given for
stability, namely small initial conditions and small L2 disturbances, prevent this in-
stability mechanism by ensuring that the adaptive gain k never reaches criticality.
In general, the issue of “drift-inducing” disturbances has led to various “robustify-
ing” modifications to adaptive designs: one such modification is the introduction of
a dead-zone in the second of equations (1.1), to become k̇ = |y|max{0, |y| − λ}, with
parameter λ > 0. Such a modification has led to practical applications to, for exam-
ple, exothermic chemical reactors [12]. The robustness in the graph topology of such
modifications remains to be investigated.

4.1. The nominal and perturbed closed-loop systems. After appropriate
rescaling and relabeling of variables, the first-order linear plant P̃ (a, y0

1), considered
in [7, Example 9], can be parameterized by a ∈ R and y0

1 ∈ R and expressed as

P̃
(
a, y0

1

)
: Ua → Ya, u1 
→ y1, where ẏ1 = ay1 + u1, y1(0) = y0

1 ,(4.1)

and so, for u1 ∈ Ua, y1 = P̃ (a, y0
1)(u1) : dom(u1) → R is the unique maximal solution

of the initial-value problem in (4.1). The controller, parameterized by k0 ∈ R+, is

C̃(k0) : Ya → Ua, y2 
→ u2 := −k y2, where k̇ = y2
2 , k(0) = k0,(4.2)

and so, for y2 ∈ Ya, −ky2 = u2 = C̃(k0)(y2) : dom(y2) → R, where k is the
unique maximal solution of the initial-value problem in (4.2). The closed-loop sys-

tem [P̃ (a, y0
1), C̃(k0)] will be analyzed in the two settings of U = Y = L2(R+,R) and
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U = Y = L∞(R+,R). In view of Proposition 3.1(i), for all a, y0
1 ∈ R and k0 ∈ R+, the

closed-loop system [P̃ (a, y0
1), C̃(k0)] is locally well posed in both settings; moreover,

by Proposition 3.3, in the former L2 setting, the closed-loop system is globally well
posed, and the signals y1 and k are bounded, with y1(t) → 0 and k(t) → k∞ ∈ R

as t → ∞. As in [7, Example 9], consider a perturbation of the plant P̃ (a, y0
1) con-

sisting of the series connection of 1/(s− a) (i.e., the transfer function associated with

P̃ (a, y0
1)) and an all-pass factor (M − s)/(M + s) with M > 0. As a realization of

this series connection, consider

ẏ1 = a y1 + z − u1 , ż = −M [z − 2u1] , (y1(0), z(0)) = (y0
1 , z

0) .

This series connection is denoted by

P̃1

(
a,M, y0

1 , z
0
)

: Ua → Ya, u1 
→ y1 .(4.3)

The closed-loop equations for [P̃1

(
a,M, y0

1 , z
0
)
, C̃(k0)] are given by

⎧⎪⎪⎨
⎪⎪⎩

ẏ1(t) = [a + k(t)] y1(t) + z(t) − k(t)y0(t) − u0(t) , y1(0) = y0
1 ,

ż(t) = −2Mk(t)y1(t) −Mz(t) + 2Mk(t)y0(t) + 2Mu0(t) , z(0) = z0,

k̇(t) = (y0(t) − y1(t))
2 , k(0) = k0,

u1(t) = u0(t) + k(t) y0(t) − k(t) y1(t).

(4.4)

For fixed (but arbitrary) a ∈ R and k0 ∈ R+, and applying Theorem 3.8, we may
conclude the existence of a continuous function η : R+ → (0,∞) and a function

λ1 : R → (0,∞) such that, if �δ(P̃ (a, 0), P̃1(a,M, 0, 0)) ≤ η(r) for some r > 0, then,
for all initial data x0

1 = (y0
1 , z

0) and all disturbances u0, y0 ∈ L2(R+,R) satisfying
λ1(M)‖x0

1‖ + ‖(u0, y0)‖L2(R+,R2) ≤ r, the closed-loop system is globally well posed
and is such that (y1(t), z(t)) → (0, 0) as t → ∞, and the monotone gain k converges
to a finite limit. At this point, we briefly digress to prove a technicality which will
prove convenient in later analyses.

Lemma 4.1. Let M > 0, a = 0, u0, y0 ∈ L2(R+,R)∪L∞(R+,R), and (y0
1 , z

0, k0) ∈
R×R×R+. Let (y1, z, k) : [0, ω) → R×R×R+ be the unique maximal solution to the
closed-loop initial-value problem (4.4). If there exists T ∈ [0, ω) such that k(T ) ≥ 4M ,
(y0(T ) − y1(T ), z(T )) �= (0, 0), and (u0(t), y0(t)) = (0, 0) for all t ∈ [T,∞), then

(i) u1, y1 �∈ L∞([0, ω),R) and
(ii) k �∈ L∞([0, ω),R+).
Proof. Writing y2 := y0 − y1, then, by the hypotheses, we get

ẏ2(t) = k(t)y2(t) − z(t), ż(t) = 2Mk(t)y2(t) −Mz(t)

k̇(t) =
(
y2(t)

)2

}
∀ t ∈ [T, ω).(4.5)

Defining η := y2 − z/(2M), we have

ẏ2(t) =
[
k(t) − 2M

]
y2(t) + 2Mη(t)

η̇(t) = −My2(t) + Mη(t), k̇(t) =
(
y2(t)

)2

}
∀ t ∈ [T, ω).(4.6)

Introduce W : [T, ω) → R+, t 
→ 1
2

[
y2
2 +2η2

]
(t). By hypothesis, (y2(T ), z(T )) �= (0, 0)

and so W (T ) > 0. Moreover, since k(T ) ≥ 4M , we have

Ẇ (t) =
(
k(t) − 2M

)
(y2(t))

2 + 2M(η(t))2 ≥ 2MW (t) ∀ t ∈ [T, ω) .
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Therefore,

W (t) ≥ e2M(t−T )W (T ) ∀ t ∈ [T, ω), W (T ) > 0.(4.7)

Seeking a contradiction, suppose that y2 is bounded on [T, ω). Then ω = ∞ (to see
this, simply note that, if ω is finite, then y2 is square integrable and so k is bounded,
which, together with Proposition 3.1(ii), yields a contradiction). Let c0 > 0 be such

that
(
y2(t)

)2 ≤ c0 for all t ∈ [T,∞), and so 0 ≤ k(t) ≤ k(T ) + c0[t − T ] for all

t ≥ 0. By (4.5), there exists c1 > 0 such that |z(t)| ≤ c1
[
1 + t

]
for all t ∈ [T,∞).

Hence, there exists c2 > 0 such that |η(t)| ≤ c2[1 + t] for all t ∈ [T,∞). Therefore,
it follows that W (t) ≤ 1

2

[
c0 + 2c22(1 + t)2

]
for all t ≥ T , which contradicts (4.7).

Therefore, y2 is unbounded on [T, ω) and so, since y1(t) = −y2(t) for all t ∈ [T, ω),
we have y1 �∈ L∞([0, ω),R). Finally, and again seeking a contradiction, suppose that
k is bounded. Then, by Proposition 3.1(ii), ω = ∞. By the third of equations
(4.5), y2 ∈ L2([T,∞),R). By the second of equations (4.5), we may conclude that
z ∈ L2([T,∞),R) and z(t) → 0 as t → ∞. Rewriting the first of equations (4.5) in
the form ẏ2(t) = −y2(t) + ζ(t), with ζ(t) := [1 + k(t)]y2(t) − z(t), and noting that
ζ ∈ L2(R+,R), it follows that y2(t) → 0 as t → ∞. Therefore, W (t) → 0 as t → ∞,
which contradicts (4.7). Therefore, k is unbounded, and so property (ii) holds. Since
both k, y1 are unbounded and k is monotone, and u1(t) = k(t)y1(t) for all t ≥ T , it
follows that u1 �∈ L∞([0, ω),R). Therefore, property (i) holds.

4.2. Nonrobustness with respect to large initial conditions.
Proposition 4.2. For M,a, y0

1 , z
0, k0 ∈ R and u0, y0 ∈ L2(R+,R), consider the

closed-loop system [P̃1

(
M,a, y0

1 , z
0
)
, C̃(k0)] defined by (2.1), (4.4), (4.2), (4.3) in the

specific case wherein M > 0, a = z0 = k0 = 0, and u0 = y0 = 0.
There exists χ > 0 such that, if (y0

1)2 > χ, then the unique maximal solution

(y1, z, k) : [0, ω) → R
2 × R+, 0 < ω ≤ ∞, of the closed-loop system [P̃1

(
M, 0, y0

1 , 0
)
,

C̃(0)] has the following properties:
(i) u1, y1 �∈ L∞([0, ω),R);
(ii) k �∈ L∞([0, ω),R+).
Proof. Under the above hypothesis, the initial-value problem (4.4) is given by{

ẏ1(t) = k(t)y1(t) + z(t), ż(t) = −2Mk(t)y1(t) −Mz(t), k̇(t) = (y1(t))
2,

(y1(0), z(0), k(0)) = (y0
1 , 0, 0).

(4.8)

Let (y1, z, k) : [0, ω) → R
2 × R+ be the unique maximal solution of (4.8) with(

y0
1

)2
> χ :=

(
32M2

(
1 + 64M2

)
+ 4

(
1 + 8M2

)2)
/
(
1 − e−4M

)
.(4.9)

We will consider separately the two possible cases (a) ω < ∞, and (b) ω = ∞.
Case (a). Assume ω < ∞. Then, by Proposition 3.1, the monotone function k is

unbounded. This, in turn, implies that y1 �∈ L2([0, ω),R), and so y1 �∈ L∞([0, ω),R).
Therefore, properties (i) and (ii) hold.

Case (b). Now assume ω = ∞. For later convenience, we observe that, by (4.8),

‖z‖L2([0,t);R) ≤ 2 ‖ky1‖L2([0,t),R) ∀ t ≥ 0.(4.10)

First, we will show that k(1) > 4M . For contradiction, suppose otherwise. Then,
‖y1‖2

L2([0,1],R) = k(1) ≤ 4M and, by monotonicity of k, k(t) ∈ [0, 4M ] for all t ∈ [0, 1].

From (4.10), it now follows that

‖y1‖2
L2([0,1],R) + ‖z‖2

L2([0,1];R) ≤ 4M
[
1 + 64M2

]
.(4.11)
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Define V : [0, 1] → R+, t 
→ 1
2

(
y2
1 + z2

)
(t). Then,

V̇ (t) = k(t)(y1(t))
2 +

(
1 − 2Mk(t)

)
y1(t)z(t) −M(z(t))2

≥ −(1 + 8M2)|y1(t)z(t)| −M(z(t))2

≥ −2M(z(t))2 − (4M)−1
[
(1 + 8M2)y1(t)

]2
≥ −4MV (t) − (4M)−1

[
(1 + 8M2)y1(t)

]2 ∀ t ∈ [0, 1].

Therefore,

‖V ‖L1([0,1],R+) ≥ (4M)−1
(
1 − e−4M

)
V (0) − (4M)−2(1 + 8M2)2 ‖y1‖2

L2([0,1],R)

≥ (8M)−1
(
1 − e−4M

)
χ− (4M)−1(1 + 8M2)2 > 2M

(
1 + 64M2

)
,

which, in conjunction with (4.11), yields the contradiction

4M
(
1 + 64M2

)
≥ ‖y1‖2

L2([0,1],R) + ‖z‖2
L2([0,1],R) = 2‖V ‖L1([0,τ ],R+) > 4M

(
1 + 64M2

)
.

Therefore, k(1) > 4M . Moreover, since y0
1 �= 0, we may infer from (4.8) that

(y1(1), z(1)) �= (0, 0). The result follows by application of Lemma 4.1 (with
T = 1).

4.3. Nonrobustness with respect to large L2 disturbances.
Proposition 4.3. For M,a, y0

1 , z
0, k0 ∈ R and u0, y0 ∈ L2(R+,R), consider the

closed-loop system [P̃1

(
M,a, y0

1 , z
0
)
, C̃(k0)] defined by (2.1), (4.4), (4.2), (4.3) in the

specific case wherein M > 0, a = y0
1 = z0 = k0 = 0, and y0 = 0.

There exists u0 ∈ L2(R+,R) such that the unique maximal solution (y1, z, k) :

[0, ω) → R
2 × R+ of the closed-loop system [P̃1 (M, 0, 0, 0) , C̃(0)] has the following

properties:
(i) y1 �∈ L∞([0, ω),R);
(ii) k �∈ L∞([0, ω),R+).
Proof. Let a = y0

1 = z0 = k0 = 0, M > 0, and y0 = 0. Fix r �= 0, and denote, by
(ỹ1, z̃, k̃) : [0, ω̃) → R × R × R+, the unique maximal solution of (4.4) with u0 given
by u0(t) = r for all t ≥ 0, in which case we have⎧⎪⎪⎨

⎪⎪⎩
d
dt [ỹ1(t) − r] = −[ỹ1(t) − r] + [1 + k̃(t)] ỹ1(t) + [z̃(t) − 2r],

d
dt [z̃(t) − 2r] = −M [z̃(t) − 2r] − 2Mk̃(t) ỹ1(t),

d
dt k̃(t) = (ỹ1(t))

2, (ỹ1(0), z̃(0), k̃(0)) = (0, 0, 0).

(4.12)

For contradiction, suppose that the component k̃ is bounded. Then, by Proposi-
tion 3.1, ω̃ = ∞. Since k̃ ∈ L∞(R+), it follows that ỹ1 ∈ L2(R+) and so, by the
second differential equation in (4.12), we may infer that z̃(·) − 2r ∈ L2(R+). Not-
ing that [1 + k̃(·)]ỹ1(·) + [z̃(·) − 2r] ∈ L2(R+), it follows from the first equation in
(4.12) that ỹ1(t) → r �= 0 as t → ∞, which contradicts the fact that ỹ1 ∈ L2(R+).
Therefore, the solution component k̃ is unbounded. Unboundedness of k̃, together
with the third differential equation in (4.12), implies the existence of T ∈ [0, ω̃) such
that k(T ) > 4M and ỹ1(T ) �= 0. Let u0 ∈ L2(R+,R) be the piecewise constant func-
tion u0 := TT r (viz. u0(t) = r on [0, T ) and uo(t) = 0 on [T,∞)), and denote by
(y1, z, k) : [0, ω) → R × R × R+ the unique maximal solution of

ẏ1(t) = k(t) y1(t) + z(t) − u0(t), y1(0) = 0,
ż(t) = −2Mk(t) y1(t) −Mz(t) + 2Mu0(t), z(0) = 0,

k̇(t) = y1(t)
2, k(0) = 0.
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Clearly, ω̃ ≤ ω and (ỹ1(t), z̃(t), k̃(t)) = (y1(t), z(t), k(t)) for all t ∈ [0, ω̃). Therefore,
y1(T ) = ỹ1(T ) �= 0 and k(T ) = K̃(T ) > 4M . An application of Lemma 4.1 completes
the proof.

4.4. Nonrobustness with respect to L∞ disturbances. The initial calcu-
lation in [7, Example 9] (see also [9]) shows that arbitrarily small L∞ disturbances
u0, y0 ∈ L∞(R+,R) can cause ‖u1‖L∞(R+,R) to be arbitrarily large, and so HP,C is
not gf-stable in an L∞ sense, whence we get the claim that the (L∞) “robustness
margin. . . should be assigned the value zero.” Note that the gf-stability of HP,C is
only a sufficient condition for robust stability. In this context, we next show that
any constant nonzero input disturbance (and zero output disturbance) leads to un-

bounded signals in the perturbed closed loop [P̃1(a,M, y0
1 , z

0), C̃(k0)]. This is not
surprising in view of [7, Example 9], where it is shown that the unperturbed closed

loop [P̃ (a, y0
1), C̃(k0)] is nonrobust with respect to L∞ disturbances.

Proposition 4.4. For M,a, y0
1 , z

0, k0 ∈ R and u0, y0 ∈ L2(R+,R), consider the

closed-loop system [P̃1

(
M,a, y0

1 , z
0
)
, C̃(k0)] defined by (2.1), (4.4), (4.2), (4.3) in the

specific case wherein M > 0, a = y0
1 = z0 = k0 = 0, and y0 = 0.

For any r > 0, there exists u0 ∈ L∞(R+,R) with ‖u0‖L∞(R+,R) ≤ r, such that
the unique maximal solution (y1, z, k) : [0, ω) → R

2 × R+ of the closed-loop system

[P̃1 (M, 0, 0, 0) , C̃(0)] has the following properties:
(i) u1, y1 �∈ L∞([0, ω),R);
(ii) k �∈ L∞([0, ω),R+).
Proof. This follows directly from the proof of Proposition 4.3, wherein it was

shown that for each, r > 0, there exists T ∈ (0, ω) such that the disturbance u0 ∈
L∞(R+,R), given by u0 := TT r and with norm ‖u0‖L∞(R+,R) = r, is such that
properties (i) and (ii) hold.

Interestingly, our analysis in subsections 4.2, 4.3, and 4.4 has not established
whether a finite escape time can occur within these closed loops. Simulation evidence
presented in [7] makes this plausible, but the question remains open.

4.5. Robustness with respect to small L2 disturbances and small initial
conditions. Having noted in subsection 4.4 that the L∞ robustness margin should
be assigned the value zero, our next task is to show that, in the L2 setting of the
current paper, the situation is less pessimistic. In the L∞ framework, one last remark
is warranted. In [7, Example 9], and based on informal numerical evidence, there is
a suggestion that—even with zero disturbances—the closed-loop system fails to be
robustly stable if the initial conditions are nonzero. Proposition 4.2 confirms this
in the case of large initial conditions. However, Proposition 4.6 below subsumes the
following observation: With zero disturbances, the closed-loop system is robustly
stable for sufficiently small initial conditions. As noted in [7, Example 8], in the L∞

framework, �δ
(
P̃ (a, 0), P̃1(a,M, 0, 0)

)
→ 0 as M → ∞. We now show that this result

also holds true in the L2 framework.
Lemma 4.5. For M,a, y0

1 , z
0 ∈ R and u0, y0 ∈ L2(R+,R), consider P̃ (a, y0

1) and

P̃1

(
M,a, y0

1 , z
0
)

given by (4.1) and (4.3), respectively, in the specific case wherein

M > 0 and y0
1 = z0 = 0. Then �δ

(
P̃ (a, 0), P̃1(a,M, 0, 0)

)
→ 0 as M → ∞.

Proof. It will be convenient to utilize a frequency domain representation of linear
operators. Firstly, let c > 0, and define the rational functions A, A′, B, B′ by
A(s) = A′(s) := (s−a)/(s+c), B(s) := 1/(s+c), and B′(s) := (M−s)/(s+c)(s+M).
For n,m ∈ N, let H2 denote the set of all analytic functions f : C+ → C

n×m so that∫
R
‖f(α+ iβ‖2dβ is finite for all α > 0. Since, by Paley and Wiener (see, for example,
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[3, Thm. 11.9]), the extended Laplace transform L on L2(R+,R) yields an isometric
isomorphism between L2(R+,R) and H2, we may observe (see [17, p. 234]) that the

graphs corresponding to P̃ (a, 0), P̃1(M,a, 0, 0) can be written as:

L
(
GP̃

)
=

(
A
B

)
H2 and L

(
GP̃1

)
=

(
A′

B′

)
H2.

Let (V,U) := (1, c + a), and define the mappings Φ, Φ̃:

Φ̃ : L
(
GP̃ (a,0)

)
→ L

(
GP̃1(M,a,0,0)

)
,

(
u
y

)

→ Φ̃

(
u
y

)
:=

(
A′

B′

)
(V,U)

(
u
y

)
,

Φ: GP̃ (a,0) → GP̃1(M,a,0,0), Φ := L−1Φ̃L.

Since (V,U)
(
A
B

)
= 1, A′, B′ are coprime, and L is an isometric isomorphism, it follows

that Φ ∈ OP̃ ,P̃1
. Additionally, since every element of L

(
GP̃

)
is of the form y =

(
A
B

)
x,

where x ∈ H2, it follows that

(Φ̃ − I)|L(GP̃ )y =

(
I −

(
A′

B′

)
(V,U)

)(
A
B

)
x =

(
A−A′

B −B′

)
x =

(
A−A′

B −B′

)
(V,U)y,

and since (Φ − I)|G
P̃

= L−1(Φ̃ − I)|L(GP̃ )L, we have

�δ(P̃ , P̃1) ≤
∥∥∥∥L−1

((
A−A′

B −B′

)
(V,U)

)
L

∥∥∥∥
L2

=

∥∥∥∥
(
A−A′

B −B′

)
(V,U)

∥∥∥∥
H∞

.

Hence,

�δ(P̃ , P̃1) ≤
∥∥∥∥
(

0
2s

(s+c)(s+M)

)
(1, c + a)

∥∥∥∥
H∞

≤ 2
√

1 + (c + a)2
∥∥∥∥ s

(s + c)(s + M)

∥∥∥∥
H∞

.

A straightforward computation confirms that the right-hand side in the above goes
to 0 as M tends to ∞. This completes the proof.

The final result states that for any disturbance level, M can be chosen to ensure
stability of the perturbed closed-loop system; furthermore, this stability is local with
respect to initial conditions.

Proposition 4.6. Let a ∈ R. For any M > 0, y0
1 , z

0 ∈ R, k0 > 0, consider

the closed-loop system [P̃1

(
M,a, y0

1 , z
0
)
, C̃(k0)] as defined by (2.1), (4.4), (4.3), and

(4.2). For any r > 0 there exists M̂ > 0, and for any M ≥ M̂ there exists ε > 0
such that, if ‖(y0

1 , z
0)‖ ≤ ε and ‖(u0, y0)‖L2(R+,R2) ≤ r, then the closed-loop system

[P̃1

(
M,a, y0

1 , z
0
)
, C̃(k0)] has the following properties:

(i) There exists a unique solution (y1, z, k) : R+ → R
2 × R+;

(ii) (u1, y1) ∈ L2(R+,R
2);

(iii) limt→∞(y1(t), z(t)) = 0;
(iv) k ∈ L∞(R+,R+).
Proof. Properties (i), (ii), and (iv) follow from Lemma 4.5 and Theorem 3.8.

Therefore, y1, y0, u0, ky0, ky1 ∈ L2(R+). Invoking the second differential equation
of (4.4), we have z ∈ L2(R+) and limt→∞ z(t) = 0. By the first equation in (4.4)
we have ẏ1 ∈ L2(R+). It now follows that limt→∞ y1(t) = 0, whence we get pro-
perty (iii).
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5. Summary. In subsection 3.4, we developed a general result establishing a
robust stability margin (whose size is dependent on the L2 disturbance level and
size of the initial condition) for the class of m-input, m-output, relative degree one,
nonminimum phase plants, whose first Markov parameter lies in the open right half
plane, when controlled by the “standard” adaptive output feedback controller (1.1).

In section 4 we have given a qualitative analysis of a first-order system P̃ (0, y0
1) per-

turbed by an all-pass factor M−s
M+s and controlled by a standard adaptive controller as

considered by Georgiou and Smith [7, Ex. 9]. The results of section 4 are summarized
in the following table:

Disturbances Stability Internal Controller
and initial data signals gain

For any small L2 disturbance (u0, y0)
and any small initial condition (y0

1 , z
0) stable (u1, y1) ∈ L2 k ∈ L∞

There exists large L2 disturbance (u0, 0) unstable (u1, y1) �∈ L∞ k �∈ L∞

For any large initial condition (y0
1 , 0) unstable (u1, y1) �∈ L∞ k �∈ L∞

There exists an L∞ disturbance (u0, 0) unstable (u1, y1) �∈ L∞ k �∈ L∞

(of any nonzero size)

It is worth noting that the L2 analysis in this paper provides a mechanism to prove
the stability of the disturbance-free system in the presence of small initial condi-
tions. The informal plausibility arguments presented in [7] for the lack of robustness
of a closed-loop system in the presence of nonzero initial conditions do not predict
the stable behavior of the closed-loop system when the initial conditions are small.
This case study highlights the critical role played by the choice of signal space—
alternative signal spaces may give different robust stability guarantees (in particular,
in the disturbance-free case, we have seen that the L∞ analysis does not give any
indication of the robustness of the closed-loop system under gap perturbations with
nonzero initial conditions; however, the L2 analysis does establish robustness). This
highlights the importance of an L2 analysis for considering response to initial condi-
tions. The second and third entries in the above table illustrate that the sufficient
conditions for robust stability given by the gap analysis in section 3.4 cannot be im-
proved qualitatively and emphasize the complementary role of initial conditions and
disturbances. It is also important to note that zero L∞ robustness margins are not
inevitable. An example of an adaptive controller exhibiting a nonzero L∞ margin is
given in [4].
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INSENSITIZING CONTROLS FOR THE 1-D WAVE EQUATION∗

RENÉ DÁGER†

Abstract. We study the insensitizing controllability property of the one-dimensional wave equa-
tion observed in some open set in two cases: when the control acts in an interior region and when
it acts on the boundary. In both cases, when the control time is sufficiently large the ε-insensitizing
controllability holds. Moreover, for the boundary controlled equation the (exact) insensitizing con-
trollability also holds.
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1. Introduction. Consider the controlled wave equations with partially known
initial data, ⎧⎪⎪⎨

⎪⎪⎩
ytt − Δy = ξ + f1ω in R × (0, 1),
y = 0 in R × {0, 1},
y(0, x) = y0 + τ0z

0 in (0, 1),
yt(0, x) = y1 + τ1z

1 in (0, 1),

(1)

where ω is an open subset of [0, 1], and⎧⎪⎪⎨
⎪⎪⎩

ytt − Δy = ξ in R × (0, 1),
y(t, 0) = 0, y(t, 1) = g(t) in R,
y(0, x) = y0 + τ0z

0 in (0, 1),
yt(0, x) = y1 + τ1z

1 in (0, 1).

(2)

In both (1) and (2) y0, y1, and ξ ∈ L2(R × (0, 1)) are fixed functions. The last
two equations in (1) or (2) indicate that the initial data are not exactly known. The
terms τ0z

0, τ1z
1 with τ0, τ1 ∈ R and z0, z1 satisfying∥∥z0

∥∥
a

=
∥∥z1

∥∥
b

= 1(3)

(in appropriate norms ‖.‖a and ‖.‖b guaranteeing the well-posedness of the corre-
sponding equations) are small unknown perturbations of the original initial data
y0, y1. Finally, f ∈ L2(R × (0, 1)) and g ∈ L2(R) are control functions. The only
difference between (1) and (2) is the location of the control: in (1) the control f acts
in an interior region ω, while in (2) the control g acts through a part of the boundary.

Let Φ be the functional defined on the solutions of the controlled equations (1)
or (2) by

Φ(y) =
1

2

∫ T

0

∫
O
y2dxdt,
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where T > 0 and O is an open subset of [0, 1]. Note that Φ corresponds to observations
of the solutions made in the interval O during a time interval of length T .

Given a control f (resp., g) we say that f (resp., g) insensitizes Φ if for every pair
z0, z1 satisfying (3) the corresponding solution of (1) (resp., (2)) satisfies

d

dτ0
Φ(y)

∣∣∣∣
τ0=τ1=0

=
d

dτ1
Φ(y)

∣∣∣∣
τ0=τ1=0

= 0.(4)

The concept of insensitizing control was introduced by Lions in [9]. Later on,
Bodart and Fabre in [3] proposed the weakened notion of ε-insensitizing control. Given
ε > 0, the control f (resp., g) is said to ε-insensitize Φ if for every pair z0, z1 satisfying
(3) the corresponding solution of (1) (resp., (2)) satisfies∣∣∣∣∣ d

dτ0
Φ(y)

∣∣∣∣
τ0=τ1=0

∣∣∣∣∣ ≤ ε,

∣∣∣∣∣ d

dτ1
Φ(y)

∣∣∣∣
τ0=τ1=0

∣∣∣∣∣ ≤ ε.(5)

In this paper we study the existence of insensitizing or ε-insensitizing controls for
systems (1) and (2). Our main results are the following (see Theorems 7 and 13):

Let ω,O be nonempty open subsets of [0, 1] and T ≥ 4. Then
• for any ε > 0 there exist controls that ε-insensitize Φ along the solutions of

(1);
• there exist controls that insensitize Φ along the solutions of (2).

To prove these results we use the technique proposed by Lions in [9]. For this
concrete choice of Φ, finding insensitizing controls is equivalent to finding controls
driving the solutions of an auxiliary cascade system to rest, i.e., to a usual control-
lability problem, which is reduced to proving observability properties for the adjoint
control-free cascade system. In particular, the existence of ε-insensitizing controls fol-
lows from a unique continuation property for the adjoint system. The main difficulty
in this latter problem arises due to the nonstandard coupling in the cascade system.

We have to note that insensitizing or ε-insensitizing controllability properties have
been generally studied in considerably more complex situations, namely, nonlinear
parabolic equations in R

n (see [1, 2, 3, 4, 6, 7, 8, 9, 10, 11]). In this context our
problem looks fairly simple. However, all those papers assume the observation and
control regions to have nonempty intersection (ω ∩ O �= ∅). In this sense, the wave
equation provides the first example when ε-insensitizing controls exist for arbitrarily
chosen observation and control regions. Up to now, the only known example of such
situation was given in [10] for the one-dimensional (1-D) linear heat equation with
interior control and a particular choice of ω and O. Besides, as far as we know,
this is the first attempt to consider insensitizing controllability problems for the wave
equation.

On the other hand, the existence of insensitizing controls for all the initial data
for (2) is an interesting fact, since up to now the insensitizing controls have been
found as the limit of a sequence of ε-insensitizing controls for some particular choices
of the initial data (see, e.g., [1, 2, 7, 8]).

2. Interior control. In this section we concentrate ourselves in system (1).
This is precisely the choice of control made in all the preceding works related to the
insensitizing controllability of parabolic equations.

We assume y0 ∈ H1
0 (0, 1), y1 ∈ L2(0, 1). Then system (1) has a unique so-

lution of finite energy that satisfies, for every T > 0, y ∈ C([0, T ], H1
0 (0, 1)) ∩
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C1([0, T ], L2(0, 1)). In this case, the norms appearing in (3) are ‖.‖a = ‖.‖H1
0 (0,1)

and ‖.‖b = ‖.‖L2(0,1). In what follows, to simplify notation we denote

‖.‖1 := ‖.‖H1
0 (0,1) , ‖.‖0 := ‖.‖L2(0,1) , ‖.‖−1 := ‖.‖H−1(0,1) ,

‖.‖1,0 :=
(
‖.‖2

1 + ‖.‖2
0

) 1
2

, ‖.‖0,−1 :=
(
‖.‖2

0 + ‖.‖2
−1

) 1
2

.

2.1. Reduction to a unique continuation problem. As stated above, the
main technique for proving the existence of ε-insensitizing controls is to reduce the
problem to proving a uniqueness result for the solutions of a cascade system. In this
subsection we describe such a reduction. These facts are well known in the context of
parabolic equations, and we use the same ideas here. Although this scheme is rather
standard, we include the details here since, as far as we know, they have never been
written for the wave equation.

The first step is to reduce the problem to an approximate controllability problem.
Consider the following controlled cascade system of wave equations:⎧⎨

⎩
ȳtt − Δȳ = ξ + f1ω in R × (0, 1),
ȳ = 0 in R × {0, 1},
ȳ(0, x) = y0, ȳt(0, x) = y1 in (0, 1),

(6)

⎧⎨
⎩

qtt − Δq = ȳ1O in R × (0, 1),
q = 0 in R × {0, 1},
q(T, x) = 0, qt(T, x) = 0 in (0, 1).

(7)

Note that, since ȳ1O ∈ L2(R × (0, 1)), system (7) has a unique solution q ∈ C([0, T ],
H1

0 (0, 1)) ∩ C1([0, T ], L2(0, 1)). In particular, (q(0, .), qt(0, .)) ∈ H1
0 (0, 1) × L2(0, 1).

The following proposition holds.
Proposition 1. Given y0 ∈ H1

0 (0, 1), y1 ∈ L2(0, 1), and ξ ∈ L2(R × (0, 1)), the
control f ε-insensitizes Φ along the solutions of (1) if and only if the corresponding
solution (ȳ, q) of the cascade system (6)–(7) satisfies

‖q(0, x)‖0 < ε, ‖qt(0, x)‖−1 < ε.(8)

Proof. A simple calculation yields

d

dτ0
Φ(y)

∣∣∣∣
τ0=τ1=0

=

∫ T

0

∫
O
ȳθdxdt,(9)

where θ = dy
dτ0

is the solution of the equation

⎧⎨
⎩

θtt − Δθ = 0 in R × (0, 1),
θ = 0 in R × {0, 1},
θ(0, x) = z0, θt(0, x) = 0 in (0, 1).

(10)

On the other hand, integrating by parts in account of the boundary and initial (final)
conditions in (7) and (10) we get

∫ T

0

∫
O
ȳθdxdt =

∫ T

0

∫ 1

0

ȳ1Oθdxdt =

∫ T

0

∫ 1

0

(qtt − qxx)θdxdt = −
∫ 1

0

qt(0, x)z0dx,
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and thus (9) becomes

d

dτ0
Φ(y)

∣∣∣∣
τ0=τ1=0

= −
∫ 1

0

qt(0, x)z0dx.(11)

In the same way we can prove that

d

dτ1
Φ(y)

∣∣∣∣
τ0=τ1=0

=

∫ 1

0

q(0, x)z1dx.(12)

Finally, since z0, z1 are arbitrary functions satisfying∥∥z0
∥∥

1
=

∥∥z1
∥∥

0
= 1,

from (11) and (12) the assertion of the proposition holds.
The next step is to characterize the approximate controllability property of Propo-

sition 1 in terms of the adjoint system to (6)–(7):⎧⎨
⎩

ptt − Δp = 0 in R × (0, 1),
p = 0 in R × {0, 1},
p(0, x) = p0, pt(0, x) = p1 in (0, 1),

(13)

⎧⎨
⎩

ztt − Δz = p1O in R × (0, 1),
z = 0 in R × {0, 1},
z(T, x) = 0, zt(T, x) = 0 in (0, 1).

(14)

We assume
(
p0, p1

)
∈ H1

0 (0, 1)×L2(0, 1). Thus system (13)–(14) has a unique solution
(p, z), which satisfies

p, z ∈ C([0, T ], H1
0 (0, 1)) ∩ C1([0, T ], L2(0, 1)).

In particular, z ∈ L2([0, T ] × (0, 1)).
The following result is easily proved by multiplying (6) by z and integrating by

parts.
Proposition 2. The following duality identity for the solutions of (6)–(7), (13)–

(14) holds for every f ∈ L2(R × (0, 1)),
(
y0, y1

)
,
(
p0, p1

)
∈ H1

0 (0, 1) × L2(0, 1):

∫
[0,T ]×ω

fzdxdt +

∫
[0,T ]×(0,1)

ξzdxdt =

∫ 1

0

(
y0zt(0, x) − y1z(0, x)

)
dx

+

∫ 1

0

(
p0qt(0, x) − p1q(0, x)

)
dx.

(15)

Proposition 3. The set B =
{
(q(0, .), qt(0, .)) : f ∈ L2(R × (0, 1))

}
is dense in

L2(0, 1) × H−1(0, 1), and then the approximate controllability property (8) holds if
and only if the following unique continuation property is true for every

(
p0, p1

)
∈

H1
0 (0, 1) × L2(0, 1):

z ≡ 0 in [0, T ] × ω implies z ≡ p ≡ 0 in [0, T ] × (0, 1).(16)

Proof. Assume that
(
p0, p1

)
∈ H1

0 (0, 1) × L2(0, 1) satisfies∫ 1

0

(
p0qt(0, x) − p1q(0, x)

)
dx = 0
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for every f ∈ L2(R× (0, 1)) and
(
y0, y1

)
∈ H1

0 (0, 1)×L2(0, 1). Then, in view of (15),

∫
[0,T ]×ω

fzdxdt = −
∫

[0,T ]×(0,1)

ξzdxdt +

∫ 1

0

(
y0zt(0, x) − y1z(0, x)

)
dx.

But the right-hand term of this equality does not depend on f , so choosing f = 0 it
follows that ∫

[0,T ]×ω

fzdxdt = 0 for every f ∈ L2(R × (0, 1)),

and then, since z ∈ L2([0, T ] × ω), it follows that z = 0 in [0, T ] × ω. Next, the
unique continuation property implies p ≡ 0 in [0, T ] × (0, 1), and hence p0 = p1 = 0.
Therefore, from the Hahn–Banach theorem it follows that B is dense in L2(0, 1) ×
H−1(0, 1).

For the converse assertion, assume that there exists
(
p0, p1

)
�= (0, 0) such that

z ≡ 0 in [0, T ] × ω, and pick
(
y0, y1

)
such that

∫
[0,T ]×(0,1)

ξzdxdt =

∫ 1

0

(
y0zt(0, x) − y1z(0, x)

)
dx.

Then from (15) we obtain∫ 1

0

(
p0qt(0, x) − p1q(0, x)

)
dx = 0,

and this means that B is not dense in L2(0, 1) ×H−1(0, 1).
Gathering the results of Propositions 2 and 3 we obtain the following.
Proposition 4. If the solutions of (13)–(14) satisfy the unique continuation

property (16), then for every ε > 0, ξ ∈ L2(R × (0, 1)), and
(
y0, y1

)
∈ H1

0 (0, 1) ×
L2(0, 1) there exists a control fε ∈ L2(R × (0, 1)) such that along the corresponding
solution yε of system (1) the functional Φ verifies (5).

Remark 5. When ω ∩ O �= ∅ the unique continuation property (16) is reduced
to a unique continuation property for the usual wave equation. Indeed, if z ≡ 0 in
[0, T ]× (ω∩O), so is p in view of (14). Therefore, if [0, T ]× (ω ∩ O) is an appropriate
unique continuation region for the wave equation (that is, if the solution vanishes in
[0, T ] × (ω ∩ O), then it vanishes in [0, T ] × (0, 1)), then p ≡ 0 in [0, T ] × (0, 1) and
thus z ≡ 0 in [0, T ]× (0, 1). The same occurs in the case of heat equations considered
in the literature.

Note that for the wave equation in R
n the unique continuation property from

a region [0, T ] × U depends on both T and the geometry of U . For the 1-D wave
equation considered here, unique continuation from a region [t1, t2]×U holds whenever
t2 − t1 ≥ 2 (twice the length of the interval (0, 1)).

When ω ∩ O = ∅ such arguments cannot be applied, and the problem becomes
more difficult.

2.2. Unique continuation results. In this subsection we show that the unique
continuation property (16) is true for sufficiently large T for arbitrarily chosen ω and
O, independently of whether their intersection is void or not. Indeed, the following
holds.

Proposition 6. Let ω,O be nonempty open subsets of [0, 1] and T ≥ 4. Then
the unique continuation property (16) holds for the solutions of system (13)–(14).
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As a consequence of Propositions 4 and 6 we obtain the existence of ε-insensitizing
controls.

Theorem 7. Let ω,O be nonempty open subsets of [0, 1] and T ≥ 4. Then, for
every ε > 0, ξ ∈ L2(R × (0, 1)), and

(
y0, y1

)
∈ H1

0 (0, 1) × L2(0, 1), there exists a
control fε ∈ L2(R× (0, 1)) that ε-insensitizes functional Φ along the solutions of (1).

Proposition 6 is an immediate consequence of the following observability inequal-
ity.

Proposition 8. Let ω,O be nonempty open subsets of [0, 1] and T ≥ 4. Then
there exists a positive constant C, such that for every solution of (13)–(14),

C
∥∥(p0, p1)

∥∥2

1,0

∫ T

0

∫
ω

z2dtdx ≥
∥∥(p0, p1)

∥∥4

0,−1
.

Proof. We use in an essential way the fact that the first equation in (13) is the
1-D linear homogeneous wave equation⎧⎨

⎩
ptt − Δp = 0 in R × (0, 1),
p = 0 in R × {0, 1},
p(0, x) = p0, pt(0, x) = p1 in (0, 1).

(17)

Let us recall some known facts that are used in the proof. The solutions of (17) are
periodic in time with period equal to 2, which may be easily obtained, e.g., from the
fact that the solutions are of the form

p(t, x) = g(t + x) − g(t− x),(18)

with g being a 2-periodic function.
Note that the derivatives px and pt have the same periodicity property.
Moreover, from representation formula (18) one can prove the following well-

known unique continuation property for the solutions of (17): If t∗ − t∗ ≥ 2, then
any of the equalities p = 0 in [t∗, t

∗] × ω or px(t, 1) = 0 in [t∗, t
∗] implies p = 0 in

[t∗, t
∗] × (0, 1). This fact may be quantified by means of observability inequalities:

There exist positive constants C1, C2 such that for every solution p of (17)

C1

∫ t∗

t∗

∫
ω

p2dxdt ≥
∥∥(p0, p1)

∥∥2

0,−1
,(19)

C2

∫ t∗

t∗

p2
x(t, 1)dt ≥

∥∥(p0, p1)
∥∥2

1,0
.(20)

In addition, the following conservation laws are true for the solutions of (17):

‖(p(μ, .), pt(μ, .))‖1,0 =
∥∥(p0, p1)

∥∥
1,0

,(21)

‖(p(μ, .), pt(μ, .))‖0,−1 =
∥∥(p0, p1)

∥∥
0,−1

(22)

for every μ ∈ R

Now we proceed to the proof of the proposition. Let T0 be the smallest positive
number such that T − T0 ∈ 2Z. The inequality stated in the proposition is obtained
from the following two inequalities:

C1

∫ T

0

∫
ω

z2dtdx ≥ ‖(z(T0), zt(T0))‖2
0,−1 ,(23)

C2 ‖(z(T0), zt(T0))‖0,−1

∥∥(p0, p1)
∥∥

1,0
≥

∥∥(p0, p1)
∥∥2

0,−1
,(24)
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which hold for every solution (p, z) of (13)-(14) with positive constants C1, C2 inde-
pendent of (p, z).

In order to prove inequality (23), we define the linear operator � acting on a
function u(t) by

(�u) (t) = u(t− 1) − u(t + 1).

Note that � is continuous from L2(α, β) to L2(α + 1, β − 1) for any α, β ∈ R with
β ≥ α + 2.

Further, for the solution z of (14) we denote

ψ(t, x) = (�z) (t, x) = z(t + 1, x) − z(t− 1, x).

The continuity of � implies

C

∫ T

0

∫
ω

z2dxdt ≥
∫ T−1

1

∫
ω

ψ2dxdt(25)

for some positive constant C independent of z .
On the other hand, in view of the time periodicity of p, it follows that ψ is a

solution of the equation{
ψtt − Δψ = 0 in R × (0, 1),
ψ = 0 in R × {0, 1},

and then, since (T − 1) − 1 = T − 2 ≥ 2, inequality (19) and (22) yield

C

∫ T−1

1

∫
ω

ψ2dxdt ≥ ‖(ψ(μ, .), ψt(μ, .))‖2
0,−1(26)

for every μ ∈ R.
Now denote n = (T − T0)/2 and observe that

‖z(T ) − z(T0)‖2
=

∥∥∥∥∥
n−1∑
k=0

(z(T − 2k) − z(T − 2k − 2))

∥∥∥∥∥
2

≤
(

n−1∑
k=0

‖z(T − 2k) − z(T − 2k − 2)‖
)2

≤ n

n−1∑
k=0

‖z(T − 2k) − z(T − 2k − 2)‖2

= n

n−1∑
k=0

‖ψ(T − 2k − 1)‖2
.

Thus, from inequality (26) we get

‖z(T ) − z(T0)‖2
0 ≤ n2C

∫ T−1

1

∫
ω

ψ2dxdt.

Exactly in the same way it follows that

‖zt(T ) − zt(T0)‖2
−1 ≤ n2C

∫ T−1

1

∫
ω

ψ2dxdt.
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From the last two inequalities, the fact that z(T, x) = zt(T, x) = 0, and (25) we obtain
inequality (23).

To prove inequality (24) we multiply (14) by p and integrate over [T0, T ]× (0, 1).
After integration by parts it follows that∫ T

T0

∫
O
p2dxdt =

∫ 1

0

(zt(T0)p(T0) − z(T0)pt(T0)) dx.(27)

Now observe that, on one hand,∫ 1

0

(zt(T0)p(T0) − z(T0)pt(T0)) dx ≤ ‖(z(T0), zt(T0))‖0,−1 ‖(p(T0), pt(T0))‖1,0 ,

and, on the other hand, from inequality (19),

∫ T

T0

∫
O
p2dxdt ≥ C

∥∥(p0, p1)
∥∥2

0,−1
.

Thus, from (27) inequality (24) is obtained.
Remark 9. Although the observability inequality provided by Proposition 8 allows

us to ensure the appropriate unique continuation property and then the approximate
controllability of system (6)–(7), it is not good enough to guarantee the exact con-
trollability of that system, since it does not allow us to estimate a norm of (p0, p1) in

terms of the observed quantity
∫ T

0

∫
ω
z2dtdx.

3. Boundary control. In this section we consider the boundary controlled sys-
tem (2). We follow the same scheme as in the previous section. The main difference
is that in this case we are able to prove the existence of (exact) insensitizing controls.

3.1. Reduction to a controllability problem. The proofs of the assertions
given below use essentially the same arguments as in section 2.

Consider the following controlled cascade system of wave equations:⎧⎨
⎩

ȳtt − Δȳ = ξ in R × (0, 1),
ȳ(t, 0) = 0, ȳ(t, 1) = g(t) in R,
ȳ(0, x) = y0, ȳt(0, x) = y1 in (0, 1),

(28)

⎧⎨
⎩

qtt − Δq = ȳ1O in R × (0, 1),
q = 0 in R × {0, 1},
q(T, x) = 0, qt(T, x) = 0 in (0, 1).

(29)

Proposition 10. Given y0 ∈ H1
0 (0, 1), y1 ∈ L2(0, 1), and ξ ∈ L2(R × (0, 1)),

the control f insensitizes Φ along the solutions of (2) if and only if the corresponding
solution (ȳ, q) of the cascade system (28)–(29) satisfies

q(0, x) = qt(0, x) = 0.(30)

The latter exact controllability property may be characterized with the help of
the adjoint cascade system⎧⎨

⎩
ptt − Δp = 0 in R × (0, 1),
p = 0 in R × {0, 1},
p(0, x) = p0, pt(0, x) = p1 in (0, 1),

(31)
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⎧⎨
⎩

ztt − Δz = p1O in R × (0, 1),
z = 0 in R × {0, 1},
z(T, x) = 0, zt(T, x) = 0 in (0, 1).

(32)

The following proposition holds.
Proposition 11. Given

(
y0, y1

)
∈ H1

0 (0, 1) × L2(0, 1) and g ∈ L2(R), the
solution (ȳ, q) of (28)–(29) satisfies (30) if and only if the following duality identity
holds for every

(
p0, p1

)
∈ L2(0, 1) ×H−1(0, 1):

∫ T

0

g(t)zx(1, t)dt +

∫ T

0

∫ 1

0

ξzdxdt =

∫ 1

0

(
y0zt(0, x) − y1z(0, x)

)
dx.(33)

3.2. Observability inequalities.
Proposition 12. Let O be a nonempty open subset of [0, 1] and let T ≥ 4. Then

there exists a positive constant C, such that for every solution of (31)–(32),

C

∫ T

0

z2
x(1, t)dt ≥

∥∥(p0, p1)
∥∥2

0,−1
.

Proof. The inequality given in the proposition is a consequence of the fact that
there exist positive constants C1, C2, such that for every solution of (31)–(32),

C1

∫ T

0

z2
x(1, t)dt ≥ ‖(z(T0), zt(T0))‖2

1,0 ,

C2 ‖(z(T0), zt(T0))‖1,0 ≥
∥∥(p0, p1)

∥∥
0,−1

,

where T0 is the smallest positive number such that T − T0 ∈ 2Z.
These inequalities are proved using the same arguments as in Proposition 8.

3.3. Existence of insensitizing controls. Using Proposition 12 we can prove
the following result.

Theorem 13. Let O be a nonempty open subset of [0, 1] and let T ≥ 4. Then
for every ξ ∈ L2(R × (0, 1)) and

(
y0, y1

)
∈ H1

0 (0, 1) × L2(0, 1) there exists a control
g ∈ L2(R × (0, 1)) that insensitizes Φ along the solutions of (2).

Proof. Consider the quadratic functional J : L2(0, 1)×H−1(0, 1) → R defined by

J(p0, p1) =
1

2

∫ T

0

z2
x(1, t)dt +

∫ T

0

∫ 1

0

ξzdxdt−
∫ 1

0

(
y0zt(0, x) − y1z(0, x)

)
dx,

where z is the corresponding solution of (32). Let (p̂0, p̂1) be the minimizer of J
provided by Proposition 14 (see below):

J(p̂0, p̂1) = min
{
J(p0, p1) : (p0, p1) ∈ L2(0, 1) ×H−1(0, 1)

}
.

Then for every (p0, p1) ∈ L2(0, 1)×H−1(0, 1) the function φ(h) = J(p̂0+hp0, p̂1+hp1)
has a minimum at h = 0 and thus

0 = φ′(0) =

∫ T

0

ẑx(1, t)zx(1, t)dt +

∫ T

0

∫ 1

0

ξẑdxdt−
∫ 1

0

(
y0ẑt(0, x) − y1ẑ(0, x)

)
dx,

where ẑ is the solution of (31)–(32) with initial data (p̂0, p̂1). Consequently, if we
choose g(t) = ẑx(1, t), equality (33) is verified. Therefore, the control g(t) = ẑx(1, t)
insensitizes Φ.
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Proposition 14. The functional J has a minimizer (p̂0, p̂1) ∈ L2(0, 1)×H−1(0, 1).
Proof. J in continuous and convex. So, to guarantee the existence of a minimizer

it is sufficient to prove that J is coercive, i.e., J → ∞ as
∥∥(p0, p1)

∥∥
0,−1

→ ∞.

Let us note first that z verifies∫ T

0

∫ 1

0

z2dxdt ≤ C

∫ T

0

∫
O
p2dxdt ≤ C

∥∥(p0, p1)
∥∥2

0,−1
,

‖(z(0), zt(0))‖1,0 ≤ C

∫ T

0

∫
O
p2dxdt ≤ C

∥∥(p0, p1)
∥∥2

0,−1
.

Consequently,

∣∣∣∣∣
∫ T

0

∫ 1

0

ξzdxdt

∣∣∣∣∣ ≤
(∫ T

0

∫ 1

0

ξ2dxdt

) 1
2
(∫ T

0

∫ 1

0

z2dxdt

) 1
2

(34)

≤ C1 ‖ξ‖L2((0,T )×(0,1))

∥∥(p0, p1)
∥∥

0,−1
,∣∣∣∣

∫ 1

0

(
y0zt(0) − y1z(0, x)

)
dx

∣∣∣∣ ≤ ∥∥(y0, y1)
∥∥

0,−1
‖(z(0), zt(0))‖1,0(35)

≤ C2

∥∥(y0, y1)
∥∥

0,−1

∥∥(p0, p1)
∥∥

0,−1
,

where C1 and C2 are positive constants.
From Proposition 12, (34), and (35) we get

∣∣J(p0, p1)
∣∣≥ ∥∥(p0, p1)

∥∥
0,−1

(
C
∥∥(p0, p1)

∥∥
0,−1

−C1 ‖ξ‖L2((0,T )×(0,1))−C2

∥∥(y0, y1)
∥∥

0,−1

)
and this implies that J → ∞ as

∥∥(p0, p1)
∥∥

0,−1
→ ∞. Hence the assertion of the

proposition is proved.

4. Final remarks. The condition that the observation time be large (T ≥ 4),
which does not appear in previous papers in the context of the heat equations, is
natural for the wave equation due to the finite speed of propagation of its solutions.
Indeed, it is possible to prove that, for every T < 2 one can choose an observation
region O such that a certain nontrivial solution of (17) satisfies p = 0 in [0, T ] × O,
and then z = 0 in [0, T ] × (0, 1). This means that the unique continuation property
is not verified. One may expect, however, the property to be true for 2 < T < 4, and
in fact we do not know whether the property is true in this case or not. Nevertheless,
the condition T ≥ 4 (twice the sum of the lengths of the strings) appears to be
natural in the context of coupled wave equations. Several examples of this situation
are given in [5] (see, for instance, section 4.9 in Chapter 4). Note, however, that for
every particular choice of the observation interval O the minimal observation time to
guarantee the unique continuation property is strictly smaller than 4.

Of course, it would be of interest to study the insensitizing properties of the
controlled systems for other choice of the observation functionals, in particular,

Φ(y) =
1

2

∫ T

0

∫
O

(
y2
t + y2

x

)
dxdt,

which may be understood as the mean value of the energy of the portion O of the
string in a time interval of length T . This problem turns out to be more difficult, at
least at the level of reducing it to a controllability property.
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It is clear that the method we have used to prove the unique continuation does
not apply to other 1-D equations, for which the time periodicity property is not valid.
However, it does not mean that the results are not valid for those equations. We
hope that the existence of ε-insensitizing controls for nonintersecting observation and
control regions is not restricted to the 1-D wave equation, and the example given in
[10] suggests that this property is also true for the 1-D heat equation.

Acknowledgments. The author would like to express his gratitude to Enrique
Zuazua for valuable discussions on this problem and also to the referees for their help
in improving the presentation of the paper.
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CONEWISE LINEAR SYSTEMS: NON-ZENONESS AND
OBSERVABILITY∗

M. KANAT CAMLIBEL† , JONG-SHI PANG‡ , AND JINGLAI SHEN§

Abstract. Conewise linear systems are dynamical systems in which the state space is partitioned
into a finite number of nonoverlapping polyhedral cones on each of which the dynamics of the
system is described by a linear differential equation. This class of dynamical systems represents a
large number of piecewise linear systems, most notably, linear complementarity systems with the
P-property and their generalizations to affine variational systems, which have many applications in
engineering systems and dynamic optimization. The challenges of dealing with this type of hybrid
system are due to two major characteristics: mode switchings are triggered by state evolution,
and states are constrained in each mode. In this paper, we first establish the absence of Zeno
states in such a system. Based on this fundamental result, we then investigate and relate several
state observability notions: short-time and T -time (or finite-time) local/global observability. For
the short-time observability notions, constructive, finitely verifiable algebraic (both sufficient and
necessary) conditions are derived. Due to their long-time mode-transitional behavior, which is very
difficult to predict, only partial results are obtained for the T -time observable states. Nevertheless,
we completely resolve the T -time local observability for the bimodal conewise linear system, for
finite T , and provide numerical examples to illustrate the difficulty associated with the long-time
observability.

Key words. piecewise linear systems, conewise linear systems, hybrid systems, Zeno behavior,
observability
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1. Introduction. A conewise linear system (CLS) is a hybrid dynamical system
consisting of a finite number of linear ordinary differential equations (ODEs) that are
active on certain polyhedral cones which partition the whole Euclidean state space.
Each of these cones is called a mode of the system; transitions between modes occur
along a state trajectory. Many piecewise linear systems can be formulated as CLSs;
among these, linear complementarity systems (LCSs) [15, 6] are perhaps the most
prominent. Specifically, an LCS is defined by a linear time-invariant ODE containing
an algebraic variable that is required to be a solution to a finite-dimensional linear
complementarity problem (LCP). Collectively, these piecewise linear systems and their
generalizations, such as the differential variational inequalities (DVIs) [25], have found
a wide range of applications in nonsmooth mechanical systems, switched electrical
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networks and control systems, and dynamic optimization in operations research and
economics. See the two surveys [4, 31] and the recent papers [7, 8, 16, 17] as well as
the references therein.

As with all switched dynamical systems, a critical issue associated with a CLS is
whether infinitely many mode transitions exist in any finite time along a state trajec-
tory, i.e., the Zeno behavior of the CLS. Such an issue was studied in a different setting
for piecewise analytic systems in [5, 35] two decades ago. It has regained considerable
attention and received extensive treatment in the hybrid system literature in the past
few years, e.g., [19, 32, 37], due to its fundamental role in the study of numerical
simulations and basic system and control properties of hybrid systems. Adding to
the recent study of the Zeno issue [7] for complementarity systems, the paper [33]
introduces several important notions of non-Zenoness and non-Zeno states of an LCS
and establishes the “strong non-Zenoness” for an LCS with the P-property and the
“weak non-Zenoness” for a broader class of LCSs. The paper [24] further extends the
Zeno study to a nonlinear complementarity system (NCS) and to the DVI; it shows
the strong non-Zenoness for an NCS satisfying the strong regularity condition and
investigates certain system properties using these non-Zeno results.

Having its roots in the very early stages of modern control theory [20], observabil-
ity is a fundamental concept in systems and control. Roughly speaking, observability
refers to the ability of reconstructing the initial state from given output observations.
This notion is well understood for linear systems [10]. However, characterization of
observability of nonlinear systems (with control inputs) becomes a very hard problem.
For instance, one has to analyze many different observability concepts of nonlinear
systems, and only local sufficient conditions are available for small-time observability
[23]; see the algebraic approach for analytic systems [2]. Moreover, checking these
conditions can become a computationally untractable task [3].

The observability of hybrid systems has attracted growing attention in recent
years. Mode and state observability of discrete-time switched linear systems are stud-
ied in [1], under the assumption that mode sequences are arbitrary; linear algebraic
tests are provided, and the decidability is discussed. The paper [36] analyzes the ob-
servability of jump-linear systems and linear hybrid systems; necessary and sufficient
conditions in terms of algebraic tests are given. Several observability notions are pro-
posed for piecewise affine hybrid systems in [12]; sufficient conditions are obtained for
the observability test and are used for observer design. Other related results include
observability of Turing machines and its connection to hybrid systems [11]. For more
discussions on observability analysis and observer design, see the references cited in
the above-mentioned papers.

The present paper deals with the non-Zenoness and state observability of CLSs,
assuming a linear system output. Compared with the observability results in the lit-
erature, there are two unique characteristics of the CLS that make the observability
analysis challenging and different from the prior results: (i) mode switchings are trig-
gered by state evolution instead of being arbitrarily chosen; (ii) the state is restricted
to a cone in each mode. Due to the first property, the issues of well-posedness and
Zenoness of system solutions become nontrivial. The second property implies that
classical matrix rank conditions are insufficient to characterize observability proper-
ties. Moreover, a state trajectory is at best only once differentiable with respect to
time and is not differentiable with respect to the initial condition. These properties
necessitate the development of new tools to handle observability issues for this class
of nonsmooth systems.
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The organization of the paper is as follows. In section 2, we begin with the in-
troduction of the main object of the study, CLSs, and discuss certain fundamental
properties of the solutions. We then prove the non-Zenoness and piecewise analyticity
of such solutions in section 3. Various kinds of observability notions are investigated,
and the relation between them is discussed in section 4. It is shown that the lin-
ear dynamics, together with the conic state space partition, is instrumental in the
derivation of constructive necessary and sufficient conditions for certain observability
notions, particularly for short-time observability. Detailed investigation of T -time
local observability of bimodal CLSs is given in section 5. For the long-time observ-
ability, we present examples to demonstrate several interesting properties that make
this observability notion challenging to characterize, even for bimodal CLSs.

2. Conewise linear systems. Consider the ODE

ẋ = f(x),(2.1)

where x ∈ R
n and f : R

n → R
n is a piecewise affine (PA) function; i.e.,

(a) f is continuous, and
(b) a positive integer m and a family of affine functions {fi}mi=1 exist such that

f(x) ∈ {fi(x)}mi=1 for all x ∈ R
n.

We call systems of the form (2.1) piecewise affine systems. The representation (2.1)
describes the system at hand in an implicit way via the component functions {fi}mi=1.
Alternatively, a geometric representation of (2.1) can be obtained by invoking well-
known properties of PA functions (see, e.g., [14]). To elaborate on this, we recall that
a finite collection of polyhedra in R

n, denoted Ξ, is a polyhedral subdivision of R
n if

(a) the union of all polyhedra in Ξ is equal to R
n,

(b) each polyhedron in Ξ is of dimension n, and
(c) the intersection of any two polyhedra in Ξ is either empty or a common proper

face of both polyhedra.
For every PA function f , one can find a polyhedral subdivision of R

n and a finite
family of affine functions {gi} such that f coincides with one of the functions {gi}
on each polyhedron in Ξ [14, Proposition 4.2.1]. Let such a polyhedral subdivision
be given by Ξ = {Xi}mi=1, where each polyhedron Xi, called a piece of the system, is
described by a finite system of linear inequalities:

Xi = {x | Cix + di � 0 }(2.2)

for a certain matrix Ci ∈ R
mi×n and vector di ∈ R

mi ; also write gi(x) = Aix + bi for
some matrix Ai and vector bi. With these definitions, we can write the system (2.1)
in the equivalent form

ẋ = Aix + bi if x ∈ Xi.(2.3)

In this case, continuity of the function f is equivalent to the following implication:

x ∈ Xi ∩ Xj ⇒ Aix + bi = Ajx + bj .(2.4)

Since a PA function must be globally Lipschitz continuous (see, e.g., [14]), it follows
from well-known ODE theory that the PA system (2.1) must admit a unique solution,
which is denoted by x(t, ξ), that is continuously differentiable (i.e., C1) in time for any
initial state x(0) = ξ. Moreover, it was recently proved in [26] that for each t, x(t, ·)
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is a “semismooth” function on R
n, meaning that it is “B(ouligand)-differentiable”

(i.e., locally Lipschitz continuous and directionally differentiable) everywhere with
the directional derivative along a prescribed direction given as the unique solution of
a “first-order variational equation.”

Throughout this paper, we focus on a particular type of PA system obtained by
taking bi = di = 0 for all i in (2.2) and (2.3). In this case, the system takes the form

ẋ = Aix if x ∈ Xi ≡ {x | Cix � 0 }.(2.5)

The continuity requirement of the right-hand side of (2.5) reduces to

x ∈ Xi ∩ Xj ⇒ Aix = Ajx;(2.6)

i.e., Xi∩Xj ⊆ ker(Ai−Aj), where ker denotes the kernel of a matrix. Since the pieces
Xi are cones in this case, we call the system (2.5) a conewise linear system (CLS).
Without loss of generality, we assume throughout that each matrix Ci contains no
zero rows. Under this assumption, and by the fact that Xi is full dimensional, it
follows that for each index � = 1, . . . ,mi, there exists a vector x̂� ∈ Xi such that
(Cix̂

�)� > 0. Therefore, we must have

∅ �= intXi = {x | Cix > 0 },(2.7)

where int denotes the interior of a set. By property (c) of a polyhedral subdivision,
it follows that Xj ∩ intXi = ∅ for all i �= j.

Associated with the “forward-time” system (2.5) is a backward-time system that
allows us to obtain reverse-time results easily from a forward-time analysis. Specifi-
cally, for any given T > 0, define xr(t) ≡ x(T − t). We have xr(0) = x(T ) and

ẋr = Ãi x
r if xr ∈ Xi,(2.8)

where Ãi ≡ −Ai. Obviously, the latter system remains a CLS. The reverse-time
system can be used to derive backward-time results pertaining to the forward-time
trajectory. For instance suppose that x(t0, ξ) = x(t0, η) = z0 for some t0 > 0 and
some ξ and η in R

n. By considering the reverse-time trajectory starting at time t0
and going backwards in time until the initial time t = 0 and by using the uniqueness
of the solution to the reverse-time system given an initial condition, it follows that
ξ = xr(t0, z

0) = η. In words, this observation says that if two forward-time trajectories
starting at two initial conditions ξ and η ever intersect at some common future time,
then these two trajectories must in fact be identical at all times.

CLSs form a special class of linear hybrid systems (see, for instance, [22]). In
fact, they can be cast as hybrid automata for which

(a) the vector fields in each location are linear,
(b) the invariant sets are solid polyhedral cones,
(c) the guard sets are the boundaries of these cones, and
(d) the reset maps are all identity.

In what follows, we look at two specific examples of CLSs.
Example 2.1. Bimodal CLSs are the simplest CLSs with only 2 pieces; i.e., m = 2

and Ξ = {X1,X2}. We claim that any such system can be described by the ODE

ẋ = Ax + b max(0, cTx)(2.9)

for some n×n matrix A and n-vectors b and c. This is a nontrivial assertion; indeed,
we need to show that given (2.5) and (2.6), we can identify the matrix A and the two
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vectors b and c such that (2.9) is equivalent to the given bimodal CLS. The proof is
as follows. Since Ξ = {X1,X2} is a polyhedral division of R

n, it follows that

intX1 ∩ intX2 = ∅,(2.10)

X1 ∪ X2 = R
n.(2.11)

In view of (2.10), it follows from [34, Theorem 3.3.4] that there exists a hyperplane,
say H = {x ∈ R

n | cTx = 0}, such that X1 ⊆ H+ ≡ {x ∈ R
n | cTx � 0} and

X2 ⊆ H− ≡ {x ∈ R
n | cTx � 0}. We claim that X1 = H+. To see this, note that

( intH+ \ X1) ∩ X1 = ∅,(2.12)

( intH+ \ X1 ) ∩ X2 ⊆ intH+ ∩ H− = ∅.(2.13)

Then, (2.11) together with (2.12)–(2.13) implies that intH+ \ X1 = ∅, i.e., intH+ ⊆
X1. Since X1 is contained in H+ and it is a closed set, we get X1 = H+. In a similar
fashion, one can show that X2 = H−. Then, we get X1∩X2 = H+∩H− = H = ker(cT ).
Hence, we can write (2.5)–(2.6) as

ẋ =

{
A1x if cTx � 0,
A2x if cTx � 0,

(2.14)

where A1 and A2 satisfy cTx = 0 ⇒ A1x = A2x. Equivalently, A1 − A2 = bcT for
some n-vector b. Thus, (2.14) becomes (2.9) with A ≡ A2.

Example 2.2. A broad class of CLSs consists of the following linear cone comple-
mentarity system (LCCS):

ẋ = Ax + Bz,
C 
 z ⊥ Cx + Dz ∈ C∗,

(2.15)

where x ∈ R
n, z ∈ R

p, C is a polyhedral cone and C∗ is its dual (as in convex
analysis [27]), and a ⊥ b means aT b = 0. A wealth of examples, from various areas of
engineering as well as operations research, of these piecewise linear (hybrid) systems
can be found in [31, 30, 16]. For references on the analysis of the general LCCS,
we refer the reader to [8, 17, 7, 28, 29, 18]. A special case of interest emerges when
C = R

p
+; the resulting LCCS is called simply a linear complementarity system (LCS).

A fundamental subclass of the LCSs arises when all the principal minors of the matrix
D are positive. Such matrices are called P-matrices in the literature of mathematical
programming. The class of P-matrices is very broad (see [13]); in particular, it includes
the class of positive definite (not necessarily symmetric) matrices. Most importantly,
P-matrices play a fundamental role in the LCP, i.e., the problem of finding a p-vector
z satisfying

0 � z ⊥ q + Dz � 0(2.16)

for a given p-vector q and a p × p matrix D. We denote the latter problem by
LCP(q,D). It is well known that the LCP(q,D) admits a unique solution for all
q ∈ R

p if and only if D is a P-matrix; see [13, Theorem 3.3.7]. Moreover, for each q
there exists an index set α ⊆ {1, 2, . . . , p} with complement ᾱ such that

(a) −(Dαα)−1qα � 0 and qᾱ −Dᾱα(Dαα)−1qα � 0,
(b) the unique solution z of the LCP (q,D) is given by zα = −(Dαα)−1qα and

zᾱ = 0.
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This shows that the solution mapping q �→ z is a piecewise linear function on R
p.

Based on the above facts, we can rewrite the LCS (2.15) in the form of the CLS (2.5)
as follows:

ẋ = (A−B•α(Dαα)−1Cα•)x if

[
−D−1

αα 0
−Dᾱα(Dαα)−1 Iᾱᾱ

] [
Cα•
Cᾱ•

]
x � 0.

(2.17)

There are generalizations of the LCP results to the linear cone complementarity
problem (LCCP), which can then be applied to the LCCS. In what follows, we discuss
one such generalization that does not require the LCCP to have a unique solution.
Let us denote by SOL(C, q,D) the solution set of the LCCP

C 
 z ⊥ q + Dz ∈ C∗.

It has been observed [9, 25] that the LCCS (2.15) has a unique C1 trajectory x(t)
for all initial conditions x(0) = x0 ∈ R

n if and only if BSOL(C, Cx,D) is a singleton
for all x ∈ R

n. If the latter singleton condition holds, then it follows that (2.15) is
equivalent to

ẋ = Ax + BSOL(C, Cx,D),(2.18)

where the right-hand side is a piecewise linear function of x on R
n. Thus (2.18) is a

CLS. A special case where BSOL(C, Cx,D) is a singleton for all x ∈ R
n occurs when

D is positive semidefinite (albeit not necessarily symmetric), CR
n ⊆ −DC + C∗, and

(C − C) ∩ ker(D + DT ) ⊆ kerB. The first two conditions imply that SOL(C, Cx,D)
is a nonempty polyhedron for all x ∈ R

n, and the last assumption ensures that
BSOL(C, Cx,D) is a singleton; see [14] for a proof of these facts.

Unlike the LCS with a P-matrix D, it is not straightforward to write down the
pieces of the system (2.18); nevertheless, this can be achieved by introducing multi-
pliers to the constraints defining the cone C, which we write as

C = { z |Gz � 0 }(2.19)

for some matrix G ∈ R
r×p. Letting λ ∈ R

r be the vector of multipliers corresponding
to the constraint Gz � 0, the complementarity condition C 
 z ⊥ Cx + Dz ∈ C∗ is
equivalent to

0 = Cx + Dz −GTλ and 0 � λ ⊥ Gz � 0.

The pieces of the CLS (2.18) can be identified as follows. Define for each index subset

α of {1, . . . , r}, with complement ᾱ, the polyhedral cone X̂α ⊂ R
n consisting of all

vectors x for which there exist (z, λα) such that

0 = Cx + Dz − (Gα• )Tλα,
λα � 0 = Gα•z, and λᾱ = 0 � Gᾱ•z.

While there may be multiple pairs (z, λα) satisfying the above linear inequality system

for a given x (which explains why X̂α is a polyhedral cone), the vector Bz is a constant
among all such pairs, as long as BSOL(C, Cx,D) is a singleton. Moreover, with some

linear algebraic manipulations, it can be deduced that Ax + BSOL(C, Cx,D) = Âαx

for some matrix Âα for all x ∈ X̂α. Notice that the family {X̂α} for α ranging over all
subsets of {1, . . . , r} may not form a polyhedral subdivision of R

r (for one thing, some
of them could overlap); nevertheless, they are enough to show that the right-hand side
of (2.18) is a piecewise linear function of x.
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2.1. Some structural properties. In this subsection, we establish some basic
structural properties of the CLS (2.5). First we review some well-known concepts. An
ordered tuple a ≡ (a1, . . . , ak) of real numbers is said to be lexicographically nonneg-
ative if either a = 0 or its first nonzero component is positive. In this case, we write
a � 0. If a is nonzero and lexicographically nonnegative, we say that a is lexicographi-
cally positive. In this case, we write a � 0. Sometimes, we also use the signs “�” and
“≺” with the obvious meanings. The set of lexicographically nonnegative k-tuples
forms a convex, albeit not closed, cone in R

k. A finite collection of n-dimensional
vectors (y1, y2, . . . , yk) for some positive integer k is said to be lexicographically non-
negative (positive), denoted (y1, y2, . . . , yk) � (�)0, if for each j = 1, . . . , n, the
k-dimensional tuple (y1

j , . . . , y
k
j ) is lexicographically nonnegative (positive).

For a given x0 ∈ R
n, the solution trajectory x(t, x0) of the CLS (2.5) does not

necessarily stay in the same piece as the initial state x0 for all sufficiently small
t > 0. To ensure the latter persistence property, we define the following sets: for all
i = 1, . . . ,m,

Yi ≡
{
x ∈ R

n
∣∣ (Cix,CiAix, . . . , CiA

n−1
i x

)
� 0

}
.(2.20)

Obviously, Yi is a convex, albeit not closed, cone in R
n; it bears a close connection

with the set Xi as described in the following result, whose proof is elementary and
thus omitted. In the result, we let cl denote the closure of a set.

Lemma 2.3. Assume that every matrix Ci has no zero rows. The following
statements hold for all i = 1, . . . ,m: (a) Yi ⊆ Xi; (b) intXi ⊆ Yi; (c) clYi = Xi; and
(d) Yi − Yi = Xi −Xi = R

n.
The next lemma characterizes the elements of the set Yi; it shows in particular

that the solution trajectory x(t, x0) stays in one piece, say Xi, for all t > 0 sufficiently
small if and only if x0 ∈ Yi.

Lemma 2.4. The three statements below are equivalent for any vector x0 ∈ R
n:

(a) x0 ∈ Yi;
(b) there exists a positive number ε such that x(t, x0) ∈ Xi for all t ∈ [0, ε];
(c) for some (equivalently, any) positive n-vector c = (c1, . . . , cn), there exists a

number μ0 > 0 such that
∑n−1

k=0 ck+1 μ
kAk

i x
0 ∈ Xi for all μ ∈ [0, μ0].

Proof. The equivalence of (a) and (b) is easy. We prove only the equivalence

of (a) and (c). Observe that (c) is equivalent to
∑n−1

k=0 ck+1 μ
k(CiA

k
i x

0)� � 0 for
each index � = 1, . . . ,mi and all μ ∈ [0, μ0]. Therefore, the positivity of c1, . . . , cn
and μ implies ((Cix

0)�, . . . , (CiA
n−1
i x0)�) � 0 for all indices � = 1, . . . ,mi. Hence

x0 ∈ Yi. Conversely, suppose (c) holds, but (a) does not. Then there exist an
index � ∈ {1, . . . ,mi} and an integer 0 ≤ k ≤ n − 1 such that (CiA

k
i x

0)� < 0 and

(CiA
j
ix

0)� = 0 for all j = 0, . . . , k − 1. Therefore, for sufficiently small μ > 0,∑n−1
k=0 ck+1μ

k(CiA
k
i x

0)� < 0. This contradicts (c).
In general, a given initial state x0 may be contained in multiple cones Xi and Yi.

This motivates the definition of the following index sets. Given ξ ∈ R
n, define

I(ξ) ≡ {i | ξ ∈ Xi} and J (ξ) ≡ {i | ξ ∈ Yi}.(2.21)

Basic relations between these sets are summarized in the following lemma.
Lemma 2.5. The following statements hold for any ξ ∈ R

n:
(a) a neighborhood N of ξ exists such that N ⊆

⋃
i∈I(ξ) Xi;

(b) J (ξ) ⊆ I(ξ);
(c) Aiξ = Ajξ if i, j ∈ I(ξ);
(d) Ak

i ξ = Ak
j ξ for all positive integers k if i, j ∈ J (ξ).

Proof. The proof is easy and omitted.
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With respect to the reverse-time system (2.8) where Ãi = −Ai, both sets

Y r
i ≡

{
x ∈ R

n | (Cix,CiÃix, . . . , CiÃ
n−1
i x ) � 0

}
and J r(ξ) ≡ { i | ξ ∈ Y r

i }

are not necessarily equal to the respective sets Yi and J (ξ) that are defined with
respect to the original forward-time system (2.5). Nevertheless, the forward-time
trajectory and the reverse-time trajectory are equal in any interval. In particular, if
i ∈ J r(x(t∗, ξ)), where t∗ > 0, then there exists ε > 0 such that Cix(t, ξ) � 0 for all
t ∈ [t∗ − ε, t∗].

3. Non-Zeno property of CLSs. In the hybrid systems literature, the occur-
rence of an infinite number of mode transitions within a finite time interval is called
the Zeno behavior with reference to the ancient Greek philosopher Zeno’s paradoxes.1

Our goal in this section is to show that the CLS does not exhibit such behavior. At
the end of the section, we will compare the main result specialized to the LCS with
those obtained in [33].

Definition 3.1. The PA system (2.1) is said to satisfy the (forward and back-
ward) non-Zeno property if for any x0 ∈ R

n and any t ′ ≥ 0, there exist ε± > 0 and
Xi± ∈ Ξ such that x(t, x0) ∈ Xi+ for all t ∈ [t ′, t ′ +ε+] (forward-time non-Zeno) and,
for t ′ > 0, x(t, x0) ∈ Xi− for all t ∈ [t ′ − ε−, t

′] (backward-time non-Zeno).
(Note: the backward-time non-Zeno property is not defined at the initial time

t ′ = 0; since the trajectory x(t, x0) is in principle defined only for t � 0, in the
backward-time non-Zeno property at the time t ′ > 0, the scalar ε− > 0 is taken to
be less than t ′.)

The following result shows that the backward non-Zeno property of the forward-
time CLS (2.5) is equivalent to the forward non-Zeno property of the reverse-time
CLS (2.8). It allows us to focus our attention on the forward non-Zeno property
subsequently.

Proposition 3.2. The system (2.5) has the backward non-Zeno property if and
only if the system (2.8) has the forward non-Zeno property.

Proof. Suppose that (2.5) has the backward non-Zeno property. Let x0 ∈ R
n and

t ′ � 0 be given. Consider the reverse-time trajectory x r(t, x0) beginning at x0 and
terminating at a state ξ0 ≡ x r(T, x0) at time T > t ′. We then have x r(t ′, x0) =
x(T − t ′, ξ0). It follows by the backward non-Zeno property of the forward CLS (2.5)
that an ε > 0 and an Xi− exist such that x(t, x0) ∈ Xi− for all t ∈ [T − t ′ − ε, T − t ′].

Hence x r(t̃, x0) = x(T − t̃, ξ0) ∈ Xi− for all t̃ ∈ [t ′, t ′ + ε]. Therefore, the system (2.8)
has the forward non-Zeno property. The converse can be proved similarly.

The next lemma is the first step in showing that the CLSs do not have the Zeno
behavior.

Lemma 3.3. The following three statements are equivalent.
(a) The CLS (2.5) satisfies the forward non-Zeno property.
(b) ∪m

i=1 Yi = R
n.

(c) For every ξ ∈ R
n, J (ξ) �= ∅.

Proof. Suppose (a) holds. Since for an arbitrary x0 ∈ R
n, there exist an ε > 0

and a piece Xi such that x(t, x0) ∈ Xi for all t ∈ [0, ε], we have x0 ∈ Yi by Lemma 2.4.
Thus R

n ⊆ ∪m
i=1Yi, which clearly yields (b). For the converse, let x0 ∈ R

n and t ′ � 0
be given. By (b), the vector ξ ≡ x(t ′, x0) belongs to some Yi+ . Hence Lemma 2.4
implies the existence of ε+ > 0 such that x(t, ξ) = x(t ′+t, x0) ∈ Xi+ for all t ∈ [0, ε+].
Thus (a) and (b) are equivalent. The equivalence of (b) and (c) is clear.

1The most well known of these four paradoxes dealing with counterintuitive aspects of space and
time is Achilles and the turtle.
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We need another technical lemma in order to prove the main result of this section.
Lemma 3.4. Let ξ ∈ R

n be arbitrary. For any polynomial p : R → R
n with

p(0) = ξ, there exists i ∈ I(ξ) such that p(μ) ∈ Xi for all sufficiently small μ > 0.
Proof. Let p(μ) be a polynomial satisfying p(0) = ξ. For each index i ∈ I(ξ),

there are only three possible cases:
(i) p(μ) ∈ Xi for all sufficiently small μ > 0;
(ii) p(μ) �∈ Xi for all sufficiently small μ > 0;
(iii) there exists an infinite sequence of positive scalars {μk} all distinct and con-

verging to zero as k ↑ ∞ such that, for all k = 1, 2, . . . , p(μ2k−1) ∈ Xi and
p(μ2k) �∈ Xi.

If the claim of the lemma does not hold, then for each index i ∈ I(ξ) either (ii) or
(iii) must hold. We claim that (iii) must hold at least for one i ∈ I(ξ) in this case.
To show this, it is enough to prove that (ii) cannot hold for all i ∈ I(ξ). Suppose, on
the contrary, that (ii) holds for all i ∈ I(ξ). Then, one gets p(μ) �∈ ∪i∈I(ξ)Xi for all
sufficiently small μ > 0. This, however, contradicts part (a) of Lemma 2.5. Therefore,
there exists i ∈ I(ξ) such that (iii) holds. Without loss of generality, we may assume
that the sequence {μk} is strictly decreasing. For each k, since p(μ2k) �∈ Xi, there
exists an index �k such that (Cip(μ2k))�k < 0. Since there are only finitely many such
indices �k, there exists an index �0 such that (Cip(μ2k))�0 < 0 for infinitely many
k’s. Without loss of generality, we may assume that (Cip(μ2k))�0 < 0 for all k. Since
(Cip(μ2k−1))�0 � 0, it follows that for all k, there exists μ̄k ∈ [μ2k−1, μ2k) such that
(Cip(μ̄k))�0 = 0. Since the μ̄k’s are all distinct (because the sequence {μk} is strictly
decreasing) and (Cip(μ))�0 is a polynomial in μ with finitely many roots, we have
(Cip(μ))�0 ≡ 0 for all μ. This is a contradiction.

With the help of the last two lemmas, we can now formally state and prove the
absence of Zeno behavior in the CLS.

Theorem 3.5. The CLS (2.5) has the non-Zeno property; i.e., ∪m
i=1Yi = R

n =
∪m
i=1Y r

i .
Proof. In view of Proposition 3.2, it suffices to show that any CLS has the forward

non-Zeno property. In turn, by Lemma 3.3, it is enough to show that ∪m
i=1Yi = R

n.
Take any ξ ∈ R

n. Set η0 = ξ and I0 = I(ξ). The continuity implies that Aiη0 = Ajη0

for all i, j ∈ I0. Define

I1 ≡ {i ∈ I0 | η0 + μη1 ∈ Xi ∀ sufficiently small μ > 0},

where η1 ≡ Aiη0 for any i ∈ I0. Lemma 3.4 guarantees that I1 �= ∅. Note that

Ai(η0 + μη1) = Aj(η0 + μη1)(3.1)

for all i, j ∈ I1 and for all sufficiently small μ > 0. Since I1 ⊆ I0, (3.1) implies that
Aiη1 = Ajη1 for all i, j ∈ I1. Define

I2 ≡ {i ∈ I0 | η0 + μη1 + μ2η2 ∈ Xi ∀ sufficiently small μ > 0},

where η2 ≡ Aiη1 for any i ∈ I1. Again, Lemma 3.4 guarantees that this set is
nonempty. We claim that I2 ⊆ I1. To see this, let i ∈ I2. We need to show that
Ci(η0 +μη1) � 0 for all μ > 0 sufficiently small. Since i ∈ I2, we must have Ciη0 � 0.
If � is an index such that (Ciη0)� = 0, then we must have (Ciη1)� � 0. Hence the claim
holds. Therefore, for all i, j ∈ I2, we have Ai(η0 +μη1 +μ2η2) = Aj(η0 +μη1 +μ2η2)
for all μ > 0 sufficiently small. Since I2 ⊆ I1, we deduce Aiη2 = Ajη2. Next, define

I3 ≡ {i ∈ I0 | η0 + μη1 + μ2η2 + μ3η3 ∈ Xi ∀ sufficiently small μ > 0},
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where η3 ≡ Aiη2 for any i ∈ I2. In a similar fashion, we can show that I3 ⊆ I2 and
Aiη3 = Ajη3 for all i, j ∈ I3. Continuing this process, we can eventually define In−1,
which is nonempty and is contained in In−2 ⊆ · · · ⊆ I1 ⊆ I0. We claim that i ∈ In−1

implies that ξ ∈ Yi. To see this, note that

η0 + μη1 + · · · + μn−1ηn−1 = ξ + μAiξ + · · · + μn−1An−1
i ξ

for any i ∈ In−1 because of the nested inclusions of the index sets Ij for j =

0, 1, . . . , n − 1. Hence, i ∈ In−1 implies that
∑n−1

k=0 μ
kAk

i ξ ∈ Xi for all μ > 0 suf-
ficiently small; thus condition (c) of Lemma 2.4 is satisfied with c being the vector of
all ones. Consequently, ξ ∈ Yi.

The non-Zeno property is closely related to the boundedness of the number of
“mode transitions” defined as follows.

Definition 3.6. Let x(t, x0) be a solution trajectory of the CLS (2.5) over a time
interval [0, T ], T > 0, and let t∗ ∈ (0, T ). We say that t∗ is not a switching time if
there exist i ∈ {1, . . . ,m} and ε > 0 such that x(t, x0) ∈ Xi for all t ∈ [t∗ − ε, t∗ + ε];
otherwise, we say that t∗ is a switching time, and that the CLS has a mode transition
or mode switching at t∗.

With this definition, we easily obtain the following result from the non-Zeno
property of the CLS. The proof is by a compactness argument and resembles that of
Proposition 8 in [33].

Theorem 3.7. Let x(t, x0) be a solution trajectory of the CLS (2.5) on an open
time interval containing [0, T ]. Then there is a finite number of switching times in
[0, T ]. Hence, any such trajectory x(•, x0) is a continuous, piecewise analytic function
on [0, T ].

Proof. See the cited proposition for a proof of the assertion about switching times.
To prove the piecewise analyticity assertion, it suffices to note that if x(t, x0) ∈ Xj for
some j and all t in a subinterval [ ti−1, ti ], where ti−1 and ti are any two consecutive
switching times, then x(t, x0) = eAj(t−ti−1)x(ti−1, x

0) for all t in this subinterval.
Hence x(t, x0) is an analytic function for t ∈ (ti−1, ti). Since there are finitely many
such subintervals, the piecewise analyticity of x(•, x0) follows.

For the bimodal system (2.9), we can say more; see Proposition 5.3. For now, we
specialize Theorem 3.7 to the CLS (2.18), obtaining the following corollary.

Corollary 3.8. Let C be given by (2.19). Assume that BSOL(C, Cx,D) is a
singleton for all x ∈ R

n. For every x0 ∈ R
n and T > 0, there exist a pair of functions

(z, λ) : [0, T ] �→ C × R
r
+ with Bz(t) being continuous, a partition

0 = t0 < t1 < · · · < tN−1 < tN = T(3.2)

of the interval [0, T ], and index subsets αj ⊆ {1, . . . , r} each with complement ᾱj for
j = 1, . . . , N , such that on each subinterval [tj , tj+1], the triple (x(t, x0), z(t), λ(t))
satisfies the linear differential algebraic equation

ẋ(t, x0) = Ax(t, x0) + Bz(t),

0 = Cx(t, x0) + Dz(t) −GTλ(t),

0 = Gαj•z(t) and λᾱj
(t) = 0.

It is interesting to compare the above corollary with the non-Zenoness results in
[33], which address only the LCS:

ẋ = Ax + Bz and 0 � z ⊥ Cx + Dz � 0.
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There are some obvious similarities and subtle differences that are worth noting. The
most obvious similarity is that all the results assert the finite number of switch times
of some kind. The major difference lies in the treatment of the algebraic variable z.
In Corollary 3.8, which is based on a hybrid system approach, z is treated implicitly;
whereas in the treatment of [33], which originates from the P-matrix case and focuses
on the fundamental triple of index sets

α(t) ≡ { j | zj(t) > 0 = (Cx(t, x0) + Dz(t) )j },
β(t) ≡ { j | zj(t) = 0 = (Cx(t, x0) + Dz(t) )j },
γ(t) ≡ { j | zj(t) = 0 < (Cx(t, x0) + Dz(t) )j },

(3.3)

the switch times are defined with regard to a given trajectory z(t). As a result of
this difference in the points of view, the former corollary asserts the existence of a
trajectory z(t) satisfying the specified switching property; in contrast, the results in
[33] start with a fixed but arbitrary trajectory z(t) and establish the finite number of
switch times for the pair (x(t, x0), z(t)). The latter treatment has a price associated
with it, namely, a restriction placed on the triple (B,C,D); such a restriction is not
needed here. In the special case where D is a P-matrix (thus the trajectory z(t)
is unique), Theorem 9 in [33] is stronger than Corollary 3.8 here (for the LCS) in
that the former asserts the constancy of the triple of index sets (α(t), β(t), γ(t)) on
the subintervals, whereas the latter pays no attention to the degenerate index set
β(t). As it is well known from finite-dimensional complementarity theory [14], the
elements of β(t) are most critical when one is interested in the sensitivity analysis of
the system subject to parameter perturbations. The detailed exploration of this issue
in a dynamic setting is beyond the scope of the present paper.

Not surprisingly, we can also establish the constancy of index sets for the CLS
(2.5) similar to that for the P-matrix case of the LCS. We first establish the following
proposition that pertains to an individual state.

Proposition 3.9. Let x(t, x0) be a solution trajectory of the CLS (2.5) over a
time interval [0, T ]. The following two statements hold.

(a) For every t∗ ∈ [0, T ), there exists ε+ > 0 such that J (x(t, x0)) = J (x(t∗, x
0))

for all t ∈ [t∗, t∗ + ε+].
(b) For every t∗ ∈ (0, T ], there exists ε− > 0 such that J (x(t, x0)) = J r(x(t∗, x

0))
for all t ∈ [t∗ − ε−, t∗).

Proof. We prove only statement (a); the proof of (b) is similar. Write ξ ≡
x(t∗, x

0). For each i ∈ J (ξ), Lemma 2.4 implies that there exist εi > 0 and Xi ∈ Ξ
such that x(t, x0) ∈ Xi for all t ∈ [t∗, t∗ + εi]. Hence x(t, x0) ∈ Yi or, equivalently, i ∈
J (x(t, x0)) for all t ∈ [t∗, t∗ + εi/2]. By letting ε+ ≡ min1�i�|J (ξ)| εi/2, where |J (ξ)|
denotes the cardinality of the set J (ξ), it follows that J (ξ) ⊆ J (x(t, x0)) for all t ∈
[t∗, t∗+ε+]. Conversely, consider an index j �∈ J (ξ). If (Cjξ, CjAiξ, . . . , CjA

n−1
i ξ) � 0

for some i ∈ J (ξ), then Cjx(t, x0) = Cje
Ai(t−t∗)ξ � 0 for all t � t∗ sufficiently near t∗.

Hence j ∈ J (ξ), which is a contradiction. Thus, (Cjξ, CjAiξ, . . . , CjA
n−1
i ξ) �� 0 for

all i ∈ J (ξ). Hence, an index �i exists such that (Cjξ, CjAiξ, . . . , CjA
n−1
i ξ)�i ≺ 0. By

the non-Zenoness property, ξ ∈ Yi0 for some i0 ∈ J (ξ), which implies that x(t, x0) =
eAi0 (t−t∗)ξ for all t > t∗ sufficiently near t∗. Hence Cjx(t, x0) = Cje

Ai0
(t−t∗)ξ for

all such t. Since the tuple (Cjξ, CjAi0ξ, . . . , CjA
n−1
i0

ξ)�i0 is nonzero and its first

nonzero component is negative, it follows that (Cjx(t, x0))�i0 < 0 for all t > t∗
sufficiently near t∗. Hence j �∈ J (x(t, x0)) for all such t. Consequently, we must have
J (ξ) ⊇ J (x(t, x0)), and thus J (ξ) = J (x(t, x0)), for all t ∈ [t∗, t∗ + ε+], provided
that ε+ > 0 is further restricted if necessary.
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Extending the above proposition to a compact interval and using the reverse-time
trajectory (2.8), we have the following result.

Corollary 3.10. Let x(t, x0) be a solution trajectory of the CLS (2.5) on an
open time interval containing [0, T ]. There exists a partition (3.2) of the interval [0, T ]
such that for every i = 0, 1, . . . , N − 1, J (x(t, x0)) is a constant for all t ∈ [ti, ti+1).

Proof. By Proposition 3.9, we deduce that for every t ∈ [0, T ], there exists
εt > 0 such that J (x(t ′, x0)) = J (x(t, x0)) for every t ′ ∈ [t, t+ εt] and J (x(t̃, x0)) =
J r(x(t, x0)) for every t̃ ∈ [t− εt, t). We can now employ the same covering argument
as in [33, Proposition 8] to complete the proof of the corollary.

Switching times can also be expressed in terms of forward-time and backward-time
index sets shown as follows.

Proposition 3.11. Let x(t, x0) be a solution trajectory of the CLS (2.5). Then
a time t∗ > 0 is a switching time if and only if J (x(t∗, x

0)) ∩ J r(x(t∗, x
0)) = ∅.

Proof. “Sufficiency.” Suppose J (x(t∗, x
0)) ∩ J r(x(t∗, x

0)) = ∅ but t∗ is not a
switching time. Then by Definition 3.6, there exist i ∈ {1, . . . ,m} and ε > 0 such that
x(t, x0) ∈ Xi for all t ∈ [t∗ − ε, t∗ + ε]. This implies that x(t∗, x

0) ∈ Yi ∩Y r
i by taking

derivatives of the forward-time trajectory at t∗ and of the reverse-time trajectory at
t∗, respectively. Thus i ∈ J (x(t∗, x

0))∩J r(x(t∗, x
0)). This results in a contradiction.

“Necessity.” Suppose t∗ is a switching time but J (x(t∗, x
0))∩J r(x(t∗, x

0)) �= ∅.
Let i ∈ J (x(t∗, x

0)) ∩ J r(x(t∗, x
0)). Then x(t∗, x

0) ∈ Yi ∩ Y r
i . By Lemma 2.4 and

the reverse-time argument, we deduce the existence of ε > 0 such that x(t, x0) ∈ Xi

for all t ∈ [t∗ − ε, t∗ + ε]. This contradicts the assumption that t∗ is a switching
time.

One interesting observation about the CLS (2.5) is that a state trajectory may
have boundary crossing, i.e., crossing a boundary of one cone and entering another
cone, at a nonswitching time in the sense of Definition 3.6. We illustrate this obser-
vation by the following example.

Example 3.12. Consider a 3-dimensional CLS with the polyhedral subdivision:

X1 = R− × R
2, X2 = R+ × R × R+, X3 = R+ × R × R−,

where R± denote the nonnegative and nonpositive rays on the real line, respectively,
and

A1 = A2 = A3 = A =

⎡
⎣1 0 0

0 0 0
0 1 0

⎤
⎦ .

It is easy to show that for any x0 ∈ R
3, x(t, x0) = eAtx0 =

(
x0

1 e
t, x0

2, x
0
3 +x0

2t
)

for all

t. Now consider x0 =
(
0, 1,−1

)
. Thus x(t, x0) =

(
0, 1, t − 1

)
. Hence, x(t, x0) ∈ X1

for all t and x(t, x0) ∈ X2 for all t � 1, but x(t, x0) �∈ X2 for all t < 1. Consequently,
t∗ = 1 is not a switching time, but x(t, x0) crosses the boundary of X2 and X3 at
t∗ = 1.

We further illustrate this property via the index sets. Recall from Proposition 3.9
that for any given t∗, the index set J (x(t, x0)) remains constant for all t sufficiently
close to t∗, both in the forward-time direction and in the backward-time direction.
Note that the two constant index sets J (x(t∗, x

0)) and J r(x(t∗, x
0)) may not be

equal in general. In fact, expressing in terms of these index sets for this example,
we have J r(x(1, x0)) = {1, 3} and J (x(1, x0)) = {1, 2}. Notice that J r(x(1, x0)) ∩
J (x(1, x0)) = { 1 }, but J r(x(1, x0)) �= J (x(1, x0)).
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The following proposition, however, shows that the LCS with the P-property,
which is a special class of CLSs discussed previously, does not have the problem shown
above and therefore exhibits relatively “simpler” switching behavior than general
CLSs.

Proposition 3.13. Consider the LCS (2.17) with the P-property. If, for any
t∗ > 0, J (x(t∗, x

0)) ∩ J r(x(t∗, x
0)) is nonempty, then J (x(t∗, x

0)) = J r(x(t∗, x
0)).

In other words, if t∗ is not a switching time, then J (x(t∗, x
0)) = J r(x(t∗, x

0)).
Proof. It is shown in [33] that the LCS satisfying the P-property possesses the

strong non-Zenoness at each state; i.e., for any t∗, there exist εt > 0 and two triples
of index sets, (α+, β+, γ+) and (α−, β−, γ−), such that(

α(t), β(t), γ(t)
)

= (α−, β−, γ−) ∀ t ∈ [t∗ − εt, t∗),(
α(t), β(t), γ(t)

)
= (α+, β+, γ+) ∀ t ∈ (t∗, t∗ + εt],

where the index triple (α, β, γ) is defined in (3.3) for the associated LCP. For no-
tational convenience, we denote each complementary cone in (2.17) by Xδ = {x ∈
R

n | Cδ x � 0}, where

Cδ ≡
[

−D−1
δδ 0

−Dδ̄δ(Dδδ)
−1 Iδ̄δ̄

][
Cδ•

Cδ̄•

]

and δ is a subset of {1, . . . ,m}. By the uniqueness of the solution of the LCS, it is
clear that for all t ∈ [t∗ − εt, t∗), x(t, x0) is only in the cones Xδ’s with δ = α− ∪ β1

−
and δ̄ = γ− ∪

(
β− \ β1

−
)
, where β1

− is a subset of β−. Hence,

J r(x(t∗, x
0)) = { δ = α− ∪ β1

− | β1
− ⊆ β− }.(3.4)

Similarly, we have

J (x(t∗, x
0)) = { δ = α+ ∪ β1

+ | β1
+ ⊆ β+ }.(3.5)

Let δi ∈ J (x(t∗, x
0)) ∩ J r(x(t∗, x

0)) with Xδi = {x ∈ R
n | Cδi x � 0} and ẋ = Aδix

being the corresponding cone and dynamics, respectively. By the time-continuity
of the state trajectory, it is easy to verify that there exists an ε′ > 0 such that
x(t, x0) ∈ Xδi for all t ∈ [ t∗ − ε ′, t∗ + ε ′ ]. Letting ξ∗ = x(t∗, x

0), we have(
(Cδiξ

∗)α− , (Cδi(−Aδi)ξ
∗)α− , . . . , (Cδi(−Aδi)

n−1ξ∗)α−

)
� 0,(

(Cδiξ
∗)β− , (Cδi(−Aδi)ξ

∗)β− , . . . , (Cδi(−Aδi)
n−1ξ∗)β−

)
= 0,(

(Cδiξ
∗)γ− , (Cδi(−Aδi)ξ

∗)γ− , . . . , (Cδi(−Aδi)
n−1ξ∗)γ−

)
� 0,

which further implies that(
(Cδiξ

∗)α− , (Cδi(Aδi)ξ
∗)α− , . . . , (Cδi(Aδi)

n−1ξ∗)α−

)
�= 0,(

(Cδiξ
∗)β− , (Cδi(Aδi)ξ

∗)β− , . . . , (Cδi(Aδi)
n−1ξ∗)β−

)
= 0,(

(Cδiξ
∗)γ− , (Cδi(Aδi)ξ

∗)γ− , . . . , (Cδi(Aδi)
n−1ξ∗)γ−

)
�= 0.

The second equality shows that β+ ⊇ β−, and the first and third inequalities show
that β+ ⊆ β−. Hence β+ = β−. Moreover, we deduce from δi ∈ J (x(t∗, x

0)) that(
(Cδiξ

∗)α− , (Cδi(Aδi)ξ
∗)α− , . . . , (Cδi(Aδi)

n−1ξ∗)α−

)
� 0,(

(Cδiξ
∗)γ− , (Cδi(Aδi)ξ

∗)γ− , . . . , (Cδi(Aδi)
n−1ξ∗)γ−

)
� 0.
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Thus, by the uniqueness of the solution pair
(
x(t), z(t)

)
at each t, we deduce

that there is an ε+ > 0 such that zα−(t) > 0 and (Cx(t) + Dz(t))γ− > 0 for all
t ∈ (t∗, t∗ + ε+]. This suggests α− ⊆ α+ and γ− ⊆ γ+. Since zβ−(t) = zβ+(t) =(
Cx(t)+Dz(t)

)
β−

=
(
Cx(t)+Dz(t)

)
β+

= 0 for all t ∈ [t∗, t∗+ε+], we must have α+ ≡
α− and γ+ ≡ γ−. By (3.4) and (3.5), we conclude that J (x(t∗, x

0)) = J r(x(t∗, x
0)).

The second statement thus easily follows from Proposition 3.11.

4. Observability of CLSs. In this section, we treat another fundamental prop-
erty of the CLS, namely, observability with respect to a linear output. In the recent
paper [24], we have treated this property rather extensively for the LCS (2.15); the
treatment herein extends the previous analysis in several major ways. One, we deal
with a general conewise linear system; two, Theorem 4.5 when specialized to the LCS
closes a gap that was unresolved in [24]; three, we also treat other observability notions
in detail. To be fair to [24], the approach used there is based on a general result for
a nonlinear ODE with a nondifferentiable right-hand side and is applicable to nonlin-
ear systems such as the nonlinear complementarity system; in contrast, the approach
used below takes full advantage of the (piecewise) linear structure of the CLS. Most
importantly, the notion of lexicographic ordering that has played a fundamental role
in [24] remains the key to the present extended treatment.

Throughout the rest of this paper, let H ∈ R
r×n be a given matrix that induces

the linear output Hx(t, ξ) associated with the solution trajectory x(t, ξ) of (2.5).
With respect to this matrix H, we formally introduce the observability concepts (see
Definitions 4.2 and 4.3) to be analyzed subsequently, all of which are based on the
following indistinguishability definition, which is classical in systems theory.

Definition 4.1. We say that a pair of states (ξ, η) ∈ R
n+n is

• short-time indistinguishable if ε > 0 exists such that Hx(t, ξ) = Hx(t, η) for
all t ∈ [0, ε];

• T -time indistinguishable for a given T > 0 if Hx(t, ξ) = Hx(t, η) for all
t ∈ [0, T ];

• long-time indistinguishable if Hx(t, ξ) = Hx(t, η) for all t � 0.
Clearly, long-time indistinguishability ⇒ T -time indistinguishability ⇒ short-time
indistinguishability for any pair of states.

Definition 4.2. We say that a state ξ ∈ R
n is

• short-time locally observable if there exists a neighborhood N of ξ such that
no pair (ξ, η) with η ∈ N \ {ξ} is short-time indistinguishable;

• short-time globally observable if there exists no state η �= ξ such that the pair
(ξ, η) is short-time indistinguishable;

• T -time locally observable for a given T > 0 if there exists a neighborhood N
of ξ such that no pair (ξ, η) with η ∈ N \ {ξ} is T -time indistinguishable;

• T -time globally observable for a given T > 0 if there exists no state η �= ξ
such that the pair (ξ, η) is T -time indistinguishable;

• long-time locally observable if there exists a neighborhood N of ξ such that
no pair (ξ, η) with η ∈ N \ {ξ} is long-time indistinguishable;

• long-time globally observable if there exists no state η �= ξ such that the pair
(ξ, η) is long-time indistinguishable.

Clearly, the following implications hold for any state ξ ∈ R
n:

short-time global observability ⇒ short-time local observability
⇓ ⇓

T -time global observability ⇒ T -time local observability
⇓ ⇓

long-time global observability ⇒ long-time local observability.
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The above definitions pertain to individual states. At the system level, we have
the following concepts. For simplicity, we define only the short-time version of the
concepts.

Definition 4.3. The CLS (2.5) is said to be
• short-time locally observable if all states are short-time locally observable.
• short-time globally observable if all states are short-time globally observable.

Recall that for a given pair of matrices M ∈ R
n×n and N ∈ R

m×n, the un-
observable space of (N,M), denoted O(N,M), is the set of vectors ξ ∈ R

n such
that NM jξ = 0 for all j = 0, 1, 2, . . . . By the well-known Cayley–Hamilton theo-
rem in linear algebra, it follows that ξ ∈ O(N,M) if and only if NM jξ = 0 for all
j = 0, 1, 2, . . . , n − 1. Elements of the space O(N,M) are said to be unobservable
with respect to the pair (N,M). If O(N,M) consists only of the zero vector, then
(N,M) is called an observable pair. We remark that a vector ξ ∈ O(H,A) if and
only if for every t∗ � 0, a scalar ε∗ > 0 exists such that HeA(t−t∗)x(t∗, ξ) = 0 for all
t ∈ [t∗, t∗ + ε∗]. More generally, for any two vectors u and v, any scalar ε > 0, and
two square matrices A and B,

{
HeA(t−t∗)u = HeB(t−t∗)v ∀t ∈ [t∗, t∗ + ε]

}
⇔
[
HAku = HBkv ∀k = 0, . . . , n− 1

]
.

This follows easily by differentiating the expression involving the exponential functions
and then substituting t = t∗. This equivalence allows one to check the left-hand
condition, which involves a continuum of times t, by a finite set of linear equations.

4.1. Short-time observability. We begin our investigation of various observ-
ability properties with the discussion of state short-time observability.

Theorem 4.4. A state ξ is short-time globally observable for the CLS (2.5) if
and only if there exists no triple (η, i, j) satisfying η �= ξ, i ∈ J (η), j ∈ J (ξ), and

(
η

ξ

)
∈ O

([
H −H

]
,

[
Ai 0

0 Aj

])
.(4.1)

Proof. Suppose one such triple (η, i, j) exists. From Lemma 2.4, we know that
there exists a positive number ε such that x(t, η) and x(t, ξ) lie in the cones Xi and Xj

for all t ∈ [0, ε], respectively. Therefore, x(t, η) = exp(Ait)η and x(t, ξ) = exp(Ajt)ξ
on the same interval. This, together with (4.1), implies that Hx(t, ξ) = Hx(t, η) for
all t ∈ [0, ε]. Hence, the pair (ξ, η) is short-time indistinguishable. Consequently, ξ is
not short-time globally observable. Conversely, suppose that ξ is short-time globally
unobservable. There must exist a state η �= ξ such that the pair (ξ, η) is short-
time indistinguishable, i.e., Hx(t, ξ) = Hx(t, η) on an interval [0, ε′] for some ε′ > 0.
Let η ∈ Yi and ξ ∈ Yj for some i, j ∈ {1, . . . ,m}. By Lemma 2.4, there exists a
positive number ε such that H exp(Ait)η = H exp(Ajt)ξ on the interval [0, ε]. Taking
derivatives and evaluating at t = 0 show that the membership (4.1) holds. This leads
to a contradiction.

Toward the characterization of short-time local observability, we define, for each
i = 1, . . . ,m and each subset L of {1, . . . ,mi},

Yi,L ≡
{
x
∣∣ ((Cix)�, (CiAix)�, . . . , (CiA

n−1
i x)�

)
� 0, ∀ � ∈ L

}
⊇ Yi.

The equality Yi,L = Yi holds when L = {1, . . . ,mi}; by convention, we let Yi,∅ =
R

n. To obtain a local version of Theorem 4.4, we need to define several index sets
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associated with a given state ξ ∈ R
n. The first one is

K(ξ) ≡
{
i ∈ I(ξ)

∣∣ ( ξ
ξ

)
∈ O

([
H −H

]
,

[
Ai 0
0 Aj

])
for some j ∈ J (ξ)

}

=
{
i ∈ I(ξ)

∣∣ ∃ j ∈ J (ξ) such that HAk
i ξ = HAk

j ξ ∀ k � 0
}
.

By part (d) of Lemma 2.5 and the above definition, the following inclusions are clear:

J (ξ) ⊆ K(ξ) ⊆ I(ξ) ∀ ξ ∈ R
n.

As it turns out (see Theorem 4.5), the pieces Xi for i �∈ K(ξ) play no role in the
short-time local observability of ξ. Indeed, the set K(ξ) is the key to a complete
characterization of the short-time local observability of ξ; this set was not discovered
in [24] for the LCS.

For each i ∈ I(ξ), define the index set Ii0(ξ) ≡ {� | (Ciξ)� = 0} ⊆ {1, . . . ,mi}.
Note that if Ii0(ξ) = ∅ (a case which we call nondegenerate), we must have ξ ∈ intXi

by (2.7), which implies I(ξ) = J (ξ) = K(ξ) = {i}. If J (ξ) is a proper subset of K(ξ),
we define, for each i ∈ K(ξ) \ J (ξ),

ϑi(ξ) ≡ { �
∣∣ ((Ciξ)�, (CiAiξ)�, . . . , (CiA

n−1
i ξ )�

)
≺ 0 },

which must be nonempty. Since K(ξ) ⊆ I(ξ), we have Ciξ � 0 for all i ∈ K(ξ) \J (ξ),
which implies (Ciξ)ϑi(ξ) = 0; thus ϑi(ξ) ⊆ Ii0(ξ). For each � ∈ ϑi(ξ), we let μi

� be the

first nonnegative integer k such that (CiA
k
i ξ)� < 0. We must have 1 ≤ μi

� ≤ n− 1 for
all � ∈ ϑi(ξ). Let ϑi(ξ) be the complement of ϑi(ξ) in {1, . . . ,mi}. Clearly,

ξ ∈ Yi,ϑi(ξ)
=
{
x
∣∣ ((Cix)�, (CiAix)�, . . . , (CiA

n−1
i x)�

)
� 0 ∀ � ∈ ϑi(ξ)

}
.

Finally, we define

Ỹi,ϑi(ξ) ≡
{
x
∣∣ ((Cix)�, (CiAix)�, . . . , (CiA

μi
�−1

i x)�
)
� 0 ∀ � ∈ ϑi(ξ)

}
for each i ∈ K(ξ) \ J (ξ). Note that 0 �∈ Ỹi,ϑi(ξ). Moreover, it is easy to see that the
following implication holds:

η ∈ Ỹi,ϑi(ξ) ⇔ ξ + τη ∈ Yi,ϑi(ξ) ∀ τ > 0 sufficiently small.(4.2)

With the above preparation, we are ready to establish a necessary and sufficient
condition for a given state of the CLS (2.5) to be short-time locally observable.

Theorem 4.5. A state ξ is short-time locally observable for the CLS (2.5) if and
only if

O(H,Ai) ∩ (Yi,Ii0(ξ) − ξ ) = { 0 } ∀ i ∈ J (ξ),

O(H,Ai) ∩ Ỹi,ϑi(ξ) ∩ (Yi,ϑi(ξ)
− ξ ) = ∅ ∀ i ∈ K(ξ) \ J (ξ).

(4.3)

Proof. “Sufficiency.” Suppose that the state ξ is not short-time locally observable.
Since ∪m

i=1Yi = R
n, by Lemma 2.5(a), there exist an index i ∈ I(ξ) and a sequence

{ξν} converging to ξ such that ξ �= ξν ∈ Yi and the pair (ξ, ξν) is short-time indis-
tinguishable for all ν. We claim that, for all ν sufficiently large, the nonzero vector
ην ≡ ξν − ξ violates one of the two conditions in (4.3). Let j ∈ J (ξ) such that ξ ∈ Yj .
By the proof of Theorem 4.4, we deduce that, for all ν,(

ξν

ξ

)
∈ O

([
H −H

]
,

[
Ai 0
0 Aj

])
.
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By taking the limit ν → ∞, we get(
ξ
ξ

)
∈ O

([
H −H

]
,

[
Ai 0
0 Aj

])
.

Thus, i must belong to K(ξ). This implies that, for all nonnegative integers k,
HAk

i ξ
ν = HAk

j ξ = HAk
i ξ; thus ην belongs to O(H,Ai). Since ξ �= ξν ∈ Yi ⊆ Yi,Ii0(ξ),

we see that the first condition in (4.3) is violated if i ∈ J (ξ). Now suppose i belongs
to K(ξ)\J (ξ). To see that this contradicts the second condition in (4.3), it remains to

verify that ην ∈ Ỹi,ϑi(ξ) and ξν ∈ Yi,ϑi(ξ)
. The latter membership is obvious because

ξν ∈ Yi for all ν. To prove the former membership, suppose that an index �̄ ∈ ϑi(ξ)

exists satisfying ((Ciη
ν)�̄, (CiAiη

ν)�̄, . . . , (CiA
μi
�̄−1

i ην)�̄) � 0, where μi
�̄
is the first non-

negative integer k such that (CiA
k
i ξ)�̄ < 0 defined before. Since ((Ciξ)�̄, (CiAiξ)�̄, . . . ,

(CiA
μi
�̄−1

i ξ)�̄) = 0, we deduce that ((Ciξ
ν)�̄, (CiAiξ

ν)�̄, . . . , (CiA
μi
�̄−1

i ξν)�̄) � 0. Hence

(CiA
k
i ξ

ν)�̄ = 0 for all k = 0, 1, . . . , μi
�̄
− 1. But since (CiA

μi
�̄

i ξ)�̄ < 0, which implies

(CiA
μi
�̄

i ξν)�̄ < 0 for all ν sufficiently large, it follows that ((Ciξ
ν)�̄, (CiAiξ

ν)�̄, . . . ,

(CiA
μi
�̄

i ξν)�̄) ≺ 0, which contradicts ξν ∈ Yi.
“Necessity.” We show in what follows that the violation of either one of the

two conditions in (4.3) leads to a contradiction to short-time local observability of
ξ. Suppose that there exist an index i ∈ J (ξ) and a nonzero vector η ∈ O(H,Ai) ∩
(Yi,Ii0(ξ) − ξ). We have η + ξ ∈ Yi,Ii0(ξ). Since ξ ∈ Yi ⊆ Yi,Ii0(ξ) and Yi,Ii0(ξ) is
convex, it follows that ξ + τη ∈ Yi,Ii0(ξ) for all τ ∈ [0, 1]. Thus, for each such τ , there
exists ετ > 0 such that (Cie

Ait[ξ + τη])Ii0(ξ) ≥ 0 for all t ∈ [0, ετ ]. Since (Ciξ)j > 0
for all j ∈ {1, . . . ,mi} \ Ii0(ξ), it follows that (Cie

Ait[ξ + τη])j ≥ 0 for all such j and
all (t, τ) > 0 sufficiently small. Consequently, for every τ > 0 sufficiently small, there
exists ετ > 0 such that x(t, ξ+τη) = eAit[ξ+τη] for all t ∈ [0, ετ ]. Since η ∈ O(H,Ai),
we deduce Hx(t, ξ + τη) = Hx(t, ξ) for all such pairs (τ, t). Hence the pair (ξ + τη, ξ)
is short-time indistinguishable, contradicting the short-time local observability of ξ.

Next, suppose that a nonzero vector η ∈ O(H,Ai)∩ Ỹi,ϑi(ξ) ∩ (Yi,ϑi(ξ)
− ξ) exists

for some i ∈ K(ξ) \ J (ξ). By (4.2), we deduce that ξ + τη ∈ Yi,ϑi(ξ) for all τ > 0
sufficiently small. Moreover, since ξ + η ∈ Yi,ϑi(ξ)

and ξ ∈ Yi,ϑi(ξ)
, it follows that

ξ + τη ∈ Yi,ϑi(ξ)
for all τ ∈ [0, 1]. Consequently, ξ + τη ∈ Yi for all τ > 0 sufficiently

small. We can now apply the same argument as before to deduce a contradiction to
the short-time local observability of ξ.

The next result is an immediate corollary of Theorem 4.5 that pertains to a
nondegenerate state ξ ∈ intXi for some i. No proof is needed.

Corollary 4.6. A nondegenerate state ξ ∈ intXi is short-time locally observable
for the CLS (2.5) if and only if O(H,Ai) = {0}.

We apply Theorem 4.5 to the bimodal CLS (2.9) with the two pieces X1 =
{x|cTx � 0} and X2 = {x|cTx � 0}, and the two matrices A1 = A + bcT and
A2 = A. Let ξ ∈ R

n be arbitrary. The cases where cT ξ > 0 and cT ξ < 0 are cov-
ered by Corollary 4.6. We focus on the case where cT ξ = 0. In this case, we have
I(ξ) = {1, 2}, I10(ξ) = {1}, I20(ξ) = {2},

Y1,I10(ξ) =
{
x | ( cTx, cT (A + bcT )x, . . . , cT (A + bcT )n−1x ) � 0

}
= Y1

and

Y2,I20(ξ) = {x|(cTx, cTAx, . . . , cTAn−1x) � 0} = Y2.
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The tuple Y (ξ) ≡ ( cT ξ, cTAξ, . . . , cTAn−1ξ ) plays a central role in the following
corollary of Theorem 4.5.

Corollary 4.7. The following statements hold for the bimodal CLS (2.9).
(a) If Y (ξ) � 0, then ξ is short-time locally observable if and only if O(H,A +

bcT ) = {0}.
(b) If Y (ξ) ≺ 0, then ξ is short-time locally observable if and only if O(H,A) =

{0}.
(c) If Y (ξ) = 0, then ξ is short-time locally observable if and only if O(H,A +

bcT ) = {0} and O(H,A) = {0}.
Proof. It suffices to consider the case where cT ξ = 0. We prove (a) only as the

proofs of (b) and (c) are similar. Suppose Y (ξ) � 0, which implies J (ξ) = {1} and
ξ �∈ O(cT , A). It can be verified by the definition of Y1,I10(ξ) that, for any η ∈ R

n,
either ξ+τη ∈ Y1,I10(ξ) for all τ > 0 sufficiently small or ξ−τη ∈ Y1,I10(ξ) for all τ > 0
sufficiently small. Hence, for any linear subspace S of R

n, S ∩ (Y1,I10(ξ) − ξ) = {0} if
and only if S = {0}. From this observation, it follows that the first condition in (4.3)
is equivalent to

O(H,A + bcT ) ∩ (Y1,I10(ξ) − ξ ) = { 0 } ⇔ O(H,A + bcT ) = { 0 }.(4.4)

There are two subcases to consider: (i) b �∈ O(H,A) and (ii) b ∈ O(H,A). In subcase
(i), it is easy to show, using ξ �∈ O(cT , A), that there must exist a positive integer k
such that H(A + bcT )kξ �= HAkξ. This means that K(ξ) = J (ξ) = {1}. In subcase
(ii), we have H(A + bcT )kv = HAkv for all nonnegative integers k and all v ∈ R

n;
thus O(H,A + bcT ) = O(H,A), which further implies K(ξ) = {1, 2} and ϑ2(ξ) = ∅.
In both subcases, assertion (a) follows readily from Theorem 4.5 using (4.4), and

O(H,A) ∩ Ỹ2,ϑ2(ξ) = O(H,A) \ {0}.
Corollary 4.7 recovers Proposition 19 in [24], which was obtained by specializing a

theory for nonsmooth systems that in turn was based on a differential approach. The
purpose of including the above proof of Corollary 4.7 is to illustrate the application of
Theorem 4.5 in the case of a bimodal CLS. The corollary also identifies the key vector
Y (ξ) that was not explicitly employed in [24]. It follows from this corollary that if
both O(H,A) �= {0} and O(H,A + bcT ) �= {0}, then the bimodal CLS (2.9) has no
short-time locally observable state; see Theorem 4.9 below for a general result.

We can employ the state short-time local/global observability characterizations
to deduce some corresponding system short-time local/global observability results.
The first such result pertains to short-time global observability and requires no proof.

Theorem 4.8. The CLS (2.5) is short-time globally observable if and only if

O

([
H −H

]
,

[
Ai 0
0 Aj

]) ⋂
(Yi × Yj ) ⊆ { ( ξ, ξ ) | ξ ∈ R

n }(4.5)

for all i and j.
It turns out that the characterization of system short-time local observability is

quite simple, involving only linear subspace conditions that are easily verifiable.
Theorem 4.9. The CLS (2.5) is short-time locally observable if and only if

O(H,Ai) = {0}, i ∈ { 1, . . . ,m }.(4.6)

Proof. The sufficiency is clear. For the necessity, let ξ be an arbitrary interior
point of the cone Xi for each i = 1, . . . ,m. For such a vector, we have J (ξ) = I(ξ) =
K(ξ) = {i} and Yi,Ii0(ξ) = R

n. The necessity of (4.6) now follows readily.
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4.2. Finite verification. The characterizations of short-time observation beg
the question of whether the necessary and sufficient conditions in Theorems 4.4, 4.5,
and 4.8 can be verified by a finite procedure (it is obvious for Theorem 4.9). Note that
we are not concerned about the computational complexity of the procedure, knowing
that any such procedure is very likely to be exponential in the case of the LCS. We
begin with the first condition in (4.3).

For each i ∈ J (ξ) and each � ∈ Ii0(ξ) for a given ξ ∈ R
n, let μi

� be the observability
degree of the pair ((Ci)�•, Ai) at ξ (i.e., μi

� is the first positive integer k such that
(Ci)�•A

k
i ξ > 0); we set μi

� = n if (Ci)�•A
k
i ξ = 0 for all k. We claim that for each

i ∈ J (ξ),

O(H,Ai) ∩ (Yi,Ii0(ξ) − ξ) = {0} ⇔ O(H,Ai)
⋂⎛⎝ ⋂

�∈Ii0(ξ)

Y�
i,Ii0(ξ)

⎞
⎠ = {0},(4.7)

where Y�
i,L ≡

{
v|((Ci)�•v, (Ci)�•Aiv, . . . , (Ci)�•A

μi
�−1

i v) � 0
}

for any L ⊆ {1, . . . ,mi}
and each � ∈ L. The claim (4.7) is a direct consequence of the first statement of
the following lemma; the second statement of the lemma is used in the subsequent
development (see Proposition 5.10).

Lemma 4.10. Let L ⊆ {1, . . . ,mi}, ξ ∈ Yi,L, and � ∈ L. It holds that
(a) v ∈ ∩ �∈LY�

i,L ⇔ ξ + τv ∈ Yi,L for all τ > 0 sufficiently small;

(b) for any v ∈ ∩�∈LY�
i,L, there exist τ0 > 0 and ε0 > 0 (possibly dependent on

τ0) such that
(
Cie

Ait[ξ + τv]
)
L � 0 for all (t, τ) ∈ [0, ε0] × (0, τ0].

Proof. The first statement is obvious, following from an argument similar to (4.2).
We next show the second statement. Consider the case where the vector v is nonzero
and μi

� < n for all �; the other cases can easily be shown in a similar fashion. For
each � ∈ L, v ∈

⋂
�∈L Y�

i,L implies that there exists an integer 0 � k � μ�
i − 1 such

that (CiA
k
i v)� > 0 and (CiA

j
iv)� = 0 for all j = 0, . . . , k − 1. Hence,

(
Cie

Ait[ξ + τv]
)
�
= τ

μi
�−1∑
s=k

(CiA
s
iv)�

s!
ts +

∞∑
j=μi

�

(CiA
j
i [ξ + τv])�
j!

tj .

The first summation is positive for all τ > 0 and t > 0 sufficiently small, and since

(CiA
μi
�

i ξ)� > 0, it follows that for some positive ε� and τ�, the second summation

∞∑
j=μi

�

(CiA
j
i [ξ + τv])�
j!

tj = tμ
i
�

{
(CiA

μi
�

i ξ)�
j!

+ O(t) + τ

[
(CiA

μi
�

i v)�
j!

+ O(t)

]}
� 0

for all (t, τ) ∈ [0, ε�]×(0, τ�]. Hence,
(
Cie

Ait[ξ+τv]
)
�
� 0 for all (t, τ) ∈ [0, ε�]×(0, τ�].

Finally, letting ε0 = min�∈L ε� and τ0 = min�∈L τ�, we obtain the desired result.
As explained in [24] in the context of the “semi-unobservable cones,” checking

the right-hand condition in (4.7) can be accomplished by solving finitely many linear
programs; hence so can the first condition in (4.3). Indeed, a vector v belongs to
Y�
i,Ii0(ξ)

if and only if either (Ci)�•A
k
i v = 0 for all k ∈ {0, 1, . . . , μi

� − 1} or there

exists k ′ ∈ {0, 1, . . . , μi
� − 1} such that (Ci)�•A

k
i v = 0 for all k ∈ {0, 1, . . . , k ′ − 1}

and (Ci)�•A
k ′

i v > 0. Hence, one can easily formulate finitely many linear inequality
systems to determine if the right-hand condition in (4.7) holds. A similar procedure
can be applied to check the conditions (4.1), (4.5), and the second condition in (4.3).
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4.3. T -time and long-time observability. It has been pointed out at the
beginning of section 4 that if a state ξ = x(0, ξ) is short-time locally observable, then
ξ is T -time locally observable for all T > 0, including T = ∞. The following result
extends this observation to the case where a certain state x(t, ξ) along the nominal
solution trajectory is short-time locally observable for some t ∈ (0, T ).

Proposition 4.11. Let 0 < T � ∞ and ξ ∈ R
n be given. If for some t0 in [0, T ),

the state x(t0, ξ) is short-time locally observable, then ξ is T -time locally observable.
Proof. The short-time local observability of the state x0 ≡ x(t0, ξ) means that

there exists a neighborhood Ñ of x0 such that for all x̃ ∈ Ñ ,

[Hx(t, x0) = Hx(t, x̃) ∀ t � 0 sufficiently small ] ⇒ x0 = x̃.

Since the CLS is an ODE with a globally Lipschitz continuous right-hand side, there
is a constant L > 0 such that ‖x(t, ξ)− x(t, ξ ′)‖ � eLt‖ξ − ξ ′‖ for all t > 0. Hence, a

neighborhood N0 of ξ exists such that x(t0, ξ
′) ∈ Ñ for all ξ ′ ∈ N0. Let ξ ′ ∈ N0 be

such that Hx(t, ξ) = Hx(t, ξ ′) for all t ∈ [0, T ]. Hence, we have, for all τ ∈ [0, T − t0],

Hx(τ, x0) = Hx(τ, x(t0, ξ)) = Hx(t0 + τ, ξ) = Hx(t0 + τ, ξ ′) = Hx(τ, x(t0, ξ
′)).

Therefore, it follows that x0 = x(t0, ξ) = x(t0, ξ
′). Hence by considering the reverse-

time system (2.8) starting at x0 and noting that both ξ and ξ ′ are states on this
reverse-time trajectory at time t0, we easily obtain ξ = ξ ′.

Proposition 4.11 can be used to show, via the example below, that T -time local
observability of a state does not imply short-time local observability of the given state.

Example 4.12. Consider the LCS(A,B,C,D) with the P-property where

A =

[
λ1 0
0 λ2

]
, B =

[
0 b12
0 0

]
, C =

[
1 0
1 1

]
, D =

[
1 −1
1 1

]
, H =

[
h1 0

]
with λ2 > λ1 > 0, and both b12 and h1 nonzero. As shown in (2.17), the LCS is in
the form of the CLS with four pieces:

X1 = {x ∈ R
2 | x1 ≥ 0, x1 + x2 ≥ 0}, X2 = {x ∈ R

2 | x1 ≤ 0, x2 ≥ 0},

X3 = {x ∈ R
2 | 2x1 + x2 ≤ 0, x2 ≤ 0}, X4 = {x ∈ R

2 | 2x1 + x2 ≥ 0, x1 + x2 ≤ 0},

which correspond to α = ∅, α = {1}, α = {1, 2}, α = {2} in (2.17), respectively, and
their respective state matrices are

A1 = A2 =

[
λ1 0
0 λ2

]
, A3 =

[
λ1 − 1

2 b12
0 λ2

]
, A4 =

[
λ1 −b12
0 λ2

]
.

Moreover, O(H,Ai) = span{(0, 1)} for i = 1, 2 and O(H,Ai) = {0} for i = 3, 4.
Consider ξ = (ξ1, ξ2) with ξ1 > 0 > ξ2 and ξ1 + ξ2 > 0. Since ξ ∈ intX1 and
O(H,A1) �= {0}, Corollary 4.6 implies that ξ is not short-time locally observable.
However, it can be seen that t1 > 0 exists such that x(t, ξ) ∈ intX4 for all t > t1
sufficiently close to t1. Hence, the condition O(H,A4) = {0} implies the short-time
local observability at x̂ = x(t∗, ξ) for some t∗ > t1. Consequently, ξ is T -time locally
observable for any T ∈ (t1,∞] by Proposition 4.11.

In light of Proposition 4.11, the challenge in establishing the T -time local observ-
ability of a given state ξ ∈ R

n occurs when none of the states x(t, ξ) for t ∈ [0, T ) is
short-time locally observable. In general, this is a rather difficult case to analyze fully,
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due to the mode switchings along the nominal state trajectory x(t, ξ) and perturbed
state trajectories in the interval [0, T ]. Our approach to dealing with this challenge is
to invoke a result in [24] that pertains to an ODE with a B-differentiable right-hand
side, which includes the CLS (2.5) as a special case. In what follows, after present-
ing a slight improvement of this result, we identify a class of initial states for which
necessary and sufficient conditions for T -time local observability can be derived; see
Proposition 4.13.

As mentioned in section 2, the solution map ξ �→ x(t, ξ) is B-differentiable for all
fixed t � 0; in particular, the directional derivative

x ′
ξ(t, ξ; η) ≡ lim

τ↓0

x(t, ξ + τη) − x(t, ξ)

τ

of x(t, ·) at ξ ∈ R
n along any direction η ∈ R

n exists and satisfies a certain first-order
time-dependent variational ODE. In terms of such a derivative, define the set

Z ξ
T ≡

{
v ∈ R

n |Hx ′
ξ(t, ξ; v) = 0 ∀ t ∈ [ 0, T ]

}
,

which is a closed, albeit not necessarily convex, cone. It was proved in [24, Theorem 10]

that Z ξ
T = {0} is a sufficient condition for the T -time local observability of ξ.

We next derive an improvement of the above result via the introduction of the
set Ω ξ

T consisting of all T -time indistinguishable states from ξ. Thus η ∈ Ω ξ
T if and

only if Hx(t, ξ) = Hx(t, η) for all t ∈ [0, T ]. Clearly, ξ ∈ Ω ξ
T . As such we can speak

of the feasible cone, denoted F(Ω ξ
T , ξ), and the tangent cone, denoted T (Ω ξ

T , ξ), of

Ω ξ
T at ξ. Specifically, v is an element of the former cone if a τ̄ > 0 exists such that

Hx(t, ξ + τv) = Hx(t, ξ) for all (t, τ) ∈ [0, T ] × [0, τ̄ ]; w is an element of the latter

cone if a sequence of vectors {ηk} ⊂ Ω ξ
T converging to ξ and a sequence of positive

scalars {τk} converging to zero exist such that w = limk→∞
ηk−ξ
τk

. We have

F(Ω ξ
T , ξ) ⊆ T (Ω ξ

T , ξ) ⊆ Z ξ
T .(4.8)

Indeed, the first inclusion holds with Ω ξ
T replaced by any set containing ξ; the second

inclusion holds by the approximation

Hx(t, η) = Hx(t, ξ) + Hx ′
ξ(t, ξ; η − ξ) + ot(‖ η − ξ ‖),(4.9)

where the error function ot(τ) satisfies limτ↓0
ot(τ)
τ = 0. In turn, (4.9) is the conse-

quence of the B-differentiability of the solution map x(t, ·). We have the following
result.

Proposition 4.13. Let 0 < T � ∞ and ξ ∈ R
n be given. The following

implications hold for the solution trajectory x(t, ξ) of the CLS (2.5):

T (Ω ξ
T , ξ) = {0} ⇒ ξ is T -time locally observable ⇒ F(Ω ξ

T , ξ) = {0}.(4.10)

Hence, the following two statements are equivalent.
(a) F(Ω ξ

T , ξ) = T (Ω ξ
T , ξ) and ξ is T -time locally observable.

(b) F(Ω ξ
T , ξ) = T (Ω ξ

T , ξ) = {0}.
Proof. Based on the same proof as in [24, Theorem 10], the first implication in

(4.10) follows from (4.9). The equivalence of the two statements (a) and (b) is ob-
vious.
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Admittedly, the condition F(Ω ξ
T , ξ) = T (Ω ξ

T , ξ), while simple, is practically not

easy to verify, due to the difficulty of complete characterization of the set Ω ξ
T , except

in special cases; see Theorem 5.6 and Corollary 5.7. Thus, rather than investigating
this condition in its full generality, we devote section 5 to a detailed study of the
bimodal CLS (2.9).

Before ending the discussion on the general CLS, we state the following sufficient
condition for a state to be long-time locally observable.

Corollary 4.14. Suppose that there exists T ∈ (0,∞) such that T (Ω ξ
T , ξ) = {0};

then ξ is long-time locally observable for the CLS (2.5).

Proof. This is obvious because Ω ξ
∞ ⊆ Ω ξ

T for any finite T > 0. Thus the assump-

tion implies T (Ω ξ
∞, ξ) = {0} which holds because T (Ω ξ

∞, ξ) = {0} ⊆ T (Ω ξ
T , ξ) = {0}.

The long-time local observability of ξ now follows from Proposition 4.13.

5. Bimodal CLSs. Currently, the results for T -time and long-time observability
of a general CLS are limited to those in subsection 4.3. Further results, in particu-
lar, complete characterizations and finite verifications, appear difficult. Nevertheless,
much more can be obtained for the bimodal CLS (2.9), whose detailed analysis is the
subject of this section that is divided into several subsections. As we will see, even
this simplified case is not easy to analyze, and some unsolved issues remain.

5.1. T -time local observability. For the analysis to be of interest, we make
the blanket assumption throughout this section that b �= 0 and do not repeat the
assumption. We begin by giving two necessary conditions for the bimodal system
(2.9) to have a T -time locally observable state for any T ∈ [0,∞]. The first condition
(a) is a minor variant of Proposition 13 in [24] specialized to the bimodal CLS. A
proof of this part can be found in the reference.

Proposition 5.1. For the bimodal system (2.9) to have a T -time locally observ-
able state, for any T ∈ [0,∞], it is necessary that (a) O(H,A) ∩O(cT , A) = {0} and
(b) b �∈ O(H,A).

Proof. We prove only (b). Assume that 0 �= b ∈ O(H,A). By induction, it can be
shown that HAk = H(A+bcT )k for all nonnegative k. (Indeed, assume that this holds
for some i; we have HAi+1 = H(A + bcT )iA = H(A + bcT )i+1 −HAibcT = H(A +
bcT )i+1, completing the inductive step.) Hence, O(H,A) = O(H,A + bcT ). Thus

HeAtξ = He(A+bcT )tξ for all t � 0 and all ξ ∈ R
n, which implies Hx(t, ξ) = HeAtξ

for all t � 0 and all ξ ∈ R
n. Since 0 �= b ∈ O(H,A) = O(H,A+ bcT ), we can similarly

deduce HeAtξ = HeAt(ξ + τb) = He(A+bcT )t(ξ + τb) for all t � 0, all ξ ∈ R
n, and

all τ ∈ R. Consequently, Hx(t, ξ) = Hx(t, ξ + τb) for all such triples (t, ξ, τ). Since
b �= 0, no state ξ can be T -time globally/locally observable.

It is useful to record a corollary of the above proposition, which becomes yet
another necessary condition for (2.9) to have a T -time locally observable state.

Proposition 5.2. Under conditions (a) and (b) of Proposition 5.1, it holds that
O(H,A) ∩O(H,A + bcT ) = {0}. Conversely, if the latter holds, then b �∈ O(H,A).

Proof. Assume by way of contradiction that 0 �= v ∈ O(H,A) ∩ O(H,A + bcT ).
Then v �∈ O(cT , A) by (a). Hence, a first nonnegative integer � exists such that
cTA�v �= 0. Similarly, since b �∈ O(H,A), we have the first nonnegative integer k
satisfying HAkb �= 0. By expanding (A + bcT )k+�+1, it can easily be verified that
H(A + bcT )k+�+1v = (HAkb)(cTA�v) �= 0 by the choice of k and �. This contradicts
v ∈ O(H,A + bcT ). The second assertion of the proposition can be easily argued
as follows. If b ∈ O(H,A), then by the proof of Proposition 5.1, we have 0 �= b ∈
O(H,A) = O(H,A) ∩O(H,A + bcT ).
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We next establish two basic properties of a solution trajectory to the bimodal
system (2.9). Stated in Proposition 5.3, the first property pertains to an individual
trajectory x(t, ξ); the second property pertains to perturbed trajectories x(t, η) where
the initial condition η is sufficiently close to ξ.

Proposition 5.3. If x(t, ξ) is a solution of the bimodal CLS (2.9) such that
cTx(t, ξ) is not identically zero on the interval [0, T ] with T ∈ (0,∞), then a partition
(3.2) of the interval [0, T ] exists such that cTx(t, ξ) does not have a zero, and thus
is persistently positive or negative, in each of the open subintervals (ti−1, ti) for all
i = 1, . . . , N . Moreover, for every positive ε < 1

2 min1�i�N (ti − ti−1), there exists a
neighborhood N of ξ such that for any η ∈ N , min1�i�N mint∈[ti−1+ε,ti−ε]

(
cTx(t, ξ)

)(
cTx(t, η)

)
> 0.

Proof. By the partition in Theorem 3.7, we deduce the existence of finitely many
time instants ti for i = 1, . . . , N with t0 = 0 and tN = T such that cTx(t, ξ) =
cT eAi(t−ti−1)x(ti−1, ξ) for all t ∈ [ti−1, ti], where Ai is either A or A + bcT . Since
the right-hand function is analytic on the real line, it has finitely many zeros in
the compact subinterval [ti−1, ti], unless the function is identically zero. In the
latter case, cTx(t, ξ) is identically zero on [ti−1, ti], which implies that x(ti−1, ξ) ∈
O(cT , Ai) = O(cT , A). Proceeding forward and backward in time, we can establish
that ξ ∈ O(cT , A) so that cTx(t, ξ) is identically zero on the entire interval [0, T ], con-
tradicting the assumption. Thus, by refining the partition (3.2) of the interval [0, T ]
if necessary, we readily obtained the desired conclusions of the proposition.

Noticing that the right-hand side of the bimodal ODE (2.9) is the sum of a linear
function and the max function whose directional derivative is trivial to write down,
we can invoke the results in [26] to obtain the directional derivative x ′

ξ(t, ξ; η) of the
solution function x(t, ·) at a vector ξ ∈ R

n along a direction η ∈ R
n. To describe this

derivative succinctly, consider the function gξ : [0, T ] × R
n → R

n defined by

gξ(t, y) ≡

⎧⎨
⎩

Ay if cTx(t, ξ) < 0,
Ay + bmax(0, cT y) if cTx(t, ξ) = 0,
(A + bcT )y if cTx(t, ξ) > 0

and the time-dependent ODE

ẏ(t) = gξ(t, y), y(0) = η.(5.1)

Note that the function gξ(t, y) is only piecewise continuous in t. In fact, by Propo-
sition 5.3, if cTx(t, ξ) is not identically zero on the interval [0, T ], where T ∈ [0,∞),
there exists a partition (3.2) of the interval [0, T ] such that cTx(t, ξ) has no zero in
(ti−1, ti) and cTx(t, ξ) = 0 for all t ∈ {t1, . . . , tN−1}. The case where cTx(t, ξ) is
identically equal to zero can be made to be part of this treatment by taking N = 0
(the vacuous partition). Note that the case where cTx(t, ξ) does not change sign,
but can have (isolated) zeros, in [0, T ] is clearly permitted. We call the subinterval
(ti−1, ti) positive (negative) if cTx(t, ξ) is positive (negative, respectively) throughout
(ti−1, ti). Note that this terminology refers to the given trajectory x(t, ξ). In terms
of the partition (3.2), we can write

gξ(t, y) ≡

⎧⎨
⎩

Ay if t is in a negative subinterval (ti−1, ti),
Ay + bmax(0, cT y) if t ∈ { t1, . . . , tN−1 },
(A + bcT )y if t is in a positive subinterval (ti−1, ti),

which shows that gξ(t, y) is in general discontinuous at the times ti, i = 1, . . . , N − 1.
By Theorem 3.2 in [21], the time-varying ODE (5.1) has a unique solution, which we
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denote yξ(t; η), for every initial η that is continuous on [0, T ]; moreover, by Theorem 7
in [26], this unique solution is equal to x ′

ξ(t, ξ; η). Therefore, we obtain

x ′
ξ(t, ξ; η) =

{
eA(t−ti)x ′

ξ(ti−1, ξ; η) if t is in a negative subinterval (ti−1, ti),

e(A+bcT )(t−ti)x ′
ξ(ti−1, ξ; η) if t is in a positive subinterval (ti−1, ti).

From this expression, we deduce that x(t, ξ)+x ′
ξ(t, ξ; η−ξ) = yξ(t; η) for all t ∈ [0, T ].

This equality remains valid if cTx(t, ξ) is identically equal to zero on the entire interval
[0, T ]. Note that yξ(t; η) �= x(t, η) in general. As proved in Proposition 5.5 below,
these two functions will coincide if the states ξ and η are T -time mode consistent with
respect to the bimodal CLS (2.9) as defined below.

Definition 5.4. Two states ξ and η are said to be mode consistent on an interval
I with respect to the bimodal CLS (2.9) if (cTx(t, ξ))(cTx(t, η)) � 0 for all times t ∈ I.
If I = [0, T ], we say that ξ and η are T -time mode consistent.

According to Proposition 5.3, η is mode consistent with ξ on the subintervals
[ti−1+ε, ti−ε] for all i = 1, . . . , N , provided that η is sufficiently near ξ. The difficulty
with analyzing the perturbed trajectory x(t, η) lies in the subintervals (ti − ε, ti + ε)
which are ε-neighborhoods of the critical times ti. Due to its importance, we introduce
the notation Mξ

T to denote the set of all states that are T -time mode consistent with

ξ. The next result asserts that M ξ
T ∩ Ω ξ

T = M ξ
T ∩ ( ξ + Z ξ

T ).
Proposition 5.5. Two T -time mode consistent states ξ and η of the bimodal

CLS (2.9) are T -time indistinguishable if and only if Hx ′
ξ(t, ξ; η − ξ) = 0 for all

t ∈ [0, T ].
Proof. Under the mode consistency assumption, we have x(t, η) = x(t, ξ) +

x ′
ξ(t, ξ; η − ξ) for all t ∈ [0, T ]. The desired equivalence follows readily.

Based on Propositions 5.1 and 5.5, the following result pertains to a special class
of initial states ξ such that the trajectory x(t, ξ) remains on the boundary of the two
pieces at all times.

Theorem 5.6. Suppose cTx(t, ξ) = 0 for all t ∈ [0, T ] with 0 < T � ∞. The
following six statements are equivalent.

(a) ξ is T -time globally observable for the bimodal CLS (2.9).

(b) Z ξ
T = {0}.

(c) Hx(t, η) = 0 for all t ∈ [0, T ] implies η = 0; i.e., the zero state is T -time
globally (or locally) observable.

(d) F(Ω ξ
T , ξ) = T (Ω ξ

T , ξ) = {0}.
(e) ξ is T -time locally observable.
(f) O(H,A) ∩O(H,A + bcT ) = {0},

O(H,A) ∩
{
v | cT eAtv � 0 ∀ t ∈ [0, T ]

}
= {0},

O(H,A + bcT ) ∩
{
v | cT e(A+bcT )tv � 0 ∀ t ∈ [0, T ]

}
= {0}.

(5.2)

Proof. Under the assumption, all states are T -time mode consistent with ξ.
Therefore, the equivalence of (a) and (b) follows from Proposition 5.5. Moreover,
x ′
ξ(t, ξ; η) = x(t, η) for all t ∈ [0, T ]. Therefore, (b) and (c) are equivalent. State-

ment (b) clearly implies (d) by (4.8); (d) implies (e) by Proposition 4.13. Finally,

we show that (e) implies (b). Suppose (e) holds, but Z ξ
T has a nonzero vector v.

Then Hx ′
ξ(t, ξ; v) = 0 for all t ∈ [0, T ]. Let η ≡ ξ + τv, where τ > 0 is chosen so

that η falls in the neighborhood of ξ where its T -time local observability holds. Since
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Hx ′
ξ(t, ξ; η − ξ) = 0 for all t ∈ [0, T ], Proposition 5.5 implies that η is T -time indis-

tinguishable from ξ. By the T -time local observability of ξ, we deduce that η − ξ,
and thus v is equal to zero, which is a contradiction. Hence (b) holds. The first five
statements of the corollary are thus equivalent.

Suppose that any one of the five equivalent statements (a)–(e) holds. By Propo-
sitions 5.1 and 5.2, O(H,A) ∩ O(H,A + bcT ) = {0}. Moreover, if either condition in
(5.2) does not hold, then we have a nonzero vector v belonging to the left-hand set
of one of these two expressions. It follows that Hx(t, v) = 0 for all t ∈ [0, T ], which
contradicts (c). Conversely, suppose that (f) holds. It suffices to show that any state
η such that Hx(t, η) = 0 for all t ∈ [0, T ] must satisfy cTx(t, η) � 0 for all t ∈ [0, T ] or
cTx(t, η) � 0 for all t ∈ [0, T ]; i.e., cTx(t, η) remains in one piece over [0, T ]. Suppose
the claim does not hold. Then there is a switching time t∗ ∈ (0, T ). This means that
δ > 0 exists such that cTx(t, η) is of one nonzero sign in (t∗ − δ, t∗) and of a different
nonzero sign in (t∗, t∗ + δ). This implies in particular that x(t, η) �= 0 for all t � 0.
Without loss of generality, we may assume that cTx(t, η) > 0 for all t ∈ (t∗ − δ, t∗)
and cTx(t, η) < 0 for all t ∈ (t∗, t∗ + δ). Hence, the indistinguishability condition
Hx(t, η) = 0 for all t ∈ [0, T ] yields x(t∗, η) ∈ O(H,A + bcT ) ∩ O(H,A), which is a
contradiction because x(t∗, η) �= 0.

It is interesting to note that conditions (c) and (f) are independent of the state ξ.
Clearly, elements of the set {v | cT eAtv � 0 ∀ t ∈ [0, T ]} are vectors v in the half-plane
X2 = {v | cT v � 0} such that a trajectory, when initiated at v, remains in the same
half-plane. Thus the first condition in (5.2) stipulates that the zero vector is the only
such vector that also lies in the unobservable space of the pair (H,A), which is the
mode to which the trajectory in question belongs. A similar interpretation applies to
the second condition. A local version of Theorem 5.6 is as follows.

Corollary 5.7. Suppose that all states sufficiently near ξ are T -time mode
consistent with ξ. The following statements are equivalent.

(a) ξ is T -time locally observable for the bimodal CLS (2.9).

(b) Z ξ
T = {0}.

(c) F(Ω ξ
T , ξ) = T (Ω ξ

T , ξ) = {0}.
Proof. (a) ⇒ (b). This basically follows the same proof as in the previous proof.

Suppose Hx ′
ξ(t, ξ; v) = 0 for all t ∈ [0, T ]. Let η ≡ ξ + τv, where τ > 0 is chosen

so that η is T -time mode consistent with ξ and that η falls in the neighborhood of ξ
where its T -time local observability holds. Proposition 5.5 implies that η is T -time
indistinguishable from ξ. By the T -time local observability of ξ, we then have v = 0.
The implications (b) ⇒ (c) ⇒ (a) require no proof.

The condition that cTx(t, ξ) = 0 for all t ∈ [0, T ] with 0 < T � ∞ in Theorem 5.6
is equivalent to ξ ∈ O(cT , A), which is further equivalent to x(t, ξ) ∈ O(cT , A) for
all t ∈ [0, T ]. The T -time (local or global) observability of such a state is completely

resolved by the corollary. Note that for a state ξ ∈ O(cT , A), the set M ξ
T = R

n. The
next result treats the case where ξ �∈ O(cT , A); the key condition in this result is the
generalization of condition (c) in Theorem 5.6 to condition (b) in the theorem below.

Theorem 5.8. Suppose that ξ �∈ O(cT , A). The two conditions,
(a) O(H,A) ∩O(H,A + bcT ) = {0},
(b) a neighborhood N of ξ exists such that M ξ

T ∩ ( ξ + Z ξ
T ) ∩N = {ξ},

are necessary for ξ to be T -time locally observable for the bimodal CLS (2.9) for any
T ∈ (0,∞], and sufficient for any T ∈ (0,∞).

We first establish a lemma that is the key to the proof of the sufficiency part of
Theorem 5.8.
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Lemma 5.9. If ξ �∈ O(cT , A), then, under condition (a) in Theorem 5.8, for every

finite T > 0, there exists a neighborhood N0 of ξ such that Ω ξ
T ∩N0 ⊆ M ξ

T .

Proof. Since ξ �∈ O(cT , A), it follows that x(t, ξ) �∈ O(cT , A) for all t � 0. Fur-
thermore, by Proposition 5.2, b �∈ O(H,A). Consequently, for each t � 0, there exists
an integer �t � 0 such that HA�tx(t, ξ) �= H(A + bcT )�tx(t, ξ). We claim that a

neighborhood Ñ of ξ exists such that for every t ∈ [0, T ] and every η ∈ Ñ , an integer
� ∈ {0, 1, . . . , n− 1} exists such that

HA�x(t, ξ) �= H(A + bcT )�x(t, η) and HA�x(t, η) �= H(A + bcT )�x(t, ξ).

Indeed, if no such neighborhood exists, then there exist a sequence of vectors {ηk} con-
verging to ξ and a sequence of times {tk} ⊂ [0, T ] such that for each � ∈ {0, 1, . . . , n−
1}, either HA�x(tk, ξ) = H(A+bcT )�x(tk, η

k) or HA�x(tk, η
k) = H(A+bcT )�x(tk, ξ).

The sequence {tk} accumulates to some time t∗ in [0, T ]; for any such time, we must
have HA�x(t∗, ξ) = H(A + bcT )�x(t∗, ξ) for all nonnegative integers �. This contra-
diction establishes the claim.

Let ti, i = 1, . . . , N be finitely many time instants in [0, T ] described in Propo-

sition 5.3 such that cTx(ti, ξ) = 0. Let ε be a positive scalar and N̂ be a neigh-

borhood of ξ such that every η ∈ N̂ is mode consistent with ξ on all the subin-
tervals [ti−1 + ε, ti − ε] for all i = 1, . . . , N ; the existence of ε and N̂ is due to

Proposition 5.3. Let N0 ≡ Ñ ∩ N̂ , where Ñ is established above. By way of con-
tradiction, suppose that there exists a sequence of vectors {ηk} ∈ N0 converging to
ξ such that each ηk is T -time indistinguishable from but not T -time mode consis-
tent with ξ. Hence, there exists t̃k ∈ (tik − ε, tik + ε) for some ik ∈ {1, . . . , N − 1}
or t̃k ∈ [0, ε) or t̃k ∈ (T − ε, T ] such that (cTx(t̃k, ξ))(c

Tx(t̃k, η
k)) < 0 for every

k. We may assume without loss of generality that t̃k ∈ [0, T ) is such that for some

δk > 0, cTx(t, ξ) > 0 and cTx(t, ηk) < 0 for all t ∈ ( t̃k, t̃k + δk ) (if t̃k = T , we con-
sider the interval ( t̃k − δk, t̃k ) and use the reverse-time argument). Hence, we have

x(t, ξ) = e(A+bcT )(t−t̃k)x(t̃k, ξ) and x(t, η) = eA(t−t̃k)x(t̃k, η
k) for all such t. Thus

He(A+bcT )(t−t̃k)x(t̃k, ξ) = HeA(t−t̃k)x(t̃k, η
k) for all t ∈ (t̃k, t̃k + δk), which yields

H(A + bcT )�x(t̃k, ξ) = HA�x(t̃k, η
k) for all nonnegative integers �. But this contra-

dicts the claim established above because ηk ∈ Ñ .
Proof of Theorem 5.8. Suppose that ξ is T -time locally observable for T ∈ [0,∞].

By Propositions 5.1 and 5.2, condition (a) is necessary. To prove (b), choose a neigh-

borhood N of ξ so that Ω ξ
T ∩N = {ξ}. Since M ξ

T ∩ ( ξ+Z ξ
T ) = Ω ξ

T by Proposition 5.5,
we have

M ξ
T ∩ ( ξ + Z ξ

T ) ∩ N = M ξ
T ∩ Ω ξ

T ∩ N = { ξ }.

Conversely, let T < ∞. Assume that (a) and (b) hold and let N be the neighborhood

of ξ described in (b). By Lemma 5.9, a neighborhood N0 of ξ exists such that Ω ξ
T ∩

N0 ⊆ M ξ
T . So, by (b),

Ω ξ
T ∩N ∩N0 ⊆ Ω ξ

T ∩M ξ
T ∩N ∩N0 = (ξ + Z ξ

T ) ∩M ξ
T ∩N ∩N0 = {ξ}.

Hence ξ is T -time observable within the neighborhood N ∩N0.
It is important to note that the sufficient part of Theorem 5.8 requires T to be

finite. We will discuss more about the case where T = ∞ in subsection 5.3.
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5.2. More on mode consistency. From condition (b) in Theorem 5.8, the im-
portant role of mode consistency in T -time local observability is amply evident. In
what follows, we discuss this condition in greater detail. Specifically, our goal is to
generalize the two conditions in (5.2) to the case where ξ �∈ O(cT , A). As it turns out,
such a generalization is not trivial because we need to deal with various mode tran-
sitions, which necessitate the introduction of the “mode-transition matrices” Φ n

ξ (t)
associated with the nominal trajectory x(t, ξ).

Recall that Proposition 5.3 implies the existence of a partition of the finite interval
[0, T ], where T ∈ (0,∞), such that cTx(t, ξ) is persistently positive or negative in
(ti−1, ti) for all i = 1, . . . , N . In other words, cTx(t, ξ) = 0 only at ti’s. For each i,
define

(ci, Si) ≡
{

(−cT , A) if (ti, ti+1) is a negative subinterval,

(cT , A + bcT ) if (ti, ti+1) is a positive subinterval,
i = 0, . . . , N − 1,

and Y(Si) ≡
{
x
∣∣ ( cix, ciSix, . . . , c

iSn−1
i x

)
� 0

}
. The nominal state trajectory

on [0, T ] can be written as x(t, ξ) = Φ n
ξ (t)ξ, where

Φ n
ξ (t) ≡

⎧⎪⎨
⎪⎩

the identity matrix for t = 0,

eSk(t−tk)

k∏
i=1

eSi−1(ti−ti−1) for t ∈ [tk, tk+1], k = 0, . . . , N − 1,

is a mode-transition matrix. It is clear that Φ n
ξ (t) is invertible for all t.

Proposition 5.10. Let T ∈ (0,∞). If ξ �∈ O(H,A), then Theorem 5.8(b) is
equivalent to the following: with x̂i = Φ n

ξ (ti)ξ for i = 0, . . . , N , and S−1 = SN ≡ 0,

N⋂
i=0

{[
Φ n

ξ (ti)
]−1[

O(H,Si) ∩
(
Y(Si) − x̂i

)
∩O(H,−Si−1) ∩

(
Y(−Si−1) − x̂i

)]}
= {0}.

Proof. Suppose that Theorem 5.8(b) does not hold. Then for any neighbor-

hood N of ξ, there is η ∈ N other than ξ such that η ∈ M ξ
T ∩ (ξ + Z ξ

T ). Hence,
by Proposition 5.5, it follows that ξ and η are T -time mode consistent states and
Hx ′

ξ(t, ξ; η − ξ) = 0 for all t ∈ [0, T ]. This implies that x(t, η) = Φ n
ξ (t)η and

Hx ′
ξ(t, ξ; η − ξ) = HΦ n

ξ (t)[η − ξ] = 0 on [0, T ]. Let v = η − ξ. The mode consistency
condition further implies that for all i = 1, . . . , N ,

Φ n
ξ (ti)η = Φ n

ξ (ti)[v + ξ] = Φ n
ξ (ti)v + x̂i ∈ Y(Si).

Similarly, Φ n
ξ (ti)η = Φ n

ξ (ti)v + x̂i ∈ Y(−Si−1). Moreover, for any t ∈ (ti, ti+1) and

i = 0, . . . , N −1, HΦ n
ξ (t)v = HeSi(t−ti)Φ n

ξ (ti)v. Hence, HΦ n
ξ (t)v = 0 for all t ∈ [0, T ]

implies that Φ n
ξ (ti)v ∈ O(H,Si). Using the reverse-time argument, one can also

deduce Φ n
ξ (ti)v ∈ O(H,−Si−1). Consequently, we have

0 �= v ∈
N⋂
i=1

{[
Φn

ξ (ti)
]−1[

O(H,Si) ∩
(
Y(Si) − x̂i

)
∩O(H,−Si−1) ∩

(
Y(−Si−1) − x̂i

)]}
,

which is a contradiction.
Conversely, suppose Theorem 5.8(b) holds, but there is a nonzero vector v belong-

ing to the above intersection. We therefore have Φ n
ξ (ti)[ξ+v] ∈ Y(Si)∩Y(−Si−1) for
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all i = 0, . . . , N−1. Since Φ n
ξ (ti)ξ ∈ Y(Si)∩Y(−Si−1), it is clear that Φ n

ξ (ti)[ξ+κv] ∈
Y(Si) ∩ Y(−Si−1) for all 0 � κ � 1, following the same argument in the proof
of Theorem 4.5. For each i, we can apply the second statement of Lemma 4.10
to obtain two positive pairs (εi+, τi+) and (εi−, τi−) such that cieSi(t−ti)Φ n

ξ (ti)[ξ +

κv] � 0 for all (t, κ) ∈ [ti, ti + εi+] × (0, τi+] and cieSi−1(ti−t)Φ n
ξ (ti)[ξ + κv] �

0 for all (t, κ) ∈ [ti − εi−, ti] × (0, τi−]. Define ε ′ = min1�i�N εi± and
τ ′ = min1�i�N τi±. As a result, for all t ∈ ∪1�i�N [ti − ε ′, ti + ε ′] and all
0 � κ � τ ′,

(
cTx(t, ξ)

) (
cTx(t, ξ + κv)

)
� 0.(5.3)

By Proposition 5.3, a neighborhood N of ξ and a positive number τ0 � τ ′ exist
such that ξ + κv ∈ N for all κ ∈ [0, τ0] and that

(
cTx(t, ξ)

)(
cTx(t, ξ + κv)

)
> 0

for all t ∈ ∪1�i�N [ti−1 + ε ′, ti − ε ′]. Since (5.3) also holds for 0 � κ � τ0, we

have
(
cTx(t, ξ)

)(
cTx(t, ξ + κ v)

)
� 0 for all t ∈ [0, T ] and 0 � κ � τ0. Hence

(ξ, ξ + κ v) are two T -time mode consistence states for all 0 � κ � τ0. Thus, for all
0 � κ � τ0, Hx(t, ξ + κv) = HΦ n

ξ (t)[ξ + κv] = HΦ n
ξ (t)ξ + κHΦ n

ξ (t)v. Notice that for

any t ∈ [ti, ti+1], we have HΦ n
ξ (t)v = HeSi(t−ti)Φ n

ξ (ti)v. Since Φ n
ξ (ti)v ∈ O(H,Si) ∩

O(H,−Si), HeSi(t−ti)Φ n
ξ (ti)v ≡ 0 for all t ∈ [ti, ti+1] and all i = 0, . . . , N − 1.

Consequently, HΦ n
ξ (t)v ≡ 0 on [0, T ]. This suggests that (ξ, ξ + κ v) are two T -time

indistinguishable states for all 0 � κ � τ0. By Proposition 5.5, v ∈ Zξ
T and thus

(ξ + κv) ∈ Mξ
T ∩ (ξ + Zξ

T ) ∩ N for all 0 � κ � τ0. As a result, for any small

neighborhood of V ⊆ N , (ξ + κv) ∈ Mξ
T ∩ (ξ + Zξ

T ) ∩ V for some 0 < κ � τ0. This
contradicts Theorem 5.8(b).

5.3. Long-time observability. The finiteness of T is needed to ensure the
applicability of Lemma 5.9 in the proof of the sufficiency part of Theorem 5.8. In
what follows, we establish the long-time (i.e., T = ∞) local observability of ξ for
the bimodal CLS (2.9) under various conditions, one of which postulates that the
trajectory x(t, ξ) has a switching time t∗ > 0; this is a time for which δ > 0 exists
such that cTx(t, ξ) is of one nonzero sign in (t∗ − δ, t∗) and of a different nonzero sign
in (t∗, t∗ + δ). Note that any trajectory x(t, ξ) such that cTx(t, ξ) changes sign at
least once must have a switching time, provided that ξ �∈ O(cT , A).

Proposition 5.11. Any of the conditions (a), (b), and (c) below is sufficient for
ξ to be long-time locally observable for the bimodal system (2.9):

(a) O(H,A) = {0} and there exists t∗ � 0 such that cTx(t∗, ξ) < 0;
(b) O(H,A + bcT ) = {0} and there exists t∗ � 0 such that cTx(t∗, ξ) > 0;
(c) O(H,A) ∩ O(H,A + bcT ) = {0} and the trajectory x(t, ξ) has a switching

time.
Proof. Under condition (a) or (b), the state x(t∗, ξ) is short-time, and thus long-

time, locally observable, by Corollary 4.7 and Proposition 4.11. To prove the same
under condition (c), we assume without loss of generality that for some δ > 0, cTx(t, ξ)
is positive on [t∗−δ, t∗) and negative on (t∗, t∗+δ]. Localizing the proof of Lemma 5.9
to the compact interval T∗ ≡ [t∗−δ, t∗+δ] and using the time invariance of the bimodal
system, we deduce the existence of a neighborhood N of ξ such that any state η ∈ N
that is indistinguishable from ξ in the interval T∗ must be mode consistent with ξ on
the same interval. Suppose that ξ is not long-time locally observable. There exists a
sequence of vectors {ηk} ⊂ Ω ξ

∞ converging to ξ such that ηk �= ξ for all k. It follows
that for k sufficiently large, ηk must be mode consistent with ξ on the interval T∗.
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Hence we have

He(A+bcT )(t−t∗+δ)x(t∗ − δ, ξ) = He(A+bcT )(t−t∗+δ)x(t∗ − δ, ηk) ∀ [ t∗ − δ, t∗ ),

HeA(t−t∗)x(t∗, ξ) = HeA(t−t∗)x(t∗, η
k) ∀ ( t∗, t∗ + δ ].

It follows that x(t∗, ξ)−x(t∗, η
k) ∈ O(H,A+bcT )∩O(H,A). Hence x(t∗, ξ) = x(t∗, η

k),
which yields ξ = ηk, a contradiction!

We close this section by presenting numerical examples to illustrate several counter-
intuitive properties of the long-time observability of an initial state ξ as well as the
states along the trajectory x(t, ξ). These examples also demonstrate the difficulties of
designing constructive tests for long-time observability. The first example shows that
in order for ξ to be long-time locally observable, it is possible that no state on the
trajectory x(t, ξ) is short-time observable. This example strengthens Example 4.12
which concerns mainly properties of the initial state.

Example 5.12. Consider a bimodal system in R
3 with

A =

⎡
⎣ λ1 0 0

0 λ2 0
0 0 λ3

⎤
⎦, b =

⎛
⎝ b1

0
0

⎞
⎠, c =

⎛
⎝ c1

c2
c3

⎞
⎠, and H =

[
h1 h2 0

]
,

where λ3 > λ2 > λ1 > 0, b1 �= 0, c1c2c3 �= 0, h1h2 �= 0,

λ2 λ3 (λ3 − λ2 ) + λ1 λ2 (λ2 − λ1 ) + λ3 λ1 (λ1 − λ3 ) �= 0,(5.4)

and h2(λ1 − λ2 + b1c1) = h1b1c2. Straightforward computations show that

O(H,A) = span {(0, 0, 1)} and O(H,A + bcT ) = span{(h2,−h1, 0)}.

Notice that O(H,A) ∩ O(H,A + bcT ) = {0}. Since both of the above two sub-
spaces contain nonzero states, it follows from Corollary 4.7 that the bimodal CLS
has no short-time local observable states. However, the condition (5.4) ensures that
O(cT , A) = {0}. Hence for any ξ �= 0, the trajectory cTx(t, ξ) can have only isolated
zeros. Pick an initial state ξ such that cT ξ < 0 but c3ξ3 > 0. Then cTx(t, ξ) < 0 for
all t � 0 sufficiently small, but cTx(t, ξ) must eventually become positive. Thus the
trajectory x(t, ξ) must have a switching time. By Proposition 5.11, such an initial
state must be long-time locally observable.

The next example shows that the long-time local observability of a state does not
imply its long-time global observability.

Example 5.13. Consider a bimodal system in R
2 with

A =

[
λ 0
0 λ− b2c2

]
, b =

(
0
b2

)
, c =

(
c1
c2

)
, and H =

[
1 1

]
,

where λ > 0, b2 �= 0, c1c2 < 0, and b2c2 > 0. It is clear that O(H,A) = {0}. Choose
ξ = (ξ1, 0) with c1ξ1 < 0. Hence, cT eAtξ = eλtc1ξ1 � c1ξ1 < 0 for all t ≥ 0, implying
that x(t, ξ) = eAtξ = (eλtξ1, 0) for all t � 0. Hence such a ξ is short-time, and thus
long-time locally observable. Yet, ξ is not long-time globally observable because by

considering η = (0, ξ1), we have cT η = c2ξ1 > 0. Since cT e(A+bcT )tη = eλtc2ξ1 >
0, implying that x(t, η) = (0, eλtξ1) for all t � 0. Thus, ξ and η are long-time
indistinguishable. Hence ξ is not long-time globally observable.
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Our last example shows that for a state to be long-time locally observable, it is
not necessary for this state and any future state along the nominal trajectory to be
T -time locally observable for any finite T � 0. In other words, even if an initial state
(and any future state along the nominal trajectory) is not T -time locally observable
for any finite T � 0, it is still possible that the CLS is long-time locally observable at
the initial state.

Example 5.14. Consider a bimodal system in R
3 with

A =

⎡
⎣ λ 0 0

0 α ω
0 −ω α

⎤
⎦, b =

⎛
⎝ b1

0
0

⎞
⎠, c =

⎛
⎝ c1

c2
0

⎞
⎠, and H =

[
1 0 0

]
,

where λ < 0, α > 0, ω > 0, b1 �= 0, and c1 and c2 are both nonzero. Let ξ = (ξ1, 0, 0)
with c1ξ1 < 0. It follows that x(t, ξ) = (eλtξ1, 0, 0) and cTx(t, ξ) = eλtc1ξ1 < 0 for
all t � 0. Let vI = (0, 1, 0) and vR = (0, 0, 1). It is easy to see that O(H,A) =
span{vI , vR} and O(H,A + bcT ) = {0}. Note that any η ∈ O(H,A) with ‖η‖2 = 1
can be written as η(φ) = vI sinφ + vR cosφ for some φ ∈ [0, 2π) and that

eAtη(φ) = eαt
[
(−vI sinφ + vR cosφ) sin(ωt) + (vR sinφ + vI cosφ) cos(ωt)

]
.

Moreover, any initial state that is indistinguishable over the time interval when the
corresponding state trajectory is in the mode characterized by A must be of the form
ξ + τη(φ) for some τ ∈ R and φ ∈ [0, 2π). Hence, for any given T � 0, there is a
τ
T
> 0 such that for all (t, τ, φ) ∈ [0, T ] × [−τ

T
, τ

T
] × [0, 2π),

cTx(t, ξ + τη(φ)) = c1ξ1e
λt + τc2e

αt
[
− sinφ sin(ωt) + cosφ cos(ωt)

]
= c1ξ1e

λt + τc2e
αt cos(ωt + φ) < 0.

Note that Hx(t, ξ) = Hx(t, ξ + τη(φ)) for all such triples (t, τ, φ). Hence, ξ is not
T -time locally observable. The same argument applies to any future state along the
nominal trajectory. However, notice that no matter how small |τ | > 0 is and what
φ ∈ [0, 2π) is, cTx(t, ξ + τη(φ)) will become positive in some finite time. Hence,
x(t, ξ + τη(φ)) will switch to the mode characterized by (A + bcT ) at some t∗ > 0;
i.e., cTx(t∗, ξ + τη(φ)) = 0 but cTx(t, ξ + τη(φ)) > 0 for all t > t∗ sufficiently close
to t∗. Let x̃ = x(t∗, ξ + τη(φ)). Note that 0 �= x̃ �∈ O(cT , A), which implies that
H(A+bcT )�x̃ �= HA�x(t∗, ξ) for some nonnegative integer �. We have x(t, ξ+τη(φ)) =

e(A+bcT )(t−t∗)x̃ for all t > t∗ sufficiently close to t∗. By the proof of Lemma 5.9,
Hx(t, ξ) ≡ Hx(t, ξ + τη(φ)) for all t � 0 only when τ = 0. This establishes that ξ is
long-time locally observable.
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Abstract. Recently, a necessary and sufficient uniform log-integrability condition has been es-
tablished for the canonical spectral factorization mapping to be sequentially continuous. However,
this condition, along with several other equivalent conditions, is not straightforward to verify. In
this paper, we first derive a new set of easily checkable sufficient conditions which guarantee uniform
log-integrability. Based on the newly derived conditions, we establish the existence of certain con-
vergent rational approximations for a class of matrix-valued spectral densities. We then propose a
new spectral factorization algorithm and provide convergence results. Our approach does not require
the spectral density to be coercive. Numerical examples are given to illustrate the effectiveness and
convergence of the proposed algorithm. In particular, we compute approximate spectral factors of
the noncoercive and nonrational Kolmogorov and von Karman power spectra which arise in the study
of turbulence.
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1. Background and motivation. It is known that a discrete-time second order
wide sense stationary stochastic process with a power spectral density, or simply a
spectral density or spectrum, satisfying a certain Szegö or Paley–Wiener condition
can be modeled as the output of a discrete-time causal linear time invariant system
(i.e., a “shaping filter”) driven by white noise [28]. If the spectral density is rational,
then determining a shaping filter is possible by spectral factorization of the spectral
density, and there are practical algorithms to do this. In the case when the spectral
density is nonrational, obtaining a spectral factor is much more difficult, and explicit
spectral factorization can be done only in special cases. Apart from deriving shaping
filters, computation of spectral factors plays an important role in the theory of optimal
and robust control. A survey of spectral factorization methods for both rational and
nonrational spectral densities is given in [26].

Given a scalar spectral density W, a particular rational spectral density Wn,
known as a maximum entropy spectrum, can be constructed whose first n terms of
the covariance sequence match those of W . Matching of partial covariance sequences is
a natural approach since every spectral density is associated with a unique covariance
sequence, and both give a complete and equivalent characterization of some purely
nondeterministic wide sense stationary stochastic process [24, 28]. Hn, the canonical
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spectral factor of Wn, can be constructed recursively via the Szegö–Levinson algorithm
(see, e.g., [11, 24]), and it is a well known that Hn converges to H, the canonical spec-
tral factor of W , in H2 (see section 2 for notation) as n → ∞; therefore also Wn con-
verges to W in L1. However, Hn obtained in this way is an all-pole transfer function.
Since Hn has no zeros, it has long been observed that H1, H2, . . . converges slowly to
H when the latter has zeros on or close to the unit circle; some examples can be found
in, e.g., [14, sect. IV], [5, pp. 214–217], and [6, section 6]. Intuitively, this is due to
the inability of Wn to reproduce valleys of W (i.e., points for which W has a small
value) for small or medium n. Similar slow convergence is also true when the matrix
version of the Szegö–Levinson algorithm (see [29, 10]) is applied to a matrix-valued
spectrum W with transmission zeros on or close to the unit circle [29]. More formally,
it was shown in [13, 14] that if W is scalar and rational, then its zeros close to or on
the unit circle decrease the rate of decay of the Schur parameters of W : the conver-
gence rate decreases as a zero approaches the unit circle (see also [20]). In particular,
when W has roots on the unit circle, the rate of convergence is no longer geometric.
Consequently, good approximations can be achieved only for large n. This limitation
of the maximum entropy spectra motivated research into the development of rational
spectral densities which (1) matches the first few terms of the covariance sequence of
W , and (2) has zeros at specified locations on the complex plane. A new theory of ra-
tional covariance extension with a degree constraint was later developed, which makes
possible the construction of such spectra. Indeed, it has been demonstrated in [5, 6]
that a finite dimensional spectrum constructed via the new theory, by suitably placing
zeros on the unit disc, is a better estimate than the corresponding maximum entropy
estimate, in the sense that it is able to better capture features of the true spectrum.

This paper develops a new approach to spectral factorization of a spectral den-
sity W based on constructing a sequence of rational approximations {Wn} with freely
specified zeros and which match partial covariance sequences of W . The construction
is achieved by taking advantage of a recent result on continuity of the spectral factor-
ization mapping given in [3] and the theory of degree constrained rational covariance
extensions [13, 14, 7, 5, 6, 22, 21]. We derive theoretical results on convergence of this
scheme for continuous W , and conditions on the zeros for convergence to be achieved,
under further mild assumptions on W . Convergence of covariance matching approxi-
mations with freely specified zeros has not been studied in the literature; convergence
results have been established only for the case when Wn has no zeros, i.e., the max-
imum entropy method/Szegö–Levinson algorithm. In particular, our results weaken
some conditions previously derived by Anderson [1], Caines and Baykal-Gürsoy [8],
and Mari, Dahlèn, and Lindquist [20] for convergence of {Hn} to H in H2 or H∞.
Then in section 7 of this paper, several numerical examples are given that show the ad-
vantage of the proposed approach over the popular maximum entropy method: lower
degree approximations with lower approximation error (defined in a certain sense).

The organization of this paper is as follows. In section 2 we introduce the notation
and recall some definitions and results from the literature. Following that, in section
3 we discuss a result on sequential continuity of the spectral factorization mapping. In
section 4 we derive a new set of easily checkable and sufficient conditions for uniform
log-integrability of a sequence of spectral densities. In sections 5 and 6 we develop
the theoretical foundation of a new approach to spectral factorization and introduce a
new spectral factorization algorithm for a class of matrix-valued spectral densities. We
then present a number of numerical examples using the proposed spectral factorization
algorithm in section 7. Finally, in section 8 we give the conclusions of this paper and
discuss potential applications of the results as well as directions for future research.
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2. Main notation and basic definitions. In this section we introduce the
main notation used throughout the paper and also recall some definitions and relevant
results from the literature.

• R, C, D, and T denote the set of real numbers, complex numbers, the open
unit disc = {z ∈ C : |z| < 1}, and the unit circle (the boundary of D),
respectively.

• A denotes the completion of A.
• A∗ and �{A} = A+A∗ denote the Hermitian transpose and Hermitian part

of a complex matrix A, respectively.
• N denotes the set of natural numbers 1, 2, 3, . . . .
• log c denotes the natural logarithm of c.
• A pseudopolynomial is a matrix-valued function f of the form

f(z) =

n∑
i=−m

Aiz
i,

where 0 ≤ m,n < ∞, and Ai ∈ C
l×l (l ∈ N) for i = −m, . . . , n.

• The ‖ · ‖p norm of a matrix A ∈ C
m×n is defined as [3]

‖A‖p =

{ (
tr
{
(A∗A)

p/2})1/p

if 1 ≤ p < ∞,

supv∈Cn,‖v‖≤1 ‖Av‖ if p = ∞.

• μ denotes the Lebesque measure on T.
• Lp

m×n, 1 ≤ p ≤ ∞, denotes the space of measurable functions mapping from
T to C

m×n with a finite ‖ · ‖p norm defined by

‖f‖p =

{(
1
2π

∫
T
‖f(z)‖ppdμ

)1/p
if 1 ≤ p < ∞,

ess supz∈T
‖f(z)‖∞ if p = ∞.

If n = 1, we write Lp
m×n simply as Lp

m.
• Hp

m×n, 1 ≤ p ≤ ∞, denotes the subspace of functions in Lp
m×n having an

analytic continuation from T to D. If n = 1, we write Hp
m×n simply as Hp

m.
• H∗ denotes the para-Hermitian conjugate of H: H∗(z) = H(z∗−1)∗.

If H is a rational element of Hp
n×n or Lp

n×n, then the degree of H, denoted by
deg(H), is defined to be the McMillan degree of H. Let Pn denote the linear space of
C

n-valued trigonometric polynomials on T. It is well known that this space is dense
in Lp

n for all p ∈ [1,∞). In a similar fashion we define the linear space P+
n to be the

set of C
n-valued polynomials on C. We may view P+

n as a linear subspace of Pn. A

function ρ ∈ H2
n×n is said to be outer if ρP+

n = H2
n, i.e., the set of products ρP+

n is
dense in H2

n [3]. In the special case when n = 1 (the scalar case) and ρ is a rational
function, it is known that ρ is outer if and only if all its zeros and poles lie in C\D.

A function W which maps from T to C
n×n is a spectral density if (1) it is in L1

n×n,
and (2) there exists an outer function H ∈ H2

n×n such that W (eiθ) = H(eiθ)∗H(eiθ).
Note that the definition implies that W ∗ = W and W is nonnegative definite almost
everywhere (a.e.) T. The function H is called a spectral factor of W . A spectral
factor can be uniquely specified if a condition is imposed on its value at the origin.
We call the unique spectral factor, which is positive definite at the origin, the canonical
spectral factor (CSF). We say that W is rational if each element Wij is of the form

Wij(e
iθ) =

Pij(e
iθ)

Qij(eiθ)
for some scalar pseudopolynomials Pij and Qij , and coercive if
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W has no zeros on T. A precise characterization of spectral densities is given in the
following classical result.

Theorem 2.1 (see [27, 18, 28, 26]). A nonnegative definite function W ∈ L1
n×n

is a spectral density if and only if
∫

T
|log detW (z)|μ(dz) < ∞.

For a function f : T → R we write f > 0 (f ≥ 0) if f is positive (nonnegative)
definite a.e. T, and f > g (f ≥ g) will be taken to mean f − g > 0 (f − g ≥ 0).

3. Sequential continuity of the spectral factorization mapping. Let W
be a spectral density and let Φ(W ) denote its unique CSF. Then the mapping Φ :
W 	→ Φ(W ) is called the spectral factorization mapping. It was recently shown in [3]
that the mapping Φ is sequentially continuous; see the following theorem.

Theorem 3.1. Let W be a spectral density, and let {Wr}r∈N be a sequence of
spectral densities such that Wr → W in L1

n×n as r → ∞. Then the following are
equivalent:

1. The sequence {log detWr}r∈N is uniformly integrable.
2. Φ(Wr) → Φ(W ) in H2

n×n as r → ∞.
Recall that a family of scalar measurable functions {Xγ | γ ∈ Γ} parametrized

by a nonempty set Γ on a measurable space (Ω,F) with measure M is said to be
uniformly integrable if limα→∞ supγ∈Γ

∫
{ω∈Ω||Xγ(ω)|>α}|Xγ(ω)|M(dω) = 0.

Remark 3.2. We shall refer to the condition in point 1 of Theorem 3.1 as uniform
log-integrability.

Several conditions which are equivalent to uniform log-integrability are given in [3,
Prop. 4.2]. However, these conditions are general and do not indicate how to construct
a uniformly log-integrable sequence {Wr}r∈N which converges to W in L1

n×n. For this
reason, we shall shortly develop more explicit sufficient conditions.

4. A sufficient and verifiable set of conditions for uniform log-inte-
grability. In this section we shall derive a new set of conditions on the sequence of
convergent spectral densities and the limiting spectral density which ensures that the
uniform log-integrability condition of Theorem 3.1 is satisfied. To this end, for α ≥ 0,
let us define

Ar(α) = {z ∈ T | |log detWr(z)| > α} ,
Ar+(α) = {z ∈ T | detWr(z) > eα} ,
Ar−(α) =

{
z ∈ T | detWr(z) < e−α

}
,

and note that Ar+(α)∩Ar−(α) = φ and Ar(α) = Ar+(α)∪Ar−(α). The set Ar+(α)
is the collection of points at which detWr has “large” values and which may grow to
∞ as α → ∞, while Ar−(α) is the set of points where detWr take on “small” values
and can diminish to 0 as α→∞. Then we have the following inequality:

sup
r∈N

∫
Ar(α)

| log detWr(z)|dμ ≤ sup
r∈N

∫
Ar+(α)

log detWr(z)dμ

+ sup
r∈N

∫
Ar−(α)

− log detWr(z)dμ.(4.1)

The main idea here is to derive sufficient conditions for each of the two terms
on the right-hand side of (4.1) such that they go to 0 as α → ∞. It turns out that
finding conditions to guarantee the desired effect on the first term is relatively easy.
As for the second term, the conditions are more complicated. To have that term go
to 0 as α → ∞, the idea is to impose conditions which exclude the existence of a set
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of positive Lebesque measure on which detWr decays to zero as r → ∞. Before going
into the formal details, we note the following matrix inequality.

Lemma 4.1. For any nonnegative definite matrix A ∈ C
n×n, log detA ≤ ‖A‖1.

Proof. Note that the result is trivial if A is singular, since in this case we have
log detA = −∞. Therefore we assume that A is positive definite. Let σ1, σ2, . . . , σn

be the singular values of A, with σ1 ≥ σ2 ≥ · · · > 0. Since A is positive definite, we
have that det(A∗) = det(A) and log detA = 1

2 log det(AA∗) =
∑n

k=1 log σk. On the

other hand, we also have that ‖A‖1 = tr((AA∗)
1
2 ) =

∑n
k=1σk, and the result follows

since log σk ≤ σk for k = 1, . . . , n.
First, let us make the following assumptions.
A1. ess supz∈T

‖Wr(z)‖1 < ∞ for all r ∈ N.
A2. The sequence {Wr}r∈N

converges in L1
n×n to W as r → ∞.

Now we can show the following result.
Lemma 4.2. Under assumptions A1–A2,

lim
α→∞

sup
r∈N

∫
Ar+(α)

log detWr(z)μ(dz) = 0.

Proof. By assumptions A1 and A2 we have (i) limα→∞ supr∈N

∫
Ar+(α)

‖W (z) −
Wr(z)‖1μ(dz) = 0, and (ii) limα→∞ supr∈N

μ(Ar+(α)) = 0 (if the latter is not true,
then we have supr∈N

‖Wr‖1 = ∞, which contradicts A1 and A2). It then follows
from (ii) that (iii) limα→∞ supr∈N

∫
Ar+(α)

‖W (z)‖1μ(dz) = 0. Since ‖Wr(z)‖1 ≤
‖W (z) − Wr(z)‖1 + ‖W (z)‖1, we get from (i) and (iii) that limα→∞ supr∈N

∫
Ar+(α)

‖Wr(z)‖1μ(dz) = 0. Lemma 4.1 then gives limα→∞ supr∈N

∫
Ar+(α)

log detWr(z)

μ(dz) = 0, as desired.
Let us impose three further assumptions on {Wr}r∈N.
A3. Wr(e

iθ) is a piecewise continuous function of θ for each r ∈ N.
A4. Let Za be the set defined by

Za =
{
z0 ∈ T | lim inf

r
fr = 0 ∀ neighborhoods U of z0, fr

= inf
z∈U∩T

detWr(z)
}
.

Then the cardinality of Za is finite.
A5. Let Zr be the set of all zeros of detWr (i.e., all points z0 ∈ T for which

infz∈U∩T detWr(z) = 0 for all neighborhoods U of z0). Then there exists
M1,M2,Δ1,Δ2 > 0 such that for any r ∈ N and any θ0,r ∈ (−π, π] such that
eiθ0,r ∈ Zr ∪ Za,

detWr(e
iθ) ≥ M1 |θ − θ0,r|M2 ∀θ ∈ [θ0,r − Δ1, θ0,r + Δ2] ∩ (−π, π].(4.2)

Remark 4.3. Assumption A5 implies that the cardinality of Zr is uniformly
bounded (away from ∞).

We have the following result.
Lemma 4.4. Under assumptions A3–A5,

lim
α→∞

sup
r∈N

∫
Ar−(α)

− log detWr(z)μ(dz) = 0.
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Proof. Let θr,1, . . . , θr,nr
be the angles (in (−π, π]) of elements of Zr ∪ Za. Then

nr ≤ L for all r, where L is some finite positive integer. Define

Ãr−(α) =
{
θ ∈ (−π, π] | eiθ ∈ Ar−(α)

}
and

Ãr−,k(α) = Ãr−(α)
⋂

{θ ∈ (−π, π] | − Δ1 ≤ θ − θr,k ≤ Δ2}

for i = 1, . . . , nr. Note that θr,k ∈ Ãr−(α) for k = 1, . . . , nr and that Ãr−,k

can be empty for some k’s. Clearly, assumptions A3–A5 imply that for some α0

large enough and α> max{α0,− log(M1(min{Δ1,Δ2})M2)}, Ãr−,k(α) are disjoint for

k = 1, . . . , nr, independently of r, and Ãr−(α) =
⋃nr

k=1Ãr−,k(α). Furthermore, with-
out loss of generality we may take M1 to have a value less than 1. Hence the following
holds: ∫

Ar−(α)

− log detWr(z)dμ =

nr∑
k=1

∫
Ãr−,k(α)

− log detWr(e
iθ)dθ,

≤
nr∑
k=1

∫
Ãr−,k(α)

− log
(
M1|θ − θr,k|M2

)
dθ,

≤ −μ(Ar−(α)) logM1

+M2

nr∑
k=1

∫
Ãr−,k(α)

− log |θ − θr,k| dθ.(4.3)

Let α1 = max{α0,− log(M1(min{Δ1,Δ2})M2)}. Assumptions A3–A5 also imply that
for α > α1 there exists a number ε(α) > 0, dependent on α, such that limα→∞ ε(α) = 0
and Ãr−,k(α)⊂ θr,k +B(α) = {θ ∈ (−π, π] | θ= θr,k + ω;ω ∈ B(α)}, where B(α) is a
set independent of r defined by B(α) = {θ ∈ (−π, π] | −ε(α)Δ1 ≤ θ ≤ ε(α)Δ2}.
Therefore from (4.3) we have

∫
Ar−(α)

− log detWr(z)dμ ≤ −
nr∑
k=1

Λ(θr,k + B(α)) logM1

+M2

nr∑
k=1

∫
θr,k+B(α)

− log |θ − θr,k|dθ,

≤ −LΛ(B(α)) logM1 + LM2

∫
B(α)

− log |θ|dθ,

where Λ denotes the Lebesque measure on (−π, π]. Since the right-hand side of the
last inequality → 0 as α → ∞ independently of r, we conclude that

lim
α→∞

sup
r∈N

∫
Ar−(α)

− log detWr(z)μ(dz) = 0,

which is the statement we had set out to prove.
A direct consequence of Lemmas 4.2 and 4.4 is the following theorem.
Theorem 4.5. Under assumptions A1–A5,

lim
α→∞

sup
r∈N

∫
Ar(α)

| log detWr(z)|μ(dz) = 0,

i.e., the sequence {log detWr}r∈N
is uniformly integrable.
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Proof. This follows directly from Lemmas 4.2 and 4.4 by taking the limit α → ∞
on both sides of inequality (4.1).

The above theorem has the following important corollary.
Corollary 4.6. Let W ∈ L1

n×n with ‖detW−f‖1 = 0 for some spectral density
f ∈ L1 having a finite number of zeros on T (a zero is as defined in assumption
A5). If {Wr}r≥1 is a sequence of piecewise continuous spectral densities such that
limr→∞ ess supz∈T

‖W (z) −Wr(z)‖1 = 0, then limr→∞ ‖Φ(W ) − Φ(Wr)‖2 = 0.
The corollary is a simple but useful result and relaxes the requirement W > 0 in

[1, Thm. 1] (or [3, Cor. 6.2] with p = 2). We shall prove later on that a sequence
satisfying the conditions of the corollary can be explicitly constructed under some
regularity conditions on W .

5. Construction of convergent rational spectral densities with converg-
ing CSFs. In this section we give the main ideas for the construction of a sequence
of rational spectral densities with CSFs converging to the true CSF. Let {Wr}r∈N be
a sequence of rational spectral densities having no poles on T. We define

ck =
1

2π

∫
T

W (z)z−kμ(dz) and ck,r =
1

2π

∫
T

Wr(z)z
−kμ(dz), k = 0, 1, . . . .

The sequences {ck}k∈N and {ck,r}k∈N are the unique covariance sequences asso-
ciated with W and Wr, respectively. By the Riemann–Lebesque lemma, ck → 0 as
k → ∞. The covariance sequence ck,r has the form

ck,r = CrA
k
rBr +

mr∑
m=0

Dm,rΔ(k −m),(5.1)

where Ar, Br, Cr, and D0,r, D1,r, . . . , Dmr,r are n×n matrices with Ar having eigen-
values in D, (Ar, Br, Cr) is a minimal realization, and

Δ(m)=

{
1 if m = 0,
0 otherwise.

The central idea of our construction is to require the sequence {Wr}r∈N to satisfy

deg Φ(Wr) ≤ ndr,(5.2a)

ck,r = ck for k = 0, 1, . . . , dr,(5.2b)

where {dr}r∈N
is an increasing sequence of positive integers. That a sequence {Wr}r∈N

satisfying (5.2) exists and is computable is the content of the theory of a rational
covariance extension with a degree constraint [14, 7, 6, 15, 22, 21]. Since ‖W−Wr‖1 ≥
supk≥0 ‖ck− ck,r‖1 ≥ sup0≤k≤dr

‖ck− ck,r‖1, we see that the discrepancy between the
first few terms of the covariance sequence of W and Wr yields a lower bound for the
approximation error in L1

n×n. Therefore, it makes sense to impose condition (5.2b).
Moreover, since it is desirable to have Wr be as “simple” as possible, the constraint
(5.2a) is also well motivated. Plugging the Fourier series expansion of Wr into the
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definition of ‖W −Wr‖1, we obtain∫
T

‖W (z) −Wr(z)‖1μ(dz) ≤
∫

T

∥∥∥∥W (z) −
dr∑
k=0

�{ckzk}
∥∥∥∥

1

μ(dz)

+

∥∥∥∥
∫

T

�
{
CrA

dr+1
r (I −Arz)

−1Br

+ I{dr≤mr−1}(dr)

mr∑
m=dr+1

Dm,rz
m

}
μ(dz)

∥∥∥∥
1

≤
∫

T

∥∥∥∥W (z) −
dr∑
k=0

�{ckzk}
∥∥∥∥

1

μ(dz) + R(Wr, dr),(5.3)

where IA(x) is the indicator function for the set A and

R(Wr, dr) =

∥∥∥∥ �
{
CrA

dr+1
r

∫
T

(I −Arz)
−1μ(dz)Br

} ∥∥∥∥
1

.

If W satisfies ess supz∈T
‖W (z)‖1 < ∞, the Fourier series of W converges to W in

L2
n×n, hence also in L1

n×n. Therefore, the first term on the right-hand side of (5.3)
goes to 0 as r → ∞, and the following theorem is immediate.

Theorem 5.1. Suppose ess supz∈T
‖W (z)‖1 < ∞ and let {Wr}r∈N be a se-

quence of rational spectral densities satisfying assumptions A4–A5 and the interpo-
lation constraints of (5.2). If limr→∞ R(Wr, dr) = 0, then assumption A2 holds and
limr→∞‖Φ(W ) − Φ(Wr)‖2 = 0.

It is reasonable to expect, at least intuitively, that there could be “many” se-
quences which satisfy the condition of Theorem 5.1 if the spectral density W is not
too “irregular.” Indeed, we see later in Corollaries 5.3 and 5.5 particular instances
where this is true. Moreover, we will show that the approximating sequence {Wr}
can be constructed explicitly under some further, yet mild, assumptions on W .

5.1. The scalar case. We shall give a constructive proof of the following result.
Theorem 5.2. Let W be a continuous scalar spectral density and ‖W−U/V ‖∞ =

0, where U and V are, respectively, continuous and Lipschitz spectral densities. If
{Ur}r≥1 is a sequence of nonnegative definite pseudopolynomials converging uniformly
to U , then the following statements hold:

1. If V > 0, there is a sequence {Vr}r≥1 of nonnegative pseudopolynomials such
that Wr = Ur(Vr)

−1 satisfies (5.2b) (with n = 1) for all r sufficiently large.
2. If V �> 0, but (i) U (hence also V ) is zero only at a finite number of points on

T, (ii) W (eiθ) = 0 whenever V (eiθ) = 0, (iii) Ur(e
iθ) = 0 only if U(eiθ) = 0, and (iv)

supr ‖Ur/U‖∞ < ∞, there is a sequence {Vr}r≥1 of nonnegative pseudopolynomials
such that Wr = Ur(Vr)

−1 satisfies 1
2π

∫
T
Wr(z)z

−kμ(dz) = ck − sk,r, where sk,r =∑kr

l=1 Kle
ikθl , kr ∈ N, is at most dr−1, K1, . . . ,Kkr are some nonnegative constants,

and θ1, . . . , θkr ∈ (−π, π] with θi �= θj if i �= j.
In either case, {Vr}r≥1 and {Wr}r≥1 converge in L∞ to V and W , respectively.

Moreover, if degUr ≤ 2dr, then Wr also satisfies (5.2a).
Let l2 denote the (standard) set of all square-summable infinite sequences. Let

Γc denote the real linear space of all real-valued continuous functions on T. Define
the real linear space Fc as

Fc =

{
(q0, q1, . . . ) ∈ l2

∣∣∣∣qk =
1

2π

∫ π

−π

e−ikθW (eiθ)dθ ∀k ≥ 0, for some W ∈ Γc

}
.
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Since a continuous function f is uniquely determined by its Fourier coefficients [19,
Theorem 2.4] and since the negative Fourier coefficients are merely conjugates of
the positive Fourier coefficients whenever f is a real-valued function, Fc is actually
isomorphic to Γc. Therefore, we may uniquely identify any element of Fc with an
element of Γc, and vice versa. By endowing Γc with a topology induced by the
supremum norm and endowing Fc with a topology induced by the norm

‖q‖ = ess sup
θ∈(−π,π]

∣∣∣∣
∞∑
k=0

�{qkeikθ}
∣∣∣∣

(since any element of Γc is continuous, the infinite sum converges pointwisely for
almost all z ∈ T [19, Chapter 19]), we in fact have a homeomorphism from Fc to
Γc. Moreover, Fc is then a closed set since Γc is. In what follows, we denote the
homeomorphic map from Fc to Γc by Q. The map Q is linear: Q(a1f1 + a2f2) =
a1Q(f1) + a2Q(f2) for any a1, a2 ∈ R and any f1, f2 ∈ Fc. We now define some
relevant convex subsets of Γc and Fc. Define Γ+

c to be the convex cone consisting of
elements of Γc which are nonnegative on T. We define the convex cone F+

c analogously
to Fc by replacing Γc with Γ+

c . In a similar manner, we see that F+
c is isomorphic to

Γ+
c . Endowing Γ+

c (resp., F+
c ) with a topology derived from Γc (resp., Fc), we also

get that F+
c is homeomorphic to Γ+

c under Q; i.e., if Q+ is the restriction of Q to
F+

c , then Q+ is a homeomorphism from F+
c to Γ+

c . Define Dr to be the subset of
F+

c consisting of all q = (q0, q1, . . . ) ∈ F+
c such that qk = 0 for all k > r and the

trigonometric polynomial
∑r

k=0 �{qkeikθ} ≥ 0 for all θ ∈ (−π, π]. Clearly, Ds ⊃ Dr

if s > r. Moreover, since the partial Fejér sums of any f ∈ Γ+
c are nonnegative

pseudopolynomials and approximate f arbitrarily closely (for details on Fejér sums,
see [19]), it is immediate that ∪r≥0Dr=F+

c .
Recall that a function f on T is Lipschitz if ‖f(eiθ)− f(eiψ)‖1 ≤ K|θ−ψ| for all

θ, ψ ∈ (−π, π] for some positive constant K, and observe that a scalar spectral density
W ∈ Γ+

c can be written as W = U/V a.e., where V is any Lipschitz scalar spectral
density and U = WV . Let W have the covariance sequence c = {c0, c1, . . . } ∈ l2.
Define cr = col(c0, c1, . . . , cr) to be the partial covariance sequence of c up to the rth
term, and let dr be an arbitrary element of Dr. The functional J

r : Dr → R ∪ {∞},
parametrized by cr and dr is defined as

J
r(q; cr,dr) = �

{
r∑

k=0

min{k + 1, 2}c∗kqk − 〈Qr(dr), logQr(q)〉
}
,(5.4)

where 〈f, g〉 = 1
2π

∫ π

−π
f(eiθ)g∗(e

iθ)dθ and Qr is a map with domain Dr defined by

Qr(q0, q1, . . . , qr, 0, 0, . . . )(e
iθ) =

r∑
k=0

�{qkeikθ}.

Notice that Qr can be viewed as the restriction of Q to Dr. The functional J
r first

appeared in [5, 6] and was studied further in [22, 21], so we shall not repeat the
analysis of its properties here (actually, our formulation is slightly different. However,
it causes no difficulty since the functionals studied in [5, 6, 22, 21] can be recovered by
application of the linear invertible transformation (q0, q1, . . . , qr) 	→ (q0,

1
2q1, . . . ,

1
2qr)

and redefining Dr in an obvious way). J
r has the following properties:

P1. J
r is strictly convex on Dr and is continuous at all points except the origin.

P2. J
r has compact sublevel sets and a unique minimizer in Dr.
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P3. J
r is infinitely differentiable along any line lying in the interior of Dr.

Moreover, if J
r has a minimizer qs which is stationary (i.e., the gradient is zero at qs)

then Q(dr)
Q(qs)

satisfies 〈Q(dr)
Q(qs)

, gk〉 = ck for k = 0, 1, . . . , r, where gk(z) = zk. Note that

qs is always a stationary point whenever Q(dr) is positive definite [6, Thm. 4.10].
Let us now consider another functional J : F+

c → R ∪ {∞} parametrized by the
covariance sequence c and an infinite sequence d ∈ F+

c such that Q(d) = U . It is
defined as

J(q; c,d) = �{H(q; c) − 〈Q(d), logQ(q)〉},(5.5)

where H(·; c) is a linear function on Fc, parametrized by c, defined by

H(q; c) = lim
r→∞

r∑
k=0

min{k + 1, 2}c∗kqk.(5.6)

Since q ∈ l2 whenever q ∈ Fc (recall the definition of Fc) and c ∈ l2, it follows that∑∞
k=0 min{k + 1, 2}c∗kqk < ∞. Therefore, H(·; c) is well defined for all q ∈ Fc. Let

us define the convex set De(J) = {q ∈ F+
c |

∫
T

log− Q(q)(z)μ(dz) < ∞} (where

log− x = max{0,− log x}); De(J) is actually the effective domain (see, for example,
[25]) of J. Then clearly ∪r≥1Dr ⊂ De(J). Since ‖ · ‖ is also a norm on De(J), we
endow De(J) with the topology induced by the ‖ ·‖ norm (this is precisely the relative
topology of De(J) as a subset of F+

c : open sets in De(J) are sets of the form De(J)∩O
for any O which is an open set of F+

c ). Continuing along the same line of argument
as for J

r, we may verify that J has property P4 (given below) and property P3 with
J
r and Dr replaced by J and De(J), respectively (an analogue of property P2 need

not hold for J and will not be required in the following).
P4. J is strictly convex on De(J) and continuous on the interior of De(J).
In the remaining analysis, let us view JΨ as a convex functional that maps from

the convex set De(J) to R. We now derive an expression for the directional derivatives
of J following [22, 21]. Define

Md =
{
q ∈ De(J) | ess sup

θ∈(−π,π]

Q(d)(eiθ)(Q(q)(eiθ))−1 < ∞
}
.

Let q′ ∈ F+
c , 0 < h < 1, and suppose that q ∈ Md. We observe that if Q(q +

h(q′ − q))(z) = (1 − h)Q(q)(z) + hQ(q′)(z0) = 0 for some z0 ∈ T and all 0 < h <
1, then Q(q) and Q(q′) must share a zero at the point z0. On the other hand, if
Q(q+h(q′− q))(z) > 0 for all z ∈ T, then Q(q) and Q(q′) cannot possibly have a zero
in common on T. As a result, by the mean-value theorem of calculus, we obtain

Q(d)(z)
logQ(q + h(q′ − q))(z) − logQ(q)(z)

h

= Q(d)(z)
∂

∂v
logQ(q + v(q′ − q))(z)

∣∣∣∣
v=η(h,z)

= Q(d)(z)
Q(q′) −Q(q)

Q(q)(z) + η(h, z)Q(q′ − q)(z)
(5.7)

for all z ∈ T such that Q(q)(z) > 0 (hence for almost all z ∈ T since q ∈ Md), where
0 < η(h, z) ≤ h. Moreover, q ∈ Md implies that

ess sup
(h,z)∈[0, 12 ]×T

Q(d)(z)

Q(q)(z) + η(h, z)Q(q′ − q)(z)
< ∞.(5.8)
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Now, the directional derivative ∇q′−qJ at q in the direction q′ − q is defined as

∇q′−qJ(q; c,d) = lim
h↓0

J(q + h(q′ − q); c,d) − J(q; c,d)

h
.(5.9)

Plugging the definition of J into (5.9), and using (5.7) and (5.8) with the Lebesque
dominated convergence theorem to bring h under the integral (this is essentially the
same argument used in [22]), and finally evaluating the limit as h ↓ 0, we obtain
∇q′−qJ(q; c,d) = H(q′ − q) − 〈 Ψ

Q(q) , Q(q′) − Q(q)〉. Let F+
c,∞ denote the set of all

elements a in De(J) for which Q(a)(eiθ) is infinitely differentiable with respect to
θ, and suppose that Q(q) is Lipschitz and Q(q′) in F+

c,∞. Then
∑r

k=0 qke
ikθ (resp.,∑r

k=0 q
′
ke

ikθ) converges uniformly to Q(q) (resp., Q(q′)) [9, Thm. 2, p. 142]. By plug-
ging in the definition of H and using another application of the Lebesque dominated
convergence theorem, we get

∇q′−qJ(q; c,d) = lim
r→∞

r∑
k=0

min{k + 1, 2}�
{(

c∗k −
∫

T

Q(d)(z)

Q(q)(z)
zkμ(dz)

)
(q′k − qk)

}

for all q ∈ Md and all q′ ∈ F+
c,∞. However, since F+

c,∞ is dense in F+
c (hence also

in De(J)), the preceding expression for ∇q′−qJ(q; c,d) is valid for all q ∈ Md and all
q′ ∈ F+

c . Now, setting q# = Q−1(V ) (hence Q(q#) is Lipschitz and q# ∈ Md), we
obtain

r∑
k=0

min{k + 1, 2}
(
ck −

∫
T

Q(d)(z)

Q(q#)(z)
z−kμ(dz)

)∗
= 0∀ r.

It therefore follows that ∇q′−q#J(q#; c,d) = 0 for all q′ ∈ F+
c , so q# is a stationary

point of J and, by property P4, must also be the unique minimizer of J.
Suppose now that {dr}r∈N is such that limr→∞ ‖dr − d‖ = 0 with d = Q−1(U)

as defined previously. Let J
∣∣
Dr

: Dr → R ∪ {∞} denote the restriction of J to Dr

defined by

J
∣∣
Dr

(q; c,d) = �
{ r∑

k=0

min{k + 1, 2}c∗kqk − 〈Q(d), logQr(q)〉
}
.

Since Q(d) = U is continuous on T and is zero only on a subset of T of μ-measure
zero, the analysis of J

r in [5, 6, 22] readily carries over to J |Dr to show that the latter
also has properties P1, P2, and P3 (with J

r replaced by J
∣∣
Dr

). Moreover, defining

sr = arg min
q∈Dr

J
∣∣
Dr

(q; c,d),

it is then clear that limr→∞ sr = q#. Hence, for any ε > 0 we will have ‖q#−sr‖ < ε
2

by taking large enough r. Then also ‖q − q#‖ ≤ ‖q − sr‖ + ‖sr − q#‖ ≤ ε whenever
‖q − sr‖ ≤ ε

2 (recall that q, q#, sr ∈ De(J)). Therefore, for all r large enough,
{q ∈ Dr | ‖q − sr‖ ≤ ε

2} ⊂ {q ∈ De(J) | ‖q − q#‖ ≤ ε} and

sup
{q∈Dr,‖q−sr‖≤ ε

2}
|J
∣∣
Dr

−J
r| = sup

{q∈Dr|‖q−sr‖≤ ε
2}

|〈Q(d) −Q(dr), logQr(q)〉|

≤ sup
{q∈De(J)|‖q−q#‖≤ε}

|〈Q(d) −Q(dr), logQ(q)〉|

≤ ‖Q(d) −Q(dr)‖D,
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where D = max{q∈De(J)|‖q−q#‖≤ε} |
∫ π

−π
logQ(q)(eiθ)dθ|. Since limr→∞ ‖Q(d)−Q(dr)‖

= 0, it then follows that

limr→∞ max
{q∈Dr|‖q−sr‖≤ ε

2}

∣∣J∣∣
Dr

(q; c,d) − J
r(q; cr,dr)

∣∣ = 0

for any ε > 0. Due to properties P1, P2, and P3 of J
∣∣
Dr

and J
r, the preceding limit

implies that limr→∞ ‖sr − q#,r‖ = 0, where q#,r = arg minq∈Dr
J
r(q; cr,dr); for the

details see a proof of [22, Theorem 13] (replace Ψ, Ψk, JΨ, and JΨk
with Q(d), Q(dk),

J
∣∣
Dk

and J
k, respectively). Furthermore, since ‖q# − q#,r‖ ≤ ‖q# − sr‖+ ‖sr − q#,r‖

and both terms on the right tend to 0 as r → ∞, we get limr→∞ ‖q# − q#,r‖ = 0 and
limr→∞ ‖Q(q#) −Q(q#,r)‖ = 0. Consequently, if V > 0, then q# is in the interior of
De(J) and the same is true for q#,r for all r sufficiently large. Therefore, Wr satisfies

(5.2) for all r sufficiently large, and Wr = Q(dr)
Q(q#,r) → W = Q(d)

Q(q#) uniformly as r → ∞.

If V �> 0, but assumptions (i)–(iv) in Theorem 5.2 (2) are satisfied, convergence
of {Wr} to W in L∞ can again be established. Let Vr = Q(q#,r). Since Vr → V
uniformly, we have that for any δ > 0 ∃R(δ) ∈ N such that −δ < Vr(e

iθ)−V (eiθ) < δ
for all θ and for all r > R(δ). However, since V, Vr ≥ 0 and V, Vr are continuous for
all r, and ∃R′ ∈ N such that Vr(e

iθ) > 0 for all r > R′ whenever V (eiθ) > 0 (due to
assumptions (i) and (iii) and the observation that all zeros of Vr on T are also zeros
of Ur [22, 21] and Vr → V uniformly), there is a continuous function fδ : T → [0, 1]
such that (a) V − δfδ ≥ 0, (b) (V − δfδ)(e

iθ) = 0 if and only if V (eiθ) = 0, and
(c) −δfδ < Vr − V < δ for all θ and for all r > max{R(δ), R′}. In particular,
letting S(δ) = max{R(δ), R′} we may always take fδ to be fδ = supr>S(δ)(V − Vr)/δ
(and we shall do so in what follows) and satisfy all the requirements. Then V/Vr <
V/(V − δfδ) = 1/(1 − δfδ/V ) a.e. T for all r > S(δ). Moreover, 1/(1 − gδ/V ) ∈ L∞

for all δ sufficiently small, where gδ = δfδ = supr>S(δ)(V − Vr). To see this, first
observe that property (a) of fδ implies gδ/V ≤ 1 a.e. T. Then we observe that gδ ↓ 0
(i.e., g converges monotonically to 0) uniformly on T as δ ↓ 0 and hence, since also
gδ ≤ V for all δ > 0, for sufficiently small δ we will have gδ < V for all z ∈ T

except those for which V (z) = 0. Therefore, ‖gδ/V ‖∞ < 1 and 1/(1 − gδ/V ) < ∞
a.e. for sufficiently small δ, as claimed, and it follows that supr>S(δ) ‖V/Vr‖∞ < ∞.
Now, let Nδ′(z) = {y ∈ T | |z − y| < δ′} for any z ∈ T and δ′ > 0. Then we note
that V/Vr (resp., V/Vr − 1) converges uniformly to 1 (resp., 0) on T\ ∪m

k=1 Nδ′(zk),
where z1, . . . , zm ∈ T are all zeros of V , for δ′ small enough such that ∪m

k=1Nδ′(zk)
is a strict subset of T. By uniform convergence of Ur to U and assumption (iv),
an analogous remark is also true for Ur/U . Next, we make the observation that
|Wr −W | = |Ur/Vr −U/V | ≤ W |Ur/U − 1|V/Vr +W |V/Vr − 1|. Then the properties
of V/Vr and Ur/U just stated, along with assumptions (i)–(ii) and the continuity of W ,
imply that both W |Ur/U−1|V/Vr and W |V/Vr−1| converge uniformly to 0 as r → ∞.
To see this, let us consider the term W |Ur/U−1|V/Vr and let R′′ be large enough such
that M = supr>R′′ ‖Ur/U−1‖∞‖V/Vr‖∞ < ∞ (recall that supr>S(δ) ‖V/Vr‖∞ < ∞).
Then, by assumption (ii) and the continuity of W , for any ε > 0 we may choose δ′ > 0
small enough such that sup{z∈∪m

k=1Nδ′ (zk)} W (z) < ε/M a.e. followed by choosing r >

R′′ which is large enough such that sup{z∈T\∪m
k=1Nδ′ (zk)} |Ur(z)/U(z)−1|V (z)/Vr(z) <

ε/‖W‖∞. In other words, for any ε > 0 ∃R′′′(ε) such that ‖W |Ur/U − 1|V/Vr‖∞ < ε
for all r > R′′′(ε). The same line of arguments may then be applied to W |V/Vr−1|. In

conclusion, we again have Wr
L∞
→ W as r → ∞. The fact that 1

2π

∫
T
Wr(z)z

−kμ(dz) =
ck − sk,r as stated in the theorem has been shown in the proof of [21, Thm. 8].
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Finally, we note that the preceding analysis remains valid if dr ∈ Dr is replaced
with dr ∈ ∪k>rDk. To see this, let dr be any pseudopolynomial, not necessarily of
degree at most r, and define J

r as in (5.4). Then it may be verified that J
r again has

properties P1, P2, and P3, and if qs is a stationary point minimizer of J
r, then Q(dr)

Q(qs)

once more satisfies 〈Q(dr)
Q(qs)

, gk〉 = ck for k = 0, 1, . . . , r. The rest of the analysis follows

mutatis mutandis. This completes the proof of Theorem 5.2.
An important consequence of the theorem combined with Corollary 4.6 and [1,

Theorem 2] is the following.
Corollary 5.3. Suppose W ∈ L1 is a continuous spectral density with a finite

number of zeros on T and let {Wr}r≥1 be a sequence as defined in Theorem 5.2. Then
limr→∞ ‖Φ(Wr)−Φ(W )‖2 = 0. If, in addition, W > 0 and d

dθW (eiθ) ∈ L2, then also
limr→∞ ‖Φ(Wr) − Φ(W )‖∞ = 0.

Notice that the corollary gives a weaker condition for convergence in the ‖ · ‖∞
norm than analyticity (resp., rationality and boundedness) and positivity of W given
in [8, Thm. 1] (resp., [20, Thm. 3.4]) for the Szegö–Levinson algorithm and does not
restrict Φ(Wr) to have all its zeros at the origin. Note that we say W is analytic if it
can be continued analytically from all points in T.

5.2. The matrix case. For a matrix-valued spectral density W , the situation
is slightly more complicated. If W is a matrix-valued Lipschitz spectral density, then
we may write W = (W−1)−1 = det(W )adj(W )−1, where adj(W ) denotes the adjoint
of W . Define U = P detW and V = P adj(W ) for any arbitrary scalar spectral
density P which is Lipschitz and positive definite. Then U and V are Lipschitz. The
representation W = UV −1 a.e. can be viewed as the matricial counterpart of the
scalar fractional representation. If W is positive definite, then so is V and, in this
case, by suitably redefining the sets Γc, Fc, Γ+

c , F+
c , Dr and the associated norms with

their respective matricial counterparts, as well as suitably modifying the functionals
J
r and J (see [4, eq. (V.5), p. 2180]), it is a relatively straightforward, but tedious,

exercise to adapt the analysis developed in deriving Theorem 5.2 to the matrix case.
Then we may show the following counterpart of Theorem 5.2.

Theorem 5.4. Let W = UV −1 ∈ L1
n×n be a matrix-valued positive definite

Lipschitz spectral density, where U = P detW and V = Padj(W ) for some positive
definite Lipschitz scalar spectral density P . If {Ur}r≥1 is a sequence of positive definite
pseudopolynomials converging uniformly to U , then there exists a (unique) sequence
{Vr}r≥1 of positive definite pseudopolynomials such that

1. Wr = Ur(Vr)
−1 satisfies (5.2b) for all r. If, in addition, degUr ≤ 2ndr, then

(5.2a) is also satisfied.
2. {Vr}r≥1 and {Wr}r≥1 converge uniformly to V and W, respectively.

We then get the following from Corollary 4.6 and [1, Thm. 2].
Corollary 5.5. Let {Wr}r∈N be a sequence as defined in Theorem 5.4. Then

limr→∞ ‖Φ(Wr) − Φ(W )‖2 = 0. If, in addition, W > 0 and d
dθW (eiθ) ∈ L2

n×n, then
also limr→∞ ‖Φ(Wr) − Φ(W )‖∞ = 0.

It is plausible that Theorem 5.4 and Corollary 5.5 can be extended to the case
where U has zeros on T. However, to do this, we must allow some spectral zeros (see
[4]) of Wr to be on T. This is currently an open problem.

6. A spectral factorization algorithm. We now introduce a new algorithm
for spectral factorization of a special class Wn of spectral densities. W1 denotes the
set of spectral densities W ∈ L1 which can be continued analytically from every point
z ∈ T, except from a finite number of points wk = eiθk , k = 1, . . . ,M , for which
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W (wk) = 0 and limz∈T,z→wk

|z−wk|mk

W (z) < ∞ for some integer mk ≥ 1. For n > 1, Wn

denotes the set of spectral densities in L1
n×n which are positive definite and can be

continued analytically from every point on T. We state the algorithm below followed
by a discussion of the steps involved and a convergence analysis.

6.1. The algorithm.
Given: A spectral density W ∈ Wn, the desired accuracy ε > 0 and maxi-

mum number of iterations rmax.
Initialize: Normalize W so that c0 = I. Let eiλ1 , . . . , eiλL ∈ T be the local

minima of detW satisfying 0 ≤ detW (eiλl) ≤ α (α ∈ R, α ≥ 0.2. The rule of
thumb is α = 0.2). Let V1 be all points in {eiλ1 , . . . , eiλL} from which detW does
not have an analytic continuation and V2 = {eiλ1 , . . . , eiλL}\V1. For l = 1, . . . , L,

define ml = min{k ∈ N | limz∈T,z→eiλl

|z−eiλl |k
W (z) < ∞} if eiλl ∈ V1 and ml = min{k ∈

N | Dk
θ detW (eiλl) �= 0} if eiλl ∈ V2 (here Dm

θ detW (eiλl) = dm detW (eiθ)
dθm

∣∣
θ=λl

). Let

η0(z) =
∏L

l=1(z−vl)
ml
2 , where vl = max{0, rl}eiλl

(
with rl = 1−

( detW (eiλl )

D
ml
θ detW (eiλl )

) 1
ml

)
if eiλl ∈ V2, and vl = eiλl if eiλl ∈ V1. Set r = 1, d0 = L, and compute c0, c1, . . . , cL
and the outer polynomial matrix R0 = φ(V0), where V0 = Q(arg minq∈Dd0

J
d0(q)) (see

section 5).
Step 1. Select a point zr ∈ D. Then

1. if W is symmetric (i.e., W (e−iθ) = W (eiθ)) or θr /∈ {0, π}, set dr = dr−1 + 2
and ηr = ηr−1(z − zr)(z − z∗r ); otherwise

2. set dr = dr−1 + 1, and ηr = ηr−1(z − zr).
Step 2. Compute cdr−1+1, . . . , cdr and the outer matrix polynomial Rr =

φ(Vr), where Vr = Q(arg minq∈Ddr
J
dr (q)).

Step 3. Compute er = 1
2‖W −Wr‖1 + 1

2‖Φ(Wr) − Φ(Wr−1)‖2, where Wr =
ηr∗ηr(RrRr∗)

−1. If er > ε and r ≤ rmax, set r = r + 1 and return to Step 1.
End: zdrηr∗(Rr)

−1√c0 is the approximate CSF.
Computation of the polynomial matrix Rr, r = 0, 1, 2, . . . , is given in [12, 4]. By

the analysis of [22], the method of [12] is applicable to the case when ηr has zeros
on T if the optimization problem defined in [12] has a stationary point minimizer
(which is true whenever Vr > 0); that the minimizer is in fact always stationary
is shown in [23]. The main idea of the algorithm is to find a sequence z1, z2, . . . ∈
D such that Wr = UrV

−1
r satisfies (5.2) and Wr → W in L∞

n×n, where Ur(z) =

η0η0∗Π
dr−L
k=1 (z−zk)(z−zk)∗. It works as follows. Suppose eiλl ∈ V2; then detW has an

analytic continuation to some open set containing eiλl . Moreover, if Dm
θ detW (eiλ) =

0 for m = 1, . . . , l, then also (detW )(m)(eiθ) = (detW )(m)(z)
∣∣
z=eiλl

= 0 ((detW )(m)

denotes the mth derivative of the analytic continuation of detW ). Since eiλl is a local
minimum, we have that Dml

θ detW (eiλl) > 0. Let us take care of points z ∈ T for
which detW (z) ≈ 0. We take these to be the points eiλ1 , . . . , eiλL as defined in the
algorithm. For eiλl ∈ V2, the Taylor series expansion of detW (z) about eiλl gives
detW (z) ≈ detW (eiλl) + (−ie−iθ)mlDml

θ detW (eiλl)(z − eiλl)ml for z sufficiently
close to eiλl . To estimate a zero of detW (z) about eiλl , we set detW (z) = 0 to

get |z − eiλl | ≈
( detW (eiλl )

D
ml
θ detW (eiλl )

) 1
ml . Assuming zl = rle

iλl with 0 ≤ rl ≤ 1 for

our zero estimate, we obtain |1 − rl| =
( detW (eiλl )

D
ml
θ detW (eiλl )

) 1
ml . Thus, we choose rl =

1 −
( detW (eiλl )

D
ml
θ detW (eiλl )

) 1
ml and set vl = max{0, rl}eiλl (hence, automatically vl = eiλl if
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detW (eiλl) = 0). As elaborated in section 1, points z ∈ T for which detW (z) ≈ 0 slow
down convergence significantly due to slow decay of the so-called Schur parameters
[14]. The main idea in the algorithm is to reduce their influence by suitably placing
a zero of η0 in their vicinity as in [14, 5, 6], but here we allow the degree of the
approximation Wr to increase as required.

Remark 6.1. v1, . . . , vL in D actually serve as estimates of zeros of detW in
some open annulus {z ∈ C | 1 − δ < |z| < 1} (0 < δ < 1). As such, other schemes
can be used to determine these points. The “rule of thumb” α = 0.2 is based on
the subjective view that it is “not too small” and “not too large.” If convergence
of the algorithm is slow, say, er > 10−2 in the first few (5–10) iterations, one may
try restarting the algorithm with α increased, or the next remark may be taken into
consideration.

Remark 6.2. If detW has thin and sharp “spectral line”–like peaks, then the
algorithm may perform poorly. This is because such a peak indicates the possible
presence of a (noncancelling) pole and zero close to each other and to the unit circle,
while the zero is not included in η0 [14]. To remedy the situation, let H ∈ H2 be a
scalar notch filter with narrow stop bands around frequencies corresponding to the

peaks, P =H∗H, and apply the algorithm to W ′ =WP . Then Φ(W ) ≈ Φ(W ′)
H in H2.

The following theorem gives a requirement on z1, z2, . . . for convergence:
Theorem 6.3. Let ηr be as defined in the algorithm. Suppose that the polynomial

ρr(z) = zdr ηr∗(z)
η0∗(z)

L∞
→ ρ, where ρ is continuous and has no zeros on T. Let W ∈ W1

(resp., Wn, n > 1), Ur(z) = ηr∗(z)ηr(z), and let Vr be as defined in Theorem 5.2
(resp., Theorem 5.4). Then zdrηr∗(Φ(Vr))

−1 converges to Φ(W ) in H2 (resp., H2
n×n)

and also in H∞ (resp., H∞
n×n) if W > 0 and, when n = 1, d

dθW (eiθ) ∈ L2.
Proof. Assume that W has been normalized so that c0 = I. Let U = η0ρ∗ρη0∗ and

define V by V (eiθ) = limλ→θ U∗(e
iλ)U(eiλ)W (eiλ)−1. Then, by definition, V ∈ L∞

n×n

and ‖W − UV −1‖∞ = 0. Note that ηr = zdrη0ρr∗ and let Ur = ηr∗ηr. Then, since

ρr
L∞
→ ρ, we have that Ur

L∞
→ U . By Theorem 5.2 and Corollary 5.3, or Theorem 5.4

and Corollary 5.5 (whichever pair is applicable), it follows that Vr and Wr = UrV
−1
r

converge in L∞
n×n, respectively, to V and W , and Φ(Wr) converges to Φ(W ) in H2

n×n

and also in H∞
n×n if W > 0 and, when n = 1, d

dθW (eiθ) ∈ L2 (by the definition

of Wn, d
dθW (eiθ) ∈ L2

n×n is automatically satisfied when W ∈ Wn, n > 1). Since
Φ(Wr) = Φ(Ur)(Φ(Vr))

−1 = zdrηr∗(Φ(Vr))
−1, scaling back by multiplication of both

Φ(W ) and Φ(Wr) on the right with
√
c0 gives the desired result.

Remark 6.4. Clearly, if zr = 0 for all r > R (R ∈ N), then ρr converges uniformly

to the analytic function ρ =
∏R

k=1(1 − z∗kz), and the algorithm converges.

6.2. General approximation strategy. The algorithm requires W ∈ Wn for
some n ∈ N. If this is not the case, but W is continuous and has a finite number of
zeros, then the strategy would be to first construct an approximating analytic spectral
density (which need not be rational) in L∞

n×n. Then we apply the spectral factorization
algorithm to the approximation to obtain an approximate CSF of Φ(W ). The fact
that the analytic approximation does not have to be rational affords us flexibility in
choosing a set of basis functions for the approximation.

6.3. Heuristic scheme for selection of spectral zeros. In Theorem 6.3 we
gave an explicit condition on the spectral zeros z1, z2, . . . for the spectral factorization
algorithm to converge, and we mentioned a particular situation when this condition is
automatically met. In the following we give an intuitive heuristic scheme for choosing
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z1, z2, . . . for scalar W . The idea goes as follows. For each r (including r = 0) we
have at Step 1 that

∫ π

−π

(
Wr(e

iθ) −W (eiθ)
)
dθ = 0. If Wr − W is not identically

zero (for which the algorithm then terminates), then it is easy to show, using the
mean-value theorem of calculus, that ∃θ such that Wr(e

iθ) − W (eiθ) > 0. Since a
zero of Wr can decrease the magnitude of Wr in certain regions of T, the main idea
now is to try to reduce the excess (or overshoot) of Wr over W at a point θr for
which the excess is relatively large (preferably the largest). If W is not symmetric
or θr ∈ {0, π}, then we place a zero at zr = Reiθr (with 0 < R < 1 so that zr ∈ D)

such that Wr−1(z)|z−zr|2
W (z)

∣∣
z=eiθr

= Wr−1(e
iθr )

W (eiθr )
(1 − R)2 = 1. From the last equality we

obtain the required value of R for Step 1. In the case when W is symmetric and
θr /∈ {0, π}, we must place two zeros at zr and z∗r to ensure Wr is also symmet-
ric. By a procedure similar to the symmetric case, we find that a quartic equation

|1−R|2|1−Re−i2θr |2−Wr−1(e
iθr )

W (eiθr )
= 0 must be solved for R and a real solution satisfying

0 < R < 1 is chosen. It is easy to see, since Wr−1(e
iθr )

W (eiθr )
< 1, that the quartic solution

always has such a solution. It is not theoretically guaranteed that spectral zeros cho-
sen by the scheme satisfy the requirements of Theorem 6.3 for convergence. However,
in accordance with Remark 6.1, we may always proceed with the heuristic for a finite
number of steps before terminating the selection by setting zr = 0 for the remaining
iterations. Simulation results, to be given in section 7, indicate however that this
heuristic seems to work reasonably well.

6.4. Reduction of computational time. The computationally intensive part
in the proposed algorithm is Step 2 for computing Rr. This is because the homotopy
continuation algorithms described in [12, 4] involve solving a finite sequence of convex
optimization problems. However, it is important to note that the computation can be
substantially reduced at higher iterations down to solving only one convex optimiza-
tion problem. To see this, consider the case when the algorithm is convergent and
Er = ‖zdrηr∗R

−1
r − zdr−1(ηr−1)∗R

−1
r−1‖∞ → 0 as r → ∞. Since Rr is invertible a.e.

T and supr≥1 ‖Rr‖∞ < ∞, we also have E′
r = ‖zdrηr∗Rr−1 − zdr−1(ηr−1)∗Rr‖∞ → 0

as r → ∞ (by noting E′
r ≤ ‖Rr−1‖∞Er‖Rr‖∞). Assuming for the moment that

zr ∈ R and recalling that ηr(z) = (z − zr)ηr−1(z) and dr = dr−1 + 1, we get that
‖(1− z∗rz)Rr−1 −Rr‖∞ → 0. Therefore, ‖(1− z∗rz)Rr−1 −Rr‖∞ will be small for all
r sufficiently large. In that case, we simply set the homotopy step-size parameter ρ
(resp., λ) in [12] (resp., [4]) to 1 and use the coefficients of (1− z∗rz)Rr−1 as an initial
point in the algorithm for solving the single convex optimization problem which gives
the coefficients of Rr. If zr /∈ R, then replace (1 − z∗rz) with (1 − zrz)(1 − z∗rz). This
reduction scheme can be executed when er ≤ δ for some small δ > 0.

If required, further reduction is possible. We note that the Hessian of the func-
tional to be minimized has a Hankel-plus-Toeplitz structure which can be inverted
(or solved if it is the coefficient matrix in a system of linear equations) with fast al-
gorithms given in [16, 17]. More important, however, is that these algorithms have
parallel (i.e., Schur-type) versions which can be implemented on parallel computers.

7. Numerical examples. In this section we apply the new spectral factoriza-
tion algorithm and heuristic of the last section to compute approximate CSFs of
some rational and nonrational noncoercive spectral densities. In each example, three
different simulations are carried out as follows:

1. Simulation A: The spectral zero selection heuristic is applied at Step 1 until
termination of the algorithm.
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Table 7.1

Simulation results.

Number of Final value Degree of Running time
iterations of er approximation (seconds)

Simulation A 10 4.12909 × 10−5 10 8.53

Simulation B 10 4.14906 × 10−5 10 7.593

Simulation C 151 1.98136 × 10−3 151 73.063
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Fig. 7.1. Plots of Simulation A (left), B (center), C (right): ‖W −Wr‖1 (dashed-dotted lines),
‖Φ(Wr) − Φ(Wr−1)‖2 (circle).

2. Simulation B: The spectral zero selection heuristic is applied at Step 1 for a
finite, prespecified number of steps after which zr is set to 0.

3. Simulation C: All of Initialize is skipped except the computation of c0, zr
is set to 0 in Step 1 for all r, and Rr in Step 2 is computed recursively via the
Szegö–Levinson algorithm. Step 3 is unaltered.

We set ε = 10−4 in all simulations and apply the computational reduction scheme
of section 6.4 in Simulation A and B when er ≤ 10−2 is satisfied. The algorithm was
implemented in MATLAB and executed on a computer with a Pentium 4 processor
with a clock speed of 3.2 GHz and 1 GB of RAM.

Example 7.1. Consider the rational spectral density W (eiθ)= 2+cos θ−2 cos 2θ
24.1−18.9 cos θ+2 cos 2θ

which is noncoercive with a zero at z= − 1. The exact CSF of W is known to
be Φ(W )(z)= −

√
10 (z−2)(z+1)

(z−4)(z−5) . The results of Simulation A, B, and C are shown in

Table 7.1 and Figure 7.1 (in simulation B, only five zeros are selected with the heuristic
scheme). The exact error ‖Φ(W10) − Φ(W )‖2 for Simulation A was 4.74526 × 10−5.

Example 7.2. The Kolmogorov spectral density, which is the spectral density
of a continuous time stochastic process arising in the study of turbulence, is defined
along the imaginary axis as WK(iω;σ) = 1√

1−σ(iω)2
, where σ is a positive parameter.

To use our approach, we first transform the spectral density from the imaginary
axis to the unit circle via the (invertible) bilinear transformation eiθ = 1−iω

1+iω . After

applying the transformation we get a spectral density W d
K on T given by W d

K(eiθ;σ) =√
1+cos θ

1+cos θ+σ(1−cos θ) . Notice that W d
K has a zero at z = −1 and cannot be continued

analytically from that point. Setting σ = 2, we show results from Simulation A, B,
and C are shown in Table 7.2 and Figure 7.2 (in Simulation B, only 10 zeros are
selected with the heuristic scheme).
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Table 7.2

Simulation results.

Number of Final value Degree of Running time
iterations of er approximation (seconds)

Simulation A 22 9.32203 × 10−5 43 239.269

Simulation B 29 9.31331 × 10−5 39 294.741

Simulation C 151 2.11347 × 10−3 151 44.86
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Fig. 7.2. Plots of Simulation A (left), B (center), C (right): ‖W −Wr‖1 (dashed-dotted lines),
‖Φ(Wr) − Φ(Wr−1)‖2 (circles).
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Fig. 7.3. Frequency response of approximate CSF from Simulation A.

Transforming the approximate CSF of Simulation A from the unit circle back to
the imaginary axis gives us the frequency response shown in Figure 7.3.

Example 7.3. The von Karman spectral density [2, p. 73] is the spectral density
of a continuous time stochastic process defined along the imaginary axis as

WvK(iω;σ) = 2σ
1 − 8

3σ
2(1.339)2(iω)2

(1 − σ2(1.339)2(iω)2)
11
6

,

where σ is a positive parameter. It is often used as a substitute for the Kolmogorov
power spectral density of the previous example. After a transformation from the real
line to the unit circle, we obtain a spectral density W d

vK on T given by

W d
vK(eiθ;σ) = 2σ

1 + cos θ + 8
3σ

2(1.339)2(1 − cos θ)

(1 + cos θ + σ2(1.339)2(1 − cos θ))
11
6

(1 + cos θ)
5
6 .
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Table 7.3

Simulation results.

Number of Final value Degree of Running time
iterations of er approximation (seconds)

Simulation A 30 6.54517 × 10−5 49 926.656

Simulation B 47 8.97805 × 10−5 47 1014.2

Simulation C 151 7.98211 × 10−3 151 64.392
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Fig. 7.4. Plots of Simulation A (left), B (center), C (right): ‖W −Wr‖1 (dashed-dotted lines),
‖Φ(Wr) − Φ(Wr−1)‖2 (circles).

W d
vK has a zero at z = −1 and cannot be continued analytically from that point.

Setting σ = 2, the results of Simulation A, B, and C are shown in Table 7.3 and
Figure 7.4 (in Simulation B, only 10 zeros are selected with the heuristic scheme).

Transforming the approximate CSF of Simulation A from the unit circle to the
imaginary axis gives us the frequency response as shown in Figure 7.5.

All examples show that both Simulations A and B give better results than Sim-
ulation C (the Szegö–Levinson algorithm). Despite producing an approximation of
substantially higher order, Simulation C gives a final error er of magnitude 102 higher,
and it would seem many hundred more iterations are required to achieve er < 10−4

as in Simulations A and B. In Example 7.1 for a simple second-order spectral factor,
Simulation C also runs much longer. Simulation A runs faster than B but gives an
approximation of slightly higher degree. The latter is not unexpected since Simulation
B selects more real-valued zeros (i.e., at the origin). The simulations do suggest that
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Fig. 7.5. Frequency response of approximate CSF from Simulation A.
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the heuristic is practically useful and quite effective, regardless of whether a limited
or indefinite number of spectral zeros is selected.

8. Conclusions and further research. This paper makes three primary con-
tributions. First and foremost, we have derived a set of sufficient, easy to verify
conditions for uniform log-integrability of a sequence of matrix-valued spectral den-
sities. Second, we establish theoretical results on the existence of certain approxi-
mating rational sequences for a class of matrix-valued spectral densities. Finally, we
propose a new spectral factorization algorithm for a more specific class of matrix-
valued spectral densities based on degree constrained rational covariance extensions,
and establish convergence results. Our approach does not require the spectral den-
sity to be coercive. There is freedom to choose a sequence of spectral zeros in the
algorithm, and a heuristic has been proposed for choosing them. The performance
of the new algorithm is demonstrated in a number of numerical examples, where it
performed favorably compared to the popular Szegö–Levinson algorithm/maximum
entropy method. In particular, the algorithm was successfully applied to the non-
rational and noncoercive Kolmogorov and von Karman spectral densities. Possible
topics for future research include development of fast algorithms for computing de-
gree constrained covariance extensions, relaxations of the conditions of this paper,
and development of better heuristics for selection of spectral zeros.

The results and algorithm of this paper may be useful in applications in which
spectral factorization plays a prominent role, such as in computation of approximate
solutions of algebraic Riccati equations (AREs) in optimal control of linear systems,
or in which signals with nonrational power spectra is a central theme (e.g., control of
aircraft subject to windgust, adaptive optics, and laser scintillation [2]). It may also
prove to be useful in spectral estimation and system identification research.
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Abstract. An optimal control problem for the equations governing the stationary problem of
magnetohydrodynamics (MHD) is considered. Control mechanisms by external and injected currents
and magnetic fields are treated. An optimal control problem is formulated. First order necessary
and second order sufficient conditions are developed. An operator splitting scheme for the numerical
solution of the MHD state equations is analyzed.
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1. Introduction. Magnetohydrodynamics, or MHD, deals with the mutual in-
teraction of electrically conducting fluids and magnetic fields. In particular the mag-
netic field interacts with the current in the fluid by exerting a Lorentz force. This
feature renders it phenomenally attractive for exploitation, especially in metallurgical
processes. The Lorentz force offers a unique possibility of generating a volume force
in the fluid and hence to control its motion in a contactless fashion and without any
mechanical interference. Therefore MHD technology is used routinely today by engi-
neers, for instance, to stir molten metals during solidification, dampen their undesired
convection-driven flow during casting, filter out impurities, and melt and even levitate
metals.

With the present paper, we wish to contribute to the application of the power-
ful methods from mathematical optimization to compute tailored magnetic fields for
MHD flow control. Although this work intends primarily to lay the mathematical
foundations of MHD optimal control, we believe we have chosen a problem setup of
practical relevance, allowing our results to be directly exploited in numerical methods
and applications.

Before we turn to the problem description, let us put our work into perspec-
tive. Throughout we always refer to stationary incompressible MHD involving vis-
cous fluids. Instationary problems will require an investigation in their own right,
and compressible MHD mostly occurs in the realm of plasma physics, whereas we
focus on the engineering aspects of MHD. While a remarkable amount of attention
in the past decade was devoted to the analysis of optimal control of the Navier–
Stokes equations (see, e.g., [9, 10, 11, 14] and the references therein), we are aware
of only a few contributions so far concerning the optimal control of the MHD system
[13, 16, 17, 18, 19, 24]. The majority of these papers treat the case of low magnetic
Reynolds numbers or use either the velocity-potential or the velocity-magnetic field
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formulation, which both result in the necessity of using artificial boundary condi-
tions. The MHD state equations alone have been investigated in a number of papers,
including [22, 21, 12].

We organized the material as follows: In the remainder of this section, we briefly
recall the stationary MHD state equations and their velocity-current formulation. In
section 2 the variational form of the state equations following [22] are introduced. Our
main results are given in section 3, where we consider an optimal control problem for
the MHD system. We derive the first order necessary optimality system and establish
second order sufficient conditions. In section 4, we analyze an operator splitting
scheme for the solution of the MHD state equation which makes use of existing solvers
for the Navier–Stokes equations and div-curl systems. We conclude with an outlook
on follow-up work in section 5.

Essentially, the MHD system consists of the Navier–Stokes equation with Lorentz
force, yielding the fluid velocity u and its pressure p, plus Maxwell’s equations de-
scribing the interaction of the electric field E and the magnetic field B.1 In the
stationary case, the complete MHD system is given by

∇ · J = 0 ∇×E = 0(1.1)

(charge conservation) (Faraday’s law),

∇ ·B = 0 ∇× (μ−1B) = J(1.2)

(No magnetic monopoles) (Ampère’s Law),

J = σ(E + u×B)(1.3)

(Ohm’s law),

together with the Navier–Stokes system with Lorentz force

�(u · ∇)u− ηΔu + ∇p = J ×B,(1.4)

∇ · u = 0.(1.5)

We refer to [25, 4] for more details. Here μ denotes the magnetic permeability of the
matter occupying a certain point in space, and �, η, and σ denote the fluid’s density,
viscosity, and conductivity. All of these numbers are positive. We emphasize that we
consider μ to be constant throughout space; hence we assume a nonmagnetic fluid
and no magnetic material present in its relevant vicinity.

It is an outstanding feature in magnetohydrodynamics that, from the set of state
variables (u, p,E,B,J), the electric and magnetic fields E and B extend to all of
R

3, whereas the velocity u and pressure p are confined to the bounded region Ω ⊂ R
3

occupied by the fluid. The current density J is defined within the fluid region and
possibly also in external conductors.

Rather than treating the full set of variables (u, p,E,B,J), researchers often
describe MHD systems by a properly chosen subset, which is frequently taken as the
pair of primal variables (u,B). This entails that either B has to be considered on
all of R

3, or that artificial shielding boundary conditions have to be assigned on ∂Ω
so that the coupled system can be considered on the fluid region Ω alone. Physically,
shielding boundary conditions represent a fluid being surrounded on all sides by a
perfectly conducting vessel. Such boundary conditions exclude the control action

1Strictly speaking, B should be called the magnetic induction, while H = μ−1B is the magnetic
field. It is, however, common usage in MHD literature to call B the magnetic field.
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by means of distant magnetic fields. This is an especially attractive feature of MHD
control. In what appear to be the practically more relevant cases, where the outside of
the fluid region Ω is finitely conducting or nonconducting, hence permitting control by
distant magnetic fields, the proper boundary condition for B is an interface condition
requiring B to be continuous across ∂Ω in both its normal and tangential components,
i.e.,

[B]∂Ω = 0,(1.6)

where [·]∂Ω denotes the jump of any quantity when going from the interior of Ω to its
exterior. As a consequence, B has to be considered on all of R

3.
These shortcomings of the (u,B) formulation are not present in the velocity-

current formulation in the variables (u,J) of the state equation system (1.1)–(1.5) as
introduced in [22]. In this formulation, the magnetic field B is eliminated by means

of a solution operator B̃(J) which solves the div-curl system (1.2) for divergence-free
currents J and respects the interface condition (1.6). With the condition that it
vanishes at infinity, the solution is unique. Moreover, the irrotational electric field E
is replaced with its potential φ (unique only up to a constant). In our case of constant

permeability μ, the operator B̃(J) is given by the Biot–Savart law,

B̃(J)(x) = − μ

4π

∫
R3

x− y

|x− y|3 × J(y) dy.(1.7)

Inserting B = B̃(J) into (1.1)–(1.5) results in the velocity-current formulation of the
stationary MHD system,

�(u · ∇)u− ηΔu + ∇p− J × B̃(J) = 0, ∇ · u = 0,(1.8)

σ−1J + ∇φ− u× B̃(J) = 0, ∇ · J = 0(1.9)

for the unknowns (u, p,J , φ). Here u and p and the electric potential φ are confined
to the region Ω occupied by our conducting fluid, while J may additionally extend to
external conductors.

In general, the total magnetic field B is a superposition of the induced magnetic
field B̃(J) and other magnetic fields, for instance, those belonging to permanent mag-
nets or fields generated by given electric currents; see (3.7). We note in passing that
in the case of weakly conducting fluids, such as, for example, salt water, or more
generally, in the case of low magnetic Reynolds numbers Rm = μσul (where u and
l are typical velocity and length scales), the magnetic field associated with the in-

duced current is negligible in comparison with an imposed field [4]. Hence, B̃(J) can
be replaced with a given field B0. We refer to [19, 24, 17] concerning the optimal
control of weakly conducting fluids and to [15] for control approaches concerning the
instationary von Kármán flow for a weakly conducting fluid with given Lorentz force.

2. Function spaces and operators. In this section, we present the proper
functional analytic setting for the stationary MHD problem following [22]. Through-
out, let Ω denote a bounded domain in R

3 with Lipschitzian boundary, and let L2(Ω),
H1(Ω), and H1

0 (Ω) and, in general, W 1,p(Ω) and W 1,p
0 (Ω) denote the usual Sobolev

spaces [1] for 1 < p < ∞. In addition, for l = 1, 2, let V l(R3) stand for the completion
of H l(R3) with respect to the seminorm which measures only the lth order derivatives
[21]. Furthermore, H1/2(∂Ω) is the trace space of H1(Ω), endowed with the norm

‖φ‖H1/2(∂Ω) = inf ‖Φ‖H1(Ω),
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where the infimum extends over all Φ whose trace coincides with φ. The norm duals
of H1

0 (Ω) and H1/2(∂Ω) are H−1(Ω) and H−1/2(∂Ω), respectively. The norm dual of
W 1,p

0 (Ω) is W−1,p′
(Ω), where p′ is the dual of p, i.e., p′ = p/(p−1). Boldface notation

indicates the triple Cartesian product of a space with itself, e.g., L2(Ω) = [L2(Ω)]3,
and the symbol L2

div(Ω) denotes the subspace of divergence-free (solenoidal) functions
in L2(Ω). Finally, we denote by A� the adjoint of a bounded linear operator A and
by X ′ the dual of a normed linear space X.

We will consider solutions

u ∈ H1(Ω) ∩L2
div(Ω), J ∈ L2

div(Ω),

p ∈ L2(Ω)/R, φ ∈ H1(Ω)/R,

which satisfy (1.8)–(1.9) in variational form. In order to obtain the variational for-
mulation, we multiply (1.8)–(1.9) by smooth test functions (v, q,K, ψ), where v has
zero Dirichlet boundary values. Integration by parts yields

(2.1)

�

∫
Ω

(u · ∇)u · v + η

∫
Ω

∇u : ∇v −
∫

Ω

(∇ · v)P(p)−
∫

Ω

(J × B̃(J)) · v −
∫

Ω

(∇ ·u) q

+ σ−1

∫
Ω

J ·K +

∫
Ω

K · (∇φ) −
∫

Ω

(u× B̃(J)) ·K +

∫
Ω

J · ∇ψ =

∫
∂Ω

j ψ,

where j = J · n denotes the given boundary values in the normal direction for the
current J . In (2.1),

∫
Ω

∇u : ∇v =

3∑
i=1

∫
Ω

∇ui · ∇vi,

and P(p) denotes the projection of p on the functions with zero mean,

P(p) = p− 1

|Ω|

∫
Ω

p.

Based on (2.1), we introduce the bilinear forms

a1(u,v) = η

∫
Ω

(∇u : ∇v), a2(J ,K) = σ−1

∫
Ω

J ·K,

d1(u, p) = −
∫

Ω

(∇ · u)P(p), d2(J , φ) =

∫
Ω

J · (∇φ)

and trilinear forms

b(u,v,w) = �

∫
Ω

(u · ∇)v ·w, c(u,v,w) =

∫
Ω

(u× v) ·w,

where u,v,w ∈ H1(Ω), J ,K ∈ L2(Ω), p ∈ L2(Ω)/R, and φ ∈ H1(Ω)/R. Note that
c is defined on any Lp1(Ω) ×Lp2(Ω) ×Lp3(Ω), where 1/p1 + 1/p2 + 1/p3 = 1.

Let us now turn to the forms introduced above. Besides the obvious continuity
properties, they satisfy the following.
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Lemma 2.1 (LBB conditions [7]). The constraint forms d1 and d2 satisfy the
following Ladyzhenskaya–Babuska–Brezzi (LBB) conditions on H1

0(Ω) × L2(Ω)/R,
and on L2(Ω) ×H1(Ω)/R, respectively:

inf
p∈L2(Ω)/R

sup
u∈H1

0(Ω)

d1(u, p)

‖u‖H1(Ω)‖p‖L2(Ω)/R

≥ β1,

inf
φ∈H1(Ω)/R

sup
J∈L2(Ω)

d2(J , φ)

‖J‖L2(Ω)‖φ‖H1(Ω)/R

≥ β2

for some β1, β2 > 0.
Let us define the following spaces associated with the constraint forms d1 and d2:

V1 = {v ∈ H1
0(Ω) : d1(v, p) = 0 for all p ∈ L2(Ω)/R},

V 0
1 = {Φ1 ∈ H−1(Ω) : 〈Φ1,v〉 = 0 for all v ∈ V1},
V2 = {K ∈ L2(Ω) : d2(K, φ) = 0 for all φ ∈ H1(Ω)/R},
V 0

2 = {Φ2 ∈ L2(Ω)′ : 〈Φ2,K〉 = 0 for all K ∈ V2}.

Note that [26]

V1 = {v ∈ H1
0(Ω) : ∇ · v = 0 on Ω},

V2 = {K ∈ L2(Ω) : ∇ ·K = 0 on Ω and K · n = 0 on ∂Ω}.

Lemma 2.2 (properties of constraint forms). If Φ1 ∈ V 0
1 and Φ2 ∈ V 0

2 , then the
equations

d1(v, p) = 〈Φ1,v〉 for all v ∈ H1
0(Ω),

d2(K, φ) = 〈Φ2,K〉 for all K ∈ L2(Ω)

are uniquely solvable for p ∈ L2(Ω)/R and φ ∈ H1(Ω)/R, and ‖p‖L2(Ω)/R ≤
c1 ‖Φ1‖H−1(Ω) and ‖φ‖H1(Ω)/R ≤ c2 ‖Φ2‖L2(Ω)′ hold for some c1, c2 > 0.

Proof. See [7, Chap. I, Lem. 4.1].
Lemma 2.3 (passing to the limit in c).
(1) Let un ⇀ u in L2(Ω), vn → v in L3(Ω), and w ∈ L6(Ω). Then c(un,vn,w)

→ c(u,v,w).
(2) Let u ∈ L2(Ω), vn → v in L3(Ω), and wn ⇀ w in L6(Ω). Then c(u,vn,wn)

→ c(u,v,w).
Proof. For the first claim, we use the estimate

|c(un,vn,w) − c(u,v,w)| ≤
∣∣∣∣
∫

Ω

(un × (vn − v)) ·w
∣∣∣∣ +

∣∣∣∣
∫

Ω

((un − u) × v) ·w
∣∣∣∣ .

We apply Hölder’s inequality to the first term, using the native norms of all three fac-
tors involved. It converges to zero since‖vn−v‖L3(Ω) converges to zero and ‖un‖L2(Ω)

is bounded by assumption (1). Hölder’s inequality again shows that
∫
Ω
(· × v) ·w is a

continuous linear functional on L2(Ω) so that also the second term converges to zero.
The second claim follows similarly, using the splitting

|c(u,vn,wn) − c(u,v,w)| ≤
∣∣∣∣
∫

Ω

(u× (vn − v)) ·wn

∣∣∣∣ +

∣∣∣∣
∫

Ω

(u× v) · (wn −w)

∣∣∣∣ .



OPTIMAL CONTROL FOR A STATIONARY MHD SYSTEM 1827

Lemma 2.4 (properties of B̃). The following properties hold:

(1) The Biot–Savart operator (1.7) maps any given J ∈ L2(R3) to B̃(J) ∈
V 1(R3). The restriction of B̃(J) to Ω lies in H1(Ω).
In this sense, the Biot–Savart operator defines a continuous linear map be-
tween L2(R3) and H1(Ω), i.e.,

‖B̃(J)‖H1(Ω) ≤ cB‖J‖L2(Ω)

for all J ∈ L2(Ω) and some cB > 0.

(2) If J ∈ L2
div(Ω), then B̃(J) is the unique solution of the div-curl system (1.2)

vanishing at infinity.
The operator B̃ is self-adjoint in L2(R3).

Remark 2.5. Whenever J has compact support, as will be the case in our appli-
cations, B̃(J) belongs to H1(R3). However, it is sufficient for our purpose that the

restriction of B̃(J) to Ω is in H1(Ω), as guaranteed by the lemma.
Proof of Lemma 2.4. Consider the Newton potential

(L0J)(x) = − μ

4π

∫
R3

1

|x− y|J(y) dy,

which defines an isomorphism from L2(R3) to V 2(R3) [21, 3]. One argues that B̃(J) =
∇×L0(J) holds for all J ∈ L2(R3). This implies that B(J) ∈ V 1(R3).

Since V 1(R3) embeds into H1
loc(R

3) [3], claims (1) and (2) follow. Theorem 2.7
and Remark 2.8(b) in [21] imply that (3) holds. To prove self-adjointness, we multiply

B̃(J) by a function C ∈ L2(Ω) and integrate over R
3:∫

R3

C · B̃(J) = − μ

4π

∫
R3

C(x) ·
(∫

R3

x− y

|x− y|3 × J(y) dy

)
dx

= − μ

4π

∫
R3

∫
R3

C(x) ·
(

x− y

|x− y|3 × J(y)

)
dx dy

= − μ

4π

∫
R3

J(y) ·
(∫

R3

C(x) × x− y

|x− y|3 dx

)
dy.

= − μ

4π

∫
R3

J(x) ·
(∫

R3

x− y

|x− y|3 ×C(y) dy

)
dx.

Since the left-hand side by definition equals
∫

R3 J · B̃�(C), we have found B̃�(C) =

B̃(C).
We conclude this section by a compact embedding result whose proof can be

found in [7].
Lemma 2.6 (compact maps and embeddings). For a bounded domain Ω ⊂ R

3

with Lipschitz boundary, the embeddings H1(Ω) ↪→ L6−ε(Ω) and L2(Ω) ↪→ W−1,6−ε(Ω)
are compact for all ε > 0. In addition, the pointwise product map (u, v) 
→ u v is con-
tinuous from H1(Ω) × H1(Ω) to W 1,3/2(Ω), and the latter embeds compactly into
L3−ε(Ω) for all ε > 0.

3. The optimal control problem. We analyze an optimal control problem
for the stationary MHD system motivated by the applications described in [4]. A
typical geometry that we have in mind is depicted in Figure 3.1. We assume that the
electrically conducting fluid, e.g., a liquid metal, is contained in a vessel occupying
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Fig. 3.1. General setup: Fluid region Ω (cube), external conductor Ωinj attached to the fluid
region, and external conductor Ωext separate from the fluid region.

the domain Ω. On part of the boundary ∂Ω, an external conductor Ωinj is attached.
The current distribution in Ωinj is assumed to be known, but its magnitude can be
adjusted. The purpose of such a propulsion device is to drive the fluid in Ω in a desired
way, both through the action of the magnetic field induced by the current in Ωinj and
through the current, which is “injected” into the fluid region Ω through the electrodes
attached to its surface. The same assembly can be found in electromagnetic filtration
devices. Since in some cases it may be undesirable to attach the external conductor
to the surface of the fluid vessel, we included a second conductor Ωext separately from
the fluid region in which, again, the current distribution is given but its magnitude
can be controlled. This external conductor has an impact on the fluid motion in Ω
solely through its induced magnetic field. An assembly in which a number of such coils
is distributed around the fluid vessel can be found, e.g., in electromagnetic stirring
devices [4, 23], albeit their magnetic field is usually amplified by yokes in the coil
centers, which are currently not included in our model in view of the assumption that
the permeability μ is constant. In addition, we allow for another external magnetic
field Bext which is subject to optimization. In practice such a field cannot be shaped
at will. We consider it as originating from a permanent magnet whose field is again
known except for its magnitude, which serves as an optimization parameter.

From (1.8)–(1.9) we recall the stationary MHD system in velocity-current formu-
lation,

�(u · ∇)u− ηΔu + ∇p = J ×B, ∇ · u = 0 on Ω,(3.1)

σ−1J − u×B + ∇φ = 0, ∇ · J = 0 on Ω.(3.2)

We will consider solutions

y = (u, p,J , φ)(3.3)

with

u ∈ H1(Ω) ∩L2
div(Ω), J ∈ L2

div(Ω),

p ∈ L2(Ω)/R, φ ∈ H1(Ω)/R,
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which satisfy (3.1)–(3.2) in variational form, together with the following boundary
conditions:

J · n = J inj · n on ∂Ωinj ∩ ∂Ω,(3.4)

J · n = 0 on ∂Ω \ ∂Ωinj,(3.5)

with the injected current J inj specified below. For the fluid velocity, we impose
Dirichlet boundary conditions

u = h on ∂Ω.(3.6)

For our setup the total magnetic field B is the superposition of the field B̃(J)

induced by the current J inside the fluid domain, the fields B̃(Jext) and B̃(J inj)
induced by the currents in the external conductors (whether or not attached to the
fluid domain), and the magnetic field Bext associated with the permanent magnet,
i.e.,

B = B̃(J) + B̃(Jext) + B̃(J inj) + Bext.(3.7)

We repeat that the external magnetic field Bext and the current fields Jext and J inj

are assumed known except for their magnitude. For instance, in the case of a smooth
wire, the current field simply follows its shape, and thus

Jext = Iext · J̃ext, J inj = Iinj · J̃ inj, Bext = Bext · B̃ext,(3.8)

where

u = (Iext, Iinj, Bext) ∈ R
3(3.9)

is the vector of control variables. Herein, Iext and Iinj denote the adjustable scalar

current strengths and J̃ext and J̃ inj are the given solenoidal current field distributions
in the external conductors Ωext and Ωinj, respectively. In practice, these currents
must be maintained by an adjustable voltage source. Likewise, Bext relates to the
strength of the external magnetic field (associated with a permanent magnet) Bext.
The boundary conditions (3.4)–(3.5), together with Assumption 3.1(3) below, close
the current loop and ensure that the total current J +Jext +J inj is solenoidal on R

3.
The restriction to finite-dimensional controls is motivated by applications. Non-

parametrized distributed current and magnetic fields (Jext,J inj,Bext) ∈ L2
div(Ω) ×(

H1(Ωinj) ∩ L2
div(Ωinj)

)
× V 1(R3) can be used as controls if the norms in the objec-

tive below are adjusted accordingly. Besides technical difficulties, the most significant
change that will occur is in the necessary optimality conditions (3.28) (see Theo-
rem 3.11 below), which will involve Poisson equations.

We are now prepared to state our optimal control problem as follows:

Minimize
αu

2
‖u− ud‖2

L2(Ωu,obs)
+

αB

2
‖B −Bd‖2

L2(ΩB,obs)
+

αJ

2
‖J − Jd‖2

L2(ΩJ,obs)

+
γext

2
|Iext|2 +

γinj

2
|Iinj|2 +

γB
2
|Bext|2(P)

subject to (3.1)–(3.7).

The control objective reflects the goal of steering the fluid velocities and the
magnetic and current fields towards the given desired fields ud, Bd, and Jd, possibly
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only on subdomains Ωu,obs ⊂ Ω, ΩB,obs ⊂ R
3, and ΩJ,obs ⊂ Ω of interest. The desired

fields are L2 functions in their respective domains of definition. One may choose
among those goals by setting the respective weights α equal to zero. The control
weights γ are assumed to be positive. Note that due to the “state times control”
terms u×B (through Ohm’s law (1.3)) and J ×B (the Lorentz force), problem (P)
is a particular type of bilinear control problem.

We shall require the following assumption for the analysis of the MHD system
(3.1)–(3.7).

Assumption 3.1 (problem data).
1. Ω, Ωinj, and Ωext are bounded mutually disjoint domains with C0,1 boundary,

such that Ωinj and Ω have a part of their boundary of positive surface measure
in common; see Figure 3.1.

2. The boundary velocity h ∈ H1/2(∂Ω) satisfies
∫
∂Ω

h · n = 0.

3. J̃ext and J̃ inj are (current) fields in L2
div(Ωext) and H1(Ωinj) ∩ L2

div(Ωinj),

respectively, satisfying
∫
∂Ω∩∂Ωinj

J̃ inj · n = 0.

4. B̃ext is a divergence-free (magnetic) field on R
3 such that its restriction to Ω

lies in L3+ε(Ω) for some ε > 0.

5. The nonzero fields B̃ext, B̃(J̃ext), and B̃(J̃ inj) are linearly independent.

The assumption J̃ inj ∈ H1(Ωinj) implies that the normal trace J̃ inj · n, when
restricted to the intersection ∂Ω ∩ ∂Ωinj and extended by zero, yields a function
j ∈ L2(∂Ω); hence in particular j ∈ H−1/2(∂Ω) holds. The latter is needed to
ensure the existence of a lifting J0 whose normal boundary values coincide with j,
see Lemma 3.2 below. Note that j ∈ H−1/2(∂Ω) can in general not be achieved if

merely J̃ inj ∈ L2
div(Ωinj).

In order to eliminate the boundary conditions for the velocity and current and to
homogenize the problem, we introduce liftings u0 and J0 of the given boundary data
such that

u0 ∈ H1(Ω), u0|∂Ω = h, ∇ · u0 = 0,

J0 ∈ L2(Ω), J0 · n|∂Ω = j, ∇ · J0 = 0,

with

j = J inj · n on ∂Ω ∩ ∂Ωinj and j = 0 on ∂Ω \ ∂Ωinj.(3.10)

Such a lifting exists according to the following lemma. Note that Assumption 3.1(3)
implies that

∫
∂Ω

j = 0 as required in part (b) of Lemma 3.2 below.
Lemma 3.2 (lifting). Let βi be the constants from the LBB condition (Lemma 2.1).

Then we have the following:
(a) For every h ∈ H1/2(∂Ω), there exists u0 ∈ H1(Ω) such that u0|∂Ω = h and

d1(u0, q) = 0 holds for all q ∈ L2(Ω)/R, i.e., ∇ · u0 = 0. Moreover, the map
h 
→ u0 can be chosen linearly and continuously, such that

‖u0‖H1(Ω) ≤ (1 + β−1
1 )‖h‖H1/2(∂Ω)

is satisfied.
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(b) For every j ∈ H−1/2(∂Ω) which satisfies 〈j, 1〉∂Ω = 0, there exists J0 ∈ L2(Ω)
such that d2(J0, ψ) = 〈j, ψ〉∂Ω holds for all ψ ∈ H1(Ω)/R, i.e., ∇ · J0 = 0
and J0 · n = j. Moreover, the map j 
→ J0 can be chosen linearly and
continuously, such that

‖J0‖L2(Ω) ≤ β−1
2 ‖j‖H−1/2(∂Ω)

is satisfied.
Proof. The claim is a consequence of the LBB condition; see [22] for details. Note

that for functions J0 ∈ L2(Ω) such that ∇ · J0 ∈ L2(Ω), the normal trace J0 · n
exists with values in H−1/2(∂Ω) [7].

As a consequence, the fluid velocity and current can be written as

u = u0 + û, J = J0 + Ĵ ,

where û ∈ H1
0(Ω) and Ĵ · n = 0 on ∂Ω. It is important to note that in view of the

current boundary condition (3.4)–(3.5), the lifting J0 depends on the control variable
Iinj. We emphasize this dependence whenever appropriate by writing

J0 = Λ(IinjJ̃ inj · n),(3.11)

meaning that J0 is the lifting, according to Lemma 3.2(b), of the function j in (3.10).
We now consider the homogenized state equation to find

ŷ = (û, p, Ĵ , φ).(3.12)

In its variational form, the homogenized system is given by

a1(û + u0,v) − c(Ĵ + J0,B,v) + b(û + u0, û + u0,v) + d1(v, p) = 0,

d1(û, q) = 0,

a2(Ĵ + J0,K) + c(K,B, û + u0) + d2(K, φ) = 0,

d2(Ĵ , ψ) = 0

(3.13)

for all (v, q,K, ψ) ∈ H1
0(Ω) × L2(Ω)/R ×L2(Ω) ×H1(Ω)/R, where we set

B = B̃(Λ(IinjJ̃ inj · n)) + B̃(Ĵ) + B̃(Jext) + B̃(J inj) + Bext(3.14)

as an abbreviation. The homogeneous solution ŷ is sought in the space

Ŷ = H1
0(Ω) × L2(Ω)/R ×L2(Ω) ×H1(Ω)/R.(3.15)

In its strong form, (3.13) corresponds to

−ηΔû + ρ(û · ∇)û + ρ(û · ∇)u0 + ρ(u0 · ∇)û + ∇p

= ηΔu0 − ρ(u0 · ∇)u0 + J ×B + J0 ×B,

σ−1Ĵ − û×B + ∇φ = −σ−1J0 + u0 ×B

plus the incompressibility conditions ∇· û = 0 and ∇· Ĵ = 0 and boundary conditions
Ĵ · n = 0 and û = 0 on ∂Ω. We note that the velocity boundary condition is
incorporated into the space H1

0(Ω), whereas the boundary condition for the current
is of variational type.
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We now comment on the solvability of (3.13)–(3.14) and thus of the original system
(3.1)–(3.7). As was observed in [22] for the MHD system without Jext and Bext, the
existence of a solution seems to be contingent upon the smallness of the liftings u0

and J0, i.e., smallness of the boundary data h and J inj · n. Note that, while the
Navier–Stokes nonlinearity ρ(û · ∇)û is conservative in the sense that b(û, û, û) = 0,
this is not the case for the bilinear terms J×B and û×B. The existence proof given
in [22] uses the LBB theory [7, Chap. IV, Thm. 1.2], and it is based on a limiting
process of Galerkin approximations. Applying this technique to the present situation
likewise yields solvability, provided that the data h and J inj ·n are sufficiently small.
Under stronger assumptions involving also the remaining controls Jext and Bext,
uniqueness of the solution can be proved using [7, Chap. IV, Thm. 1.3]. In any case,
the required bounds on the data seem not exactly tangible since they involve the
embedding constants of H1(Ω) ↪→ Lp(Ω) and the constant in the Poincaré inequality,

as well as the norms of the lifting operator Λ and the Biot–Savart operator B̃. This
is the reason that we refrain from stating the exact conditions here.

We provide here an alternative existence proof based on the Leray–Schauder fixed
point theorem; see, for instance, [6, p. 222]. Let us define the operator A : Ŷ → Ŷ ′

by its components:

A1(δu, δp, δJ , δφ)(v) = a1(δu,v) + d1(v, δp),

A2(δu, δp, δJ , δφ)(q) = d1(δu, q),

A3(δu, δp, δJ , δφ)(K) = a2(δJ ,K) + d2(K, δφ),

A4(δu, δp, δJ , δφ)(ψ) = d2(δJ , ψ).

We observe that A is an isomorphism since (A1, A2)(·, ·, 0, 0) defined between H1
0(Ω)×

L2(Ω)/R×{0}×{0} and its dual is an isomorphism, and so is (A3, A4)(0, 0, ·, ·), defined
between {0} × {0} ×L2(Ω) ×H1(Ω)/R and its dual; see [22].

Proposition 3.3 (state equation). Suppose that Assumption 3.1 holds and that
‖u0‖H1(Ω) and ‖J0‖L2(Ω) are sufficiently small. Then the homogenized state equa-
tions (3.13)–(3.14), and hence the original system (3.1)–(3.7), possess at least one
variational solution. Every such solution satisfies the a priori bound

‖u‖2
H1(Ω) + ‖J‖2

L2(Ω) ≤ c1 ‖J0‖2
L2(Ω)

(
1 + ‖J0‖2

L2(Ω) + |u|2
)

+ c2 ‖u0‖2
H1(Ω)

(
1 + ‖J0‖2

L2(Ω) + |u|2
)
.(3.16)

Moreover, we have the bound

‖p‖L2(Ω)/R + ‖φ‖H1(Ω)/R ≤ c3

(
‖u‖H1(Ω) + ‖u‖2

H1(Ω) + ‖J‖L2(Ω) + ‖J‖2
L2(Ω)

)
.

(3.17)

Proof. The proof can be found in the appendix.
Remark 3.4. The constants c1 and c2 are of the form ci(1 − ‖J0‖ − ‖u0‖)−1.

From the proof we infer that the larger the viscosity η of the fluid is and the smaller
the conductivity σ is, the larger the liftings u0 and J0 in Proposition 3.3 are allowed
to become, and thus the larger the boundary data h and the control Iinj are allowed
to become.

The variational form of the state equation (3.13) gives rise to the definition of the
PDE constraint operator

e : Ŷ × R
3 → Ŷ ′.(3.18)
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The components e1(ŷ, u)(v), . . . , e4(ŷ, u)(ψ) are defined through the left-hand sides of
(3.13). This concise form of the MHD system

e(ŷ, u) = 0 in Ŷ ′(3.19)

will be used below to argue existence of the Lagrange multipliers in the optimality
system, based on the following results on the linearization of e whose proofs are only
given as necessary.

Lemma 3.5 (linearized PDE constraint). The operator e is infinitely Fréchet
differentiable. Its first order partial derivative with respect to the state variables in
the direction of δy = (δu, δp, δJ , δφ) is given by

(3.20) e1
y(ŷ, u)(δy)(v) = a1(δu,v) − c(δJ ,B,v) − c(Ĵ + Λ(IinjJ̃ inj · n), B̃(δJ),v)

+ b(δu, û+u0,v)+b(û+u0, δu,v)+d1(v, δp),

e2
y(ŷ, u)(δy)(q) = d1(δu, q),

e3
y(ŷ, u)(δy)(K) = a2(δJ ,K)+c(K,B, δu)+c(K, B̃(δJ), û+u0)+d2(K, δφ),

e4
y(ŷ, u)(δy)(ψ) = d2(δJ , ψ),

where we have set again B = B̃(Λ(IinjJ̃ inj · n)) + B̃(Ĵ) + B̃(Jext) + B̃(J inj) + Bext.
As for the control variables, the first order derivative in the direction of δu = (δIext,
δIinj, δBext) is

(3.21)

e1
u(ŷ, u)(δu)(v) = −c(δIinj ·Λ(J̃ inj · n),B,v) − c(Ĵ + Λ(IinjJ̃ inj · n), δIinj ·B̃(Λ(J̃ inj ·n))

+ δIext · B̃(J̃ext) + δIinj · B̃(J̃ inj) + δBext · B̃ext,v),

e2
u(ŷ, u)(δu)(q) = 0,

e3
u(ŷ, u)(δu)(K) = a2(δIinj · Λ(J̃ inj · n),K),

+ c(K, δIinj·B̃(Λ(J̃ inj·n))+δIext·B̃(J̃ext)+δIinj·B̃(J̃ inj)+δBext·B̃ext, û+u0)

e4
u(ŷ, u)(δu)(ψ) = 0.

We note that in its strong form, the system ey(ŷ, u)(δy) = (ē, f̄ , ḡ, h̄) ∈ Ŷ ′ corre-
sponds to

−ηΔδu + ρ(δu · ∇)(û + u0) + ρ((û + u0) · ∇)δu + ∇δp

= δJ ×B + (Ĵ + J0) × B̃(δJ) + ē,

∇ · δu = f̄ ,

σ−1δJ − δu×B − (û + u0) × B̃(δJ) + ∇δφ = ḡ,

∇ · J = h̄.

The first and third components of eu(ŷ, u)δu must be read as

− δIinj · Λ(J̃ inj · n) ×B − (Ĵ + Λ(IinjJ̃ inj · n))

×
(
δIinj · B̃(Λ(J̃ inj · n)) + δIext · B̃(J̃ext) + δIinj · B̃(J̃ inj) + δBext · B̃ext

)
and

σ−1δIinj · Λ(J̃ inj · n) − (û + u0)

×
(
δIinj · B̃(Λ(J̃ inj · n)) + δIext · B̃(J̃ext) + δIinj · B̃(J̃ inj) + δBext · B̃ext

)
,
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respectively.
In preparation for the following proposition, let us define the operator C : Ŷ → Ŷ ′

by its components:

C1(ŷ, u)(δu, δp, δJ , δφ)(v) = −c(δJ ,B,v) − c(Ĵ + J0, B̃(δJ),v) + b(δu, û + u0,v)

+ b(û + u0, δu,v),

C2(ŷ, u)(δu, δp, δJ , δφ)(q) = 0,

C3(ŷ, u)(δu, δp, δJ , δφ)(K) = c(K,B, δu) + c(K, B̃(δJ), û + u0),

C4(ŷ, u)(δu, δp, δJ , δφ)(ψ) = 0.

The quantities u0 and J0 are the liftings according to Lemma 3.2 for given arbitrary
but fixed controls u and boundary data h.

Proposition 3.6 (linearized state equation). For any given ŷ ∈ Ŷ , u ∈ R
3, and

h ∈ H1/2(∂Ω), the linearization with respect to the state variables of the operator e
can be decomposed as

ey(ŷ, u) = A + C(ŷ, u),(3.22)

where A : Ŷ → Ŷ ′ is an isomorphism, independent of (ŷ, u), and C(ŷ, u) : Ŷ → Ŷ ′ is
a compact linear operator.

Proof. The isomorphism property of A has been noted previously; see the defini-
tion of A immediately preceding Proposition 3.3. As for compactness of C, we recall
that B ∈ L3+ε(Ω) (see Lemma 2.4 and Assumption 3.1) and infer from Lemma 2.6
that δJ 
→ δJ × B is compact from L2(Ω) to H−1(Ω). Hence δJ 
→ c(δJ ,B, ·) is

compact from L2(Ω) to H−1(Ω). Similarly, by Lemmas 2.4 and 2.6, δJ 
→ J ×B̃(δJ)

is compact from L2(Ω) to H−1(Ω), and hence δJ 
→ c(J , B̃(δJ), ·) is compact from
L2(Ω) to H−1(Ω). In addition, δu 
→ b(δu, û + u0, ·) and δu 
→ b(û + u0, δu, ·) are

continuous from H1
0(Ω) to L3/2(Ω), which embeds compactly into W−1,3−ε(Ω) for all

ε > 0 and thus into H−1(Ω). This completes the proof of compactness for C1. As for
C3, we let p = 2(3+ε)/(1+ε) < 6 and observe that δu 
→ c(·,B, δu) is continuous from
Lp(Ω) to L2(Ω). In view of the compact embedding H1

0(Ω) ↪→ Lp(Ω), this map is

compact from H1
0(Ω) to L2(Ω). Finally, since δJ 
→ B̃(δJ) is continuous from L2(Ω)

to V 1(Ω), which embeds compactly into L3(Ω), the map δJ 
→ c(·, B̃(δJ), û + u0) is
compact from L2(Ω) to L2(Ω), which completes the proof.

The previous proposition allows us to draw the following conclusions about the
properties of the linearized state operator ey(ŷ, u).

Proposition 3.7 (bounded invertibility of ey(ŷ, u)). Except for a countable set
of (η, σ) values, the operator ey(ŷ, u) is an isomorphism. Moreover, ey(ŷ, u) is an
isomorphism whenever η is sufficiently large and σ is sufficiently small.

Proof. For (ē, f̄ , ḡ, h̄) ∈ Ŷ ′, consider the equation

(A + C(ŷ, u)) (δu, δp, δJ , δφ) = (ē, f̄ , ḡ, h̄)(3.23)

and define A : Ŷ → Ŷ ′ through its coordinates

A1(δu, δp, δJ , δφ)(v) =

∫
Ω

∇δu : ∇v −
∫

Ω

(∇ · v)P(δp),

A2 = A2,

A3(δu, δp, δJ , δφ)(K) =

∫
Ω

δJ ·K +

∫
Ω

K · ∇(δφ),

A4 = A4,
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where (v,K) ∈ H1
0(Ω) × L2(Ω), i.e., A arises from A by setting η = σ = 1. Multi-

plying the first two equations in (3.23) by η−1 and the last two by σ, we find that the
following equation is equivalent to (3.23):

(A + η−1C1 + σC2)(δu, δ̂p, δJ , δ̂φ) = (η−1ē, f̄ , σḡ, h̄),(3.24)

where δ̂p = η−1δp and δ̂φ = σδφ and C1 = (C1, C2, 0, 0)�, C2 = (0, 0, C3, C4)
�. From

the proof of Proposition 3.6 we have that A : Ŷ → Ŷ ′ is an isomorphism and that C1

and C2 are compact operators from Ŷ to Ŷ ′. Moreover, (3.24) is equivalent to

(I + η−1K1 + σK2)(δu, δ̂p, δJ , δ̂φ) = (e, f, g, h),(3.25)

where (e, f, g, h) = A−1(η−1ē, f̄ , σḡ, h̄), and

K1 = A−1C1, K2 = A−1C2.

Hence, K1 and K2 are compact operators in Ŷ . Therefore the spectrum of K1, denoted
by

∑
(K1), consists of 0 and at most countably many eigenvalues, with 0 being the

only possible accumulation point. For −η �∈
∑

(K1) we have

(I + σ(I + η−1K1)
−1K2)(δu, δ̂p, δJ , δ̂φ) = (I + η−1K1)

−1(e, f, g, h).(3.26)

Since (I + η−1K1) has a continuous inverse, we find that (3.26), and hence (3.23) are
solvable if −σ−1 �∈

∑
((I + η−1K1)

−1K2). Since the set of points S := {(η, σ−1) :
−η ∈ Σ(K1),−σ−1 ∈ Σ((I − η−1K1)

−1K2)} is countable in R
2, the first claim fol-

lows. The second claim is a consequence of a Neumann series argument applied to
(3.25).

From the proof of Proposition 3.7 we conclude that ey(ŷ, u), and therefore ex(ŷ, u),
is generically surjective. Lack of surjectivity of ey(ŷ, u) occurs if and only if (η, σ−1) ∈
S. In that case, Fredholm’s alternative provides another way to prove surjectivity of
ex(ŷ, u). Note that eu(ŷ, u) δu can be written in the form

eu(ŷ, u) δu = δIinj ψ1 + δIext ψ2 + δBext ψ3

with ψi ∈ Ŷ ′. In the following proposition, (A + C)� : Ŷ ′ → Ŷ refers to the Hilbert
space adjoint.

Proposition 3.8 (surjectivity of ex(ŷ, u)). If span {ψ1, ψ2, ψ3} ⊇ ker(A + C)�,
then ex(ŷ, u) is surjective.

Proof. Since A : Ŷ → Ŷ ′ is an isomorphism and C is compact, the Fredholm
alternative implies that the range of A + C is closed and R(A + C)⊥ = ker(A + C)�,

with dim ker(A + C)� =: L < ∞. Let {ωi}Li=1 ⊂ Ŷ ′ be a basis for ker(A + C)�,

orthonormalized such that 〈ωi, ωj〉Ŷ ′ = δij . For arbitrary f̂ ∈ Ŷ ′, define f̃ = f̂ −∑L
i=1〈f̂ , ωi〉Ŷ ′ ·ωi. Then f̃ ∈ ker(A+C)�,⊥ and there exists xf̃ such that (A+C)xf̃ =

f̃ . By assumption there exist (δIinj, δIext, δBext) such that eu(ŷ, u)δu = f̂ − f̃ and
the claim follows.

Having established these properties for the stationary MHD system and its
linearization, we now return to the optimal control problem. We recall that we
aim to
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minimize f(ŷ, u) =
αu

2
‖u− ud‖2

L2(Ωu,obs)
+

αB

2
‖B −Bd‖2

L2(ΩB,obs)

+
αJ

2
‖J − Jd‖2

L2(ΩJ,obs)
+

γext

2
|Iext|2 +

γinj

2
|Iinj|2 +

γB
2
|Bext|2(P)

over ŷ ∈ Ŷ and u ∈ Uad

subject to e(ŷ, u) = 0,

where u = û+u0 and J = Ĵ +J0. B is defined in (3.14), and Uad in Assumption 3.9
below. Recall also that the lifting J0, and hence B, depends on the control Iinj. In
order to ensure well-posedness of problem (P), we need the following assumption on
the problem data.

Assumption 3.9 (control problem data). Assume that the boundary data

‖h‖H1/2(∂Ω)

is sufficiently small, and that for some fixed r > 0 and all controls in the set

Uad = {(Iext, Iinj, Bext) ∈ R
3 : |Iinj| ≤ r},

the liftings u0 and J0 = Λ(IinjJ̃ inj · n) allow the existence of a solution to the sta-
tionary MHD system.

In fact, smallness of h and Iinj implies by Lemma 3.2 smallness of u0 and J0,
which in turn implies existence of solutions according to Proposition 3.3.

Proposition 3.10 (existence of a global minimum). Under Assumptions 3.1

and 3.9, problem (P) possesses at least one global optimal solution in Ŷ × Uad.
Proof. The proof follows along the usual lines. We set m = inf f(ŷ, u), where

the infimum extends over all state/control pairs (ŷ, u) ∈ Ŷ × Uad which satisfy the
state equation (admissible pairs). Note that m is nonnegative and finite since f
is nonnegative and the set of admissible pairs is nonempty (Assumption 3.9 and
Proposition 3.3). Now if {(ŷn, un)} is a minimizing sequence, we can infer from the
cost functional that the controls un are bounded in R

3. By the a priori estimate
(3.16), ŷn is bounded in Ŷ . We extract weakly convergent subsequences, still denoted
by index n, such that

ûn ⇀ û in H1
0(Ω), pn ⇀ p in L2(Ω)/R,

Ĵn ⇀ Ĵ in L2(Ω), φn ⇀ φ in H1(Ω)/R,

un → u in R
3.

Note that the lifting u0 is independent of n and that Jn
0 = Λ(IninjJ̃ inj · n) converges

strongly to some J0 in L2(Ω). In order to pass to the limit in e(ŷn, un), we consider
the individual terms in (3.13). For the terms involving the bilinear forms ai and di,
the convergence is evident. In addition, b(ûn, ûn,v) → b(û, û,v) is known from the
theory of Navier–Stokes problems, see [7, Chap. IV, Thm. 2.1]. The convergence of all
terms involving the trilinear form c follows from Lemmas 2.3 and 2.6. Consequently,
the weak limit (ŷ, u) satisfies the state equation e(ŷ, u) = 0, and hence the weak limit

(û+u0, p, Ĵ+J0, φ) satisfies our inhomogeneous MHD system. The claim now follows
from the weak lower semicontinuity of the objective, by which

m ≤ f(ŷ, u) ≤ lim inf
n→∞

f(ŷn, un) = m.
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Theorem 3.11 (optimality system). Let Assumptions 3.1 and 3.9 hold, and let

the state ŷ = (û, p, Ĵ , φ) ∈ Ŷ and control u = (Iext, Iinj, Bext) ∈ Uad constitute a local
optimal pair for problem (P). In addition, let ex(ŷ, u) be surjective. Then there exists
a unique Lagrange multiplier

λ = (v, q,K, ψ) ∈ Ŷ

which satisfies the adjoint equations

a1(δu,v) + b(δu,u,v) + b(u, δu,v) + d1(δu, q) + c(K,B, δu)

+ αu

∫
Ωu,obs

(u− ud) · δu = 0,(3.27a)

d1(v, δp) = 0,(3.27b)

−c(δJ ,B,v) − c(J , B̃(δJ),v) + a2(δJ ,K) + c(K, B̃(δJ),u)

+ d2(δJ , ψ) + αB

∫
ΩB,obs

(B −Bd) · B̃(δJ) + αJ

∫
ΩJ,obs

(J − Jd) · δJ = 0,(3.27c)

d2(K, δφ) = 0(3.27d)

for all (δu, δp, δJ , δφ) ∈ H1
0(Ω) × L2(Ω)/R × L2(Ω) × H1(Ω)/R, and which satisfy

the three scalar optimality conditions

− c(J , B̃(J̃ext),v) + c(K, B̃(J̃ext),u) + γextIext + αB

∫
ΩB,obs

(B −Bd) · B̃(J̃ext) = 0,

(3.28a)

[
− c(J , B̃(J̃ inj),v) + c(K, B̃(J̃ inj),u) + γinjIinj + αB

∫
ΩB,obs

(B −Bd) · B̃(J̃ inj)

(3.28b)

−
〈
J̃ inj · n, ψ

〉
∂Ω∩∂Ωinj

]
(I inj − Iinj) ≥ 0 for all |I inj| ≤ r,

− c(J , B̃ext,v) + c(K, B̃ext,u) + γBBext + αB

∫
ΩB,obs

(B −Bd) · B̃ext = 0.

(3.28c)

Proof. Our proof relies on a classical abstract multiplier result; see, e.g., Maurer
and Zowe [20]. Since f is Fréchet differentiable, e is continuously Fréchet differentiable,
and ex is assumed surjective at (ŷ, u), it follows that there exists a Lagrange multiplier

λ ∈ Ŷ , which satisfies

fy(ŷ, u)(δy) +
〈
λ, ey(ŷ, u)(δy)

〉
= 0 for all δy ∈ Ŷ ,

fu(ŷ, u)(δu− δu) +
〈
λ, eu(ŷ, u)(δu− δu)

〉
≥ 0 for all δu ∈ Uad.

(3.29)

Above, the duality holds in Ŷ × Ŷ ′. It is now straightforward to verify that (3.29) is
nothing else but (3.27)–(3.28).

The elements of the Lagrange multiplier λ are termed the adjoint velocity v,
the adjoint pressure q, the adjoint current density K, and the adjoint potential ψ,
respectively, all defined on Ω.

In order to improve our understanding of the adjoint system (3.27), we also para-
phrase it in its strong form. Exploiting the self-adjointness of the linear Biot–Savart
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operator B̃, we obtain the dual state equations on Ω,

�(∇u)�v − �(u · ∇)v − ηΔv + ∇q −B ×K = −αuχΩu,obs
(u− ud),(3.30)

σ−1K − B̃(K × u + v × J) + ∇ψ −B × v

= −αJχΩJ,obs
(J − Jd) − αBχΩB,obs∩ΩB̃(B −Bd),(3.31)

plus incompressibility conditions

∇ · v = 0 on Ω, ∇ ·K = 0 on Ω(3.32)

and boundary conditions

v = 0 on ∂Ω, K · n = 0 on ∂Ω.(3.33)

The symbol χA denotes the characteristic function of a set A. Note that the controls
Iext, Iinj, and Bext appear (hidden within B) in the adjoint equations (3.27a) and
(3.27c), or in (3.30)–(3.31) for that matter. The reason is that the state equations
(3.1)–(3.2) contain the “state times control” terms u×B (through Ohm’s Law (1.3))
and J ×B (the Lorentz force).

Let us now turn to a condition which ensures the strict local optimality of a given
point (y, u, λ) satisfying the first order optimality condition set forth in Theorem 3.11.
To this end, we define the Lagrangian function for problem (P) as

L(ŷ, u, λ) =
αu

2
‖u−ud‖2

L2(Ωu,obs)
+

αB

2
‖B−Bd‖2

L2(ΩB,obs)
+

αJ

2
‖J −Jd‖2

L2(ΩJ,obs)

+
γext

2
|Iext|2 +

γinj

2
|Iinj|2 +

γB
2
|Bext|2 + a1(û + u0,v) − c(Ĵ + J0,B,v)

+ b(û + u0, û + u0,v) + d1(v, p) − d1(û, q) + a2(Ĵ + J0,K)

+ c(K,B, û + u0) + d2(K, φ) − d2(Ĵ , ψ) +
〈
IinjJ̃ inj · n, ψ

〉
∂Ω∩∂Ωinj

,

where again u = û+u0, J = Ĵ+Λ(IinjJ̃ inj ·n), and B is defined in (3.14). Moreover,
u0 is the fixed lifting of the velocity boundary data h from Lemma 3.2, and B is still
taken according to (3.14). It is readily checked that the following quadratic form is
the Hessian of L with respect to the state/control pair:

L′′(ŷ, u, λ)[(δy, δu)]2 = αu‖δu‖2
L2(Ωu,obs)

+ αJ‖δJ‖2
L2(ΩJ,obs)

+ αB‖δB̃‖2
L2(ΩB,obs)

+ γext|δIext|2 + γinj|δIinj|2 + γB |δBext|2 + 2b(δu, δu,v)

− 2c(δJ , δB̃,v) + 2c(K, δB̃, δu)

with the abbreviation

δB̃ = B̃(δJ) + δIinjB̃(J̃ inj) + δIextB̃(J̃ext) + δBextB̃ext.

Proposition 3.12 (second order sufficient conditions). Suppose that (ŷ, u, λ) sat-
isfies the optimality system consisting of (3.13)–(3.14), (3.27)–(3.28), and that ey(ŷ, u)
is boundedly invertible. If, moreover,

αu‖u− ud‖2
L2(Ωu,obs)

+ αB‖B −Bd‖2
L2(ΩB,obs)

+ αJ‖J − Jd‖2
L2(ΩJ,obs)
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is sufficiently small, then there exists a neighborhood U of (ŷ, u) and κ > 0 such that

f(y, u) ≥ f(ŷ, u) + κ
(
‖u− u‖2 + ‖y − ŷ‖2

Ŷ

)
holds for all (y, u) ∈ U satisfying the state equation. In particular, (ŷ, u) is a strict
local optimum for (P).

Proof. We shall argue that there exists ρ > 0 such that the coercivity condition

L′′(ŷ, u, λ)[(δy, δu)]2 ≥ ρ
(
‖δy‖2

Ŷ
+ |δu|2

)
(3.34)

holds for all (δy, δu) ∈ Ŷ ×R
3, which satisfy the linear MHD system (see Lemma 3.5)

ey(ŷ, u) δy + eu(ŷ, u) δu = 0.(3.35)

The claim then follows from a Taylor series expansion of L at (ŷ, u, λ); see, e.g., [20,
Thm. 5.6]. In fact, since ‖δp‖L2(Ω)/R + ‖δφ‖H1(Ω)/R ≤ c (‖δu‖H1(Ω) + ‖δJ‖L2(Ω))
holds (cf. Lemma 2.2), we need to verify (3.34) only for the components δu and δJ
of δy.

Since ey(ŷ, u) is surjective, e�y(ŷ, u) : Ŷ → Ŷ ′ has closed range and is continuously
invertible on its range [2]. Hence in view of (3.30)–(3.33), there exists κ1 > 0 such
that

‖v‖H1(Ω) + ‖K‖L2(Ω)

≤ κ1

(
αu‖u−ud‖2

L2(Ωu,obs)
+αB‖B−Bd‖2

L2(ΩB,obs)
+αJ‖J−Jd‖2

L2(ΩJ,obs)

)
holds. From (3.35) and the bounded invertibility of ey(ŷ, u), we have

‖δJ‖L2(Ω) + ‖δu‖H1(Ω) ≤ 2‖δy‖Ŷ ≤ κ2|δu|(3.36)

for a constant κ2 > 0 independent of δu ∈ R
3. Hence

|b(δu, δu,v)| ≤ κ3|δu|2‖v‖H1(Ω)

(3.37)

≤ κ1κ3|δu|2
(
αu‖u−ud‖2

L2(Ωu,obs)
+αB‖B−Bd‖2

L2(ΩB,obs)
+αJ‖J−Jd‖2

L2(ΩJ,obs)

)
.

Further there exists κ4 independent of δu such that

|c(δJ , δB̃,v)| + |c(K, δB̃, δu)|
≤ κ4

(
‖δJ‖L2(Ω) + |δu|

) (
‖δJ‖L2(Ω)‖v‖H1(Ω) + ‖K‖L2(Ω)‖δu‖H1(Ω)

)
≤ C

(
αu‖u−ud‖2

L2(Ωu,obs)
+αB‖B−Bd‖2

L2(ΩB,obs)
+αJ‖J−Jd‖2

L2(ΩJ,obs)

)
,

where C = κ1κ2(κ2 + 1)κ4|δu|2. This last estimate, together with (3.36) and (3.37),
implies (3.34).

4. An operator splitting scheme. In this section, we address an operator
splitting scheme for the numerical solution of the MHD state equations (3.13)–(3.14).
Our approach is based on the hypothesis that one wants to decouple the system and
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put to use existing and validated solvers for the Navier–Stokes equations and for div-
curl systems. The same idea can be applied to the adjoint system. Different iterative
schemes for MHD have been proposed; see, for instance [22, 5]. In [5] two decoupling
algorithms for the velocity-magnetic field formulation are discussed and numerical
examples are given. This work contains a stability result for a special geometry
but no convergence analysis. The classical proofs (see, e.g., [8]) for general purpose
decomposition techniques rely on monotonicity of the differential operators, not only
in each variable separately, but also jointly in all variables simultaneously, to obtain
unconditional convergence with respect to the problem data. This behavior is not
possible for MHD systems, and localization naturally leads to smallness requirements.

With this in mind, we analyze the following iterative scheme to compute a solution
of the MHD system for given controls u = (Iext, Iinj, Bext) ∈ Uad and given velocity
boundary data h. As before, u0 and J0 denote the liftings according to Lemma 3.2.

Algorithm 4.1 (operator splitting scheme).

(1) Choose an initial guess Ĵ0∈ L2
div(Ω); set n = 0.

(2) Solve the div-curl system for Bn+1 ∈ V 1(R3),

∇ ·Bn+1 = 0, ∇× (μ−1Bn+1) = Ĵn,

with the interface condition [Bn+1]∂Ω = 0.

(3) Solve the Navier–Stokes system with Lorentz force for ûn+1 ∈ H1
0(Ω) and

pn+1 ∈ L2(Ω)/R,

−ηΔûn+1 + ρ(ûn+1· ∇)ûn+1+ ρ(ûn+1 · ∇)u0 + ρ(u0 · ∇)ûn+1+ ∇pn+1

= ηΔu0 − ρ(u0 · ∇)u0 + (Ĵn+J0) × (Bn+1+B0),

∇ · ûn+1 = 0

with homogeneous Dirichlet boundary data on ∂Ω.

(4) Solve for Ĵn+1∈ L2
div(Ω) and φn+1 ∈ H1(Ω)/R

σ−1Ĵn+1+ ∇φn+1 = (ûn+1+u0) × (Bn+1+B0) − σ−1J0,

∇ · Ĵn+1 = 0

with boundary condition Ĵn+1 · n = 0 on ∂Ω.

(5) Unless ‖Ĵn+1−Ĵn‖L2(Ω) is sufficiently small, increase n and go to (2).

Note that the solution to step (2) is given by the Biot–Savart operator B̃(Ĵn).

In steps (3) and (4), B0 = B̃(J0) + B̃(Jext) + B̃(J inj) + Bext collects the constant
contributions to the total magnetic field. Obviously, instead of computing the liftings
u0 and J0 and repeatedly solving homogeneous problems in steps (3) and (4), one

may directly address the inhomogeneous ones with unknowns ûn+1+u0 and Ĵn+1+J0.
The same applies to the div-curl system in step (2), which yields Bn+1+B0 −Bext if

Ĵn is replaced with Ĵn+J0 + Jext + J inj.
Remark 4.2 (alternative form of step (4)). Note that step (4) in Algorithm 4.1

above is equivalent to the solution of the div-curl system on Ω,

∇ · Ĵn+1 = 0,

∇× (σ−1Ĵn+1) = ∇×
[
(ûn+1+u0) × (Bn+1+B0)

]
−∇× (σ−1J0)
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with boundary condition Ĵn+1 · n = 0 on ∂Ω, provided that the right-hand side is in
L2(Ω). This can be guaranteed if J0, Bext, and ∂Ω are smooth enough.

For the proposed scheme, we have the following conditional convergence result.
Proposition 4.3 (convergence of the operator splitting scheme). Let u ∈ R

3

and h ∈ H1/2(∂Ω) be a given control vector and boundary data and suppose that
η is sufficiently large and σ is sufficiently small. Then there exists ρJ > 0 such
that whenever the initial iterate Ĵ0 ∈ L2

div(Ω) satisfies ‖Ĵ0 + J0‖L2(Ω) < ρJ , then

the iterates (Ĵn, ûn) of Algorithm 4.1 converge in L2(Ω) ×H1(Ω) to the necessarily

unique solution of (3.13)–(3.14) which satisfies ‖Ĵ + J0‖L2(Ω) ≤ ρJ .
Proof. The proof uses the Banach fixed point theorem. This choice is due to the

fact that the nonlinearities in (3.13)–(3.14) are not of strictly monotone or energy
preservation type, so that techniques analogous to those developed for decomposition
methods, e.g., in [8], cannot be used. Let T : L2

div(Ω) → L2
div(Ω) denote the operator

which assigns to Ĵn the value Ĵn+1 defined by steps (2)–(4) of Algorithm 4.1. Let
us denote by ρI a common bound for the inhomogeneities ũ = (Iext, Iinj) and h, i.e.,

|ũ| ≤ ρI and ‖h‖H1/2(∂Ω) ≤ ρI . Given the solenoidal current field Ĵn, we infer from

Lemma 2.4 the existence of Bn+1 satisfying the equations in step (2) and the a priori
estimate

‖Bn+1+B0‖L3(Ω) ≤ c1 μ
(
‖Ĵn + J0‖L2(Ω) + |ũ|

)
+ c1|Bext|.

Here and below, the constants ci are independent of μ, η, σ, iteration index n, and
controls u. Let us further assume that ‖Ĵn+J0‖L2(Ω) ≤ ρJ . Then we have

‖Bn+1+B0‖L3(Ω) ≤ c1
(
μ(ρJ + ρI) + |Bext|

)
.(4.1)

Standard estimates for the Navier–Stokes equations in step (3) imply that

‖ûn+1+u0‖H1(Ω) ≤ μη−1c2

(
‖Ĵn+J0‖2

L2(Ω) + |ũ|2
)

+ c2‖Ĵn+J0‖|Bext| + c2

(
‖h‖H1/2(∂Ω) + ‖h‖2

H1/2(∂Ω)

)
≤ c2

(
μη−1(ρ2

J + ρ2
I) + ρJ |Bext| + ρI + ρ2

I

)
.(4.2)

By Lemma 2.1 and a direct computation (or by [7, Chap. I, Cor. 4.1]), the system

σ−1Ĵ + ∇φ = f on Ω, ∇ · Ĵ = 0 on Ω

with given f ∈ L2(Ω) has a unique solution J ∈ L2
div(Ω) and φ ∈ H1(Ω)/R which

satisfies ‖J‖L2(Ω) ≤ σ ‖f‖L2(Ω). Hence we conclude from step (4) and (4.1) and (4.2)
that

(4.3) ‖Ĵn+1+J0‖L2(Ω) ≤ σ c′3 ‖û
n+1 + u0‖L6(Ω)‖Bn+1 + B0‖L3(Ω)

≤ σ c′3

(
μη−1(ρ2

J + ρ2
I) + ρJ |Bext| + ρI + ρ2

I

)(
μ(ρJ + ρI) + |Bext|

)
+ c′3|Iinj|

≤ σ c3

(
μ2η−1(ρ3

J + ρ3
I) + |Bext|

(
μρJ(ρJ + ρI) + μη−1(ρ2

J + ρ2
I) + ρJ |Bext|

)
+ (ρI + ρ2

I)
(
μ(ρJ + ρI) + |Bext|

))
+ c3|Iinj|.
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Concerning the initialization, note that Ĵ0 can be taken as zero. Then ‖Ĵ0+J0‖L2(Ω)

is bounded by c3|Iinj|. Choosing ρJ := 2c3|Iinj| and assuming that ‖Ĵn+J0‖L2(Ω) ≤ ρJ

by induction, we obtain from (4.3) that ‖Ĵn+1+J0‖L2(Ω) ≤ ρJ , provided that, for
instance, σ is sufficiently small, or μ and |Bext| are sufficiently small. From (4.1) and
(4.2) follows the existence of constants ρB and ρu independent of n such that

‖Bn+B0‖L3(Ω) ≤ ρB and ‖ûn+u0‖H1(Ω) ≤ ρu(4.4)

for all n. To prove that T is a contraction, let Ĵ i ∈ L2
div(Ω), i = 1, 2, and let Ki

be their images under T . Further let Bi and ûi denote the associated magnetic and
velocity fields according to Algorithm 4.1. Then

‖B1 −B2‖H1(Ω) ≤ μ c4‖Ĵ1 − Ĵ2‖L2(Ω).(4.5)

Here and below, the constants are also independent of Ĵ1 and Ĵ2. Moreover, U =
û1 − û2 ∈ H1

0(Ω) satisfies

− ηΔU + ρ(U · ∇)(û1 + u0) + ρ((û2 + u0) · ∇)U + ∇P

= (Ĵ1 − Ĵ2) × (B1 + B0) + (Ĵ2 + J0) × (B1 −B2)

for some P ∈ L2(Ω)/R. This implies that

η‖∇U‖2
L2(Ω) ≤ c5

(
ρu‖∇U‖2

L2(Ω) + ρB‖∇U‖L2(Ω)‖Ĵ1 − Ĵ2‖L2(Ω)

+ ρJ‖∇U‖L2(Ω)‖B1 −B2‖L3(Ω)

)
≤ c5

(
ρu‖∇U‖2

L2(Ω) +
(
ρB + μ c4 ρJ

)
‖∇U‖L2(Ω)‖Ĵ1 − Ĵ2‖L2(Ω)

)
≤ c5

(
ρu‖∇U‖2

L2(Ω) + η/2‖∇U‖2
L2(Ω) +

(
ρB + μ c4 ρJ

)2
/(2η)‖Ĵ1 − Ĵ2‖2

L2(Ω)

)
.

Hence if η is sufficiently large, or ρu is sufficiently small (which can be achieved by μ,
|Bext|, and ρI sufficiently small), we have

‖∇U‖L2(Ω) ≤ c6 η
−1(ρB + μ c4 ρJ)‖Ĵ1 − Ĵ2‖L2(Ω).(4.6)

Finally, we obtain from step (4)

‖K1 −K2‖ ≤ σ c′7

(
‖U‖H1(Ω)‖B1 + B0‖L3(Ω) + ‖û2 + u0‖H1(Ω)‖B1 −B2‖L3(Ω)

)
≤ σ c7

(
η−1ρB(ρB + μρJ) + μ c4 ρu

)
‖Ĵ1 − Ĵ2‖L2(Ω).(4.7)

Hence we conclude that if σ is sufficiently small, or if μ is sufficiently small and η
sufficiently large, then T is a contraction on the ball {J : ‖Ĵ +J0‖L2(Ω) < ρJ}.

5. Conclusion and outlook. In this paper, we have presented and analyzed
an optimal control problem for the stationary MHD system. We derived necessary
and sufficient conditions for local optimal solutions. In addition, we analyzed an
iterative scheme for the numerical solution of the MHD state equations which is
tailored to make use of existing Navier–Stokes and div-curl solvers. We believe that
in the face of industrial MHD applications, there is ample room to extend our results
in several directions. Of particular interest are the cases of instationary MHD flows,
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unknown current densities in external conductors, flows with thermal coupling and
Ohmic heating, and the case of material-dependent magnetic permeability. All of
the above present additional technical difficulties, which are the subject of future
investigations. Finally, devising an efficient numerical algorithm to solve optimal
control problems involving MHD flows presents another challenging task.

Appendix. Proof of Proposition 3.3. Let us define T : Ŷ → Ŷ according to

(δu, δp, δJ , δφ) = T (û, p, Ĵ , φ)

if and only if

A(δu, δp, δJ , δφ) = R(û, p, Ĵ , φ)(A.1)

holds in Ŷ ′. That is, T is the solution operator of a linear PDE, which depends
nonlinearly on the data (û, p, Ĵ , φ). Defining the components of R as

R1(û, p, Ĵ , φ)(v) = c(Ĵ + J0, B̃(J0) + B̃(Ĵ) + B̃(Jext) + B̃(J inj) + Bext,v)

− a1(u0,v) − b(û + u0, û + u0,v),

R2(û, p, Ĵ , φ)(q) = 0,

R3(û, p, Ĵ , φ)(K) = −c(K, B̃(J0) + B̃(Ĵ) + B̃(Jext) + B̃(J inj) + Bext, û + u0)

− a2(J0,K),

R4(û, p, Ĵ , φ)(ψ) = 0,

we easily verify that the solutions to the homogenized problem (3.13)–(3.14) are

exactly the fixed points of T . In view of Proposition 3.6 below, A : Ŷ → Ŷ ′ is
an isomorphism, and hence T is well defined from Ŷ to itself. We now confirm
that T is compact. To this end, we consider a bounded and weakly convergent
sequence (ûn, pn, Ĵn, φn) ⇀ (û, p, Ĵ , φ) in Ŷ . Since the norm in Ŷ ′ of the right-

hand side in (A.1) is a quadratic polynomial in the norms of û and Ĵ , the sequence

(δun, δpn, δJn, δφn) := T (ûn, pn, Ĵn, φn) is bounded in Ŷ and thus possesses a weakly

convergent subsequence in Ŷ , i.e., (δun, δpn, δJn, δφn) ⇀ (δu, δp, δJ , δφ). Using
Lemma 2.3, one confirms that the weak limit (δu, δp, δJ , δφ) satisfies (δu, δp, δJ , δφ) =

T (û, p, Ĵ , φ); i.e., T is weakly continuous. The difference (δun, δpn, δJn, δφn) −
(δu, δp, δJ , δφ) satisfies (A.1) with right-hand side

R(û, p, Ĵ , φ) −R(ûn, pn, Ĵn, φn),

which converges to zero strongly in Ŷ ′, as a straightforward application of Lemmas 2.3,
2.4, and 2.6 shows. Hence T is indeed compact.

Now let (û, p, Ĵ , φ) be a fixed point of s · T for any s ∈ [0, 1]; i.e., (û, p, Ĵ , φ)
satisfies (A.1) with the right-hand side multiplied by s. Testing this system with

(û, p, Ĵ , φ), we obtain

η ‖∇û‖2
L2(Ω) + σ−1‖Ĵ‖2

L2(Ω) = s
(
c(J0,B, û) − c(Ĵ ,B,u0) − b(û,u0, û)

− a1(u0, û) − a2(J0, Ĵ)
)
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with B according to (3.14). By Poincaré’s inequality ‖û‖L2(Ω) ≤ cP ‖∇û‖L2(Ω), one
obtains

(A.2)
η

1 + c2P
‖û‖2

H1(Ω) + σ−1‖Ĵ‖2
L2(Ω) ≤ s

(
c(J0,B, û) − c(Ĵ ,B,u0) − b(û,u0, û)

− a1(u0, û) − a2(J0, Ĵ)
)
.

The application of the Leray–Schauder fixed point theorem requires that the left-
hand side be a priori bounded uniformly in s ∈ [0, 1]. The bound may depend on the
controls (Iext, Iinj, Bext) and the boundary data h. We observe that the right-hand
side in (A.2) is bounded above by

(A.3) ‖J0‖L2(Ω)‖B̃(Ĵ)‖L3(Ω)‖û‖L6(Ω) + ‖Ĵ‖L2(Ω)‖B̃(Ĵ)‖L3(Ω)‖u0‖L6(Ω)

+ ‖∇u0‖L2(Ω)‖û‖2
L4(Ω)

plus a number of terms which are at most linear in ‖û‖ and ‖J‖. The latter can be
treated using Young’s inequality according to the pattern c ‖û‖ ≤ ε ‖û‖2 + c/(4ε),
and ε ‖û‖2 can then be absorbed into the left-hand side of (A.2) for sufficiently small
ε > 0. However, in order for the terms in (A.3) to be likewise absorbed in the left-
hand side of (A.2), the coefficients ‖J0‖L2(Ω), ‖u0‖L6(Ω), and ‖∇u0‖L2(Ω) must be

sufficiently small. In this case, ‖û‖H1(Ω) and ‖Ĵ‖L2(Ω) are indeed a priori bounded
by the right-hand side in (3.16). In view of Lemma 3.2, the same bound holds for the
inhomogeneous solution u and J . Finally, the bounds for the pressure p and potential
φ follow from Lemma 2.2. Hence we conclude the applicability of the Leray–Schauder
theorem which yields the existence of a fixed point of T .
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BARRIER OPTION HEDGING UNDER CONSTRAINTS: A
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Abstract. We study the problem of finding the minimal initial capital needed in order to
hedge without risk a barrier option when the vector of proportions of wealth invested in each risky
asset is constrained to lie in a closed convex domain. In the context of a Brownian diffusion model,
we provide a PDE characterization of the superhedging price. This extends the result of Broadie,
Cvitanic̀, and Soner [Rev. Financial Stud., 11 (1998), pp. 59–79] and Cvitanic̀, Pham, and Touzi
[J. Appl. Probab., 36 (1999), pp. 523–545] which was obtained for plain vanilla options and provides a
natural numerical procedure for computing the corresponding superhedging price. As a by-product,
we obtain a comparison theorem for a class of parabolic PDEs with relaxed Dirichlet conditions
involving a constraint on the gradient.
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1. Introduction. The problem of superhedging under portfolio constraints has
attracted a lot of attention since the seminal work of Cvitanic̀ and Karatzas [6].
One of the original motivations came from the hedging of plain vanilla options with
discontinuous payoffs, such as digital options. For such options the delta and gamma
may take very large values when the remaining maturity is small, which makes them
difficult to delta-hedge.

Within diffusion models, the remarkable result of Broadie, Cvitanic̀, and Soner [4]
shows that the optimal hedge under constraints is obtained by considering the Black–
Scholes-type hedging strategy of some modified payoff. Thus, hedging the original
claim under constraints corresponds to hedging a modified one without constraints.
This is the “face-lifting” procedure. Within the Black–Scholes model, this allows one
to find explicit optimal hedge. In more general Markov diffusion models, an explicit
solution may not be available but the superhedging price can still be characterized
as the solution of some Hamilton–Jacobi–Bellman equation; see Cvitanic̀, Pham, and
Touzi [7] and the review paper Soner and Touzi [16]. In the general semi-martingale
case, no explicit solution is available but a general dual formulation was obtained by
Föllmer and Kramkov [8].

Similar problems may appear for path-dependent options such as barrier options.
For instance, the delta of knock-out barrier options may explode when the maturity
is small and the underlying asset is close to the barrier. This more difficult issue
was recently considered by Shreve, Schmock, and Wystup [12]. In this paper, the
authors solve the problem of hedging a knock-out call option in a one-dimensional
Black–Scholes model under a constraint on the short position, i.e., the proportion of
wealth invested in the risky asset is bounded from below. This result is obtained
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by extending the dual formulation of Cvitanic̀ and Karatzas [6] and by solving the
associated stochastic control problem.

The aim of the present paper is to provide a PDE characterization of the super-
hedging price of barrier-type options. Our model is more general than the one studied
in Shreve, Schmock, and Wystup [12] in two aspects. First, we consider general payoffs
of the form g(τ,Xτ ), where τ is the first exit time of a d-dimensional price process X
from a given domain O. Second, our constraints on the proportions of wealth invested
in the risky assets are described by a rather general closed convex set.

Our derivation of the associated PDE relies on the dual formulation of Cvitanic̀
and Karatzas [6] as in Cvitanic̀, Pham, and Touzi [7]. Here, the main difficulty comes
from the boundary condition on ∂O before maturity, a problem which does not appear
in [7]. As in the vanilla option case, we have to consider as a boundary condition a
“face-lifted” payoff, but in the case of barrier options this is not sufficient. Indeed, the
example considered in Shreve, Schmock, and Wystup [12] shows that the boundary
condition on [0, T )×∂O may not be assumed continuously by the value function, even
when the payoff is “face-lifted” (in their case g = 0 before T ). This implies that this
boundary condition has to be considered in a weak sense.

In this paper, we give an appropriate sense to the boundary condition and show
that the superhedging price is a (discontinuous) viscosity solution of the corresponding
Hamilton–Jacobi–Bellman equation. We also show that it can actually be further
characterized as its smallest viscosity supersolution. Finally, under mild additional
assumptions, we prove a comparison theorem for the associated PDE which ensures
uniqueness of the solution and opens the door to the implementation of a numerical
scheme. Here, the difficulty comes from the constraint on the gradient of the value
function which also appears in the relaxed boundary condition. To the best of our
knowledge, this is the first time that such an equation has been considered.

To conclude this section, we observe that our results could be alternatively ob-
tained by using the direct dynamic principle of [14], which was first used in [15] to
derive the PDEs associated to general stochastic target problems with constraints on
the control process in the case O = R

d; see also [3] for the case of diffusions with
jumps.

The rest of the paper is organized as follows. The superhedging problem and its
dual formulation are presented in section 2. In section 3, we describe the associated
PDE and state our main results. A numerical application is presented in section 4.
The remaining sections contain the proofs.

Notation. All elements x = (xi)i≤d of R
d are identified with column vectors with

Euclidean norm | · | and transposed vector x′. The positive orthant of R
d is denoted

by R
d
+ and the set of d× d matrices by M

d. We write diag [x] to denote the diagonal
matrix of M

d whose ith diagonal element is xi. If y ∈ R
d, we write xy for (xiyi)i≤d,

xy for
∏

i≤d(x
i)y

i

, and xey for (xiey
i

)i≤d, whenever it is well defined. The trace of

M ∈ M
d is denoted by Tr[M ], and |M | denotes its Euclidean norm when viewed as

an element of R
d2

. Given a family (aij)i,j≤d of real numbers, we denote by [aij ]i,j
the matrix A whose component (i, j) is given by aij . The closure of a set E ⊂ R

d is
denoted by Ē, ∂E stands for its boundary, and int(E) for its interior. Given η > 0,
B(x, η) denotes the open ball of radius η centered on x.

Given a smooth function (t, x) ∈ [0, T ] × R
d �→ ϕ(t, x) ∈ R, we denote by Dϕ its

(partial) Jacobian matrix with respect to x and by D2ϕ its (partial) Hessian matrix
with respect to x. All inequalities involving random variables have to be understood
in the P-a.s. sense.
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2. The superhedging price under constraints and its dual formulation.
Throughout this paper, T > 0 is a finite time horizon and W = (Wt)t≤T is a d-
dimensional Brownian motion defined on a complete probability space (Ω,F ,P). We
assume that the P-augmented filtration generated by W , F = (Ft)t≤T satisfies F0 =
{Ω, ∅} and FT = F .

2.1. The barrier option hedging problem. The financial market is composed
of a nonrisky asset B with price process normalized to unity, i.e., Bt = 1 for all t ≤ T ,
and d risky assets X = (X1, . . . , Xd) whose dynamics are given by the stochastic
differential equation

X(t) = X0 +

∫ t

0

diag [X(s)]σ(s,X(s))dWs, t ≤ T ,(2.1)

for some X0 ∈ (0,∞)d. Here, σ : [0, T ]×R
d
+ �→ M

d is assumed to satisfy the following.⎧⎨
⎩

(i) σ is continuous, bounded, and invertible with bounded inverse.
(ii) The map (t, x) ∈ [0, T ] × R

d
+ �→ diag [x]σ(t, x)

is Lipschitz continuous in x, uniformly in t.
(2.2)

Remark 2.1. As usual there is no loss of generality in assuming that X is a local
martingale since, under mild assumptions on the original dynamics, we can always
reduce to this case by passing to an equivalent probability measure. The normalization
B = 1 means that we consider discounted processes, i.e., we take B as a numéraire.

A financial strategy is described by a d-dimensional predictable process π =
(π1, . . . , πd) satisfying the integrability condition∫ T

0

|πt|2dt < ∞ P-a.s.,(2.3)

where πi
t is the proportion of wealth invested at time t in the risky asset Xi. To

an initial capital y ∈ R and a financial strategy π, we associate the induced wealth
process Y π

y defined as the solution on [0, T ] of

(2.4) Y (t) = y +

∫ t

0

Y (s)π′
sdiag [X(s)]

−1
dX(s) = y +

∫ t

0

Y (s)π′
sσ(s,X(s))dWs,

where ′ stands for transposition.
Remark 2.2. Since in our model the financial strategies are described by the

proportions of total wealth invested in each risky asset, the no-bankruptcy condition
always holds provided that the initial wealth is nonnegative. Indeed, it is clear from
(2.4) that for y ≥ 0, the induced wealth process satisfies Y π

y (t) ≥ 0 for all t ∈ [0, T ]
almost surely.

The constraints on the portfolio strategy are described by a closed convex set
K ⊂ R

d. We say that a financial strategy π is admissible if it satisfies, in addition to
the condition (2.3), the constraint

π ∈ K dt× d P-a.e.,(2.5)

and we denote by K the set of admissible financial strategies. Throughout this paper,
we shall assume that

0 ∈ K 
= R
d .(2.6)
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The left-hand side condition just means that 0 ∈ K, while the inequality is natural
since otherwise there would be no constraint on the portfolio.

The barrier option is described by a map g defined on [0, T ] × R
d
+ and an open

domain O of R
d such that

(2.7) g ≥ 0 on Ō ∩ R
d
+ and g = 0 on [0, T ] × Ōc ,

where Ōc := (0,∞)d \ Ō. The buyer of the option receives the payment g(τ,X(τ)) at
the (stopping-)time τ defined as the first time when X exits O if this occurs before
T and T otherwise:

τ := inf{t ∈ [0, T ] : X(t) /∈ O} ∧ T ,

with the usual convention inf ∅ = ∞. The superreplication cost under constraint of
the claim g(τ,X(τ)) is thus defined as

v(0, X0) := inf
{
y ∈ R+ : Y π

y (τ) ≥ g(τ,X(τ)) for some π ∈ K
}

.(2.8)

Remark 2.3. The condition g = 0 on [0, T ] × Ōc can be seen as a convention.
Indeed, it is clear that v(0, X0) does not depend on the value of g on this set when
X0 ∈ Ō, while for X0 ∈ Ōc the problem has no interest.

Hereafter we present examples of barrier options which fit into our framework.
Example 2.1. Up-and-out call. Let d = 1. The payoff of an up-and-out call on a

single asset X1, with strike price κ and knock-out barrier B, is equal to

(
X1(T ) − κ

)+
1{max0≤t≤T X1(t)<B} .

In our framework this corresponds to O = (−∞, B) and g(t, x) = t(x−κ)+1{t=T,x<B}.
Example 2.2. Down-and-out basket put option. A basket option is an option whose

payoff depends on a weighted average of a set of underlying values. Letting d = 2, we
consider the down-and-out barrier option whose payoff is given by

(
κ− X1(T ) + X2(T )

2

)+

1{min0≤t≤TX1(t)+X2(t)>2B} .

In our framework this corresponds to O =
{
x ∈ (0,∞)2 , x1 + x2 > 2B

}
and g(t, x)

= (κ− x1+x2

2 )+1{t=T,x1+x2>2B}.

2.2. The dual formulation. The dual formulation for hedging problems under
general convex constraint was first established by Cvitanic̀ and Karatzas [6] in the
diffusion case and then extended to the semimartingale case by Föllmer and Kramkov
[8]; see also Karatzas and Shreve [10] and the review paper by Soner and Touzi [16].

To state the dual formulation, we first need the characterization of the closed
convex set K in terms of its support function δ. For ρ ∈ Rd set

δ(ρ) = sup
γ∈K

γ′ρ ≥ 0 ,(2.9)

where the last inequality follows from the left-hand side of (2.6), and define

K̃ := {ρ ∈ R
d : δ(ρ) < ∞} ,
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the domain of δ. Observe that the right-hand side of (2.6) implies that K̃ 
= {0}.
Moreover, it is a standard result of convex analysis (see, e.g., [11]) that K can be
characterized in terms of

K̃1 := {ρ ∈ K̃ : |ρ| = 1}

by

γ ∈ K ⇔ H(1, γ) ≥ 0 and γ ∈ int(K) ⇔ H(1, γ) > 0,(2.10)

where

H(u, p) := inf{δ(ρ)u− ρ′p, ρ ∈ K̃1} for (u, p) ∈ R × R
d .

Remark 2.4. Assume for a while that 0 ∈ int(K). Then there is cK > 0 such that
B(0, cK) ⊂ K. Thus, for all ρ ∈ K̃1, cKρ ∈ K and therefore

δ(ρ) ≥ cK > 0 .

The dual formulation is constructed as follows. Let us denote by K̃ the set of
bounded adapted processes ϑ taking values in K̃. To such a process, we associate the
martingale Mϑ defined on [0, T ] as the solution of

Mt := 1 +

∫ t

0

Ms

(
σ(s,X(s))−1ϑs

)′
dWs ;

recall (2.2). We then define the P-equivalent probability measure Q
ϑ by

dQ
ϑ

dP
= Mϑ

T .

It follows from Girsanov’s theorem that the process Wϑ defined by

Wϑ
t = Wt −

∫ t

0

σ(s,X(s))−1ϑsds, t ≤ T ,

is a Brownian motion under Q
ϑ. In the following, we shall denote by E

ϑ the expec-
tation operator associated to Q

ϑ.
To ϑ ∈ K̃, we finally associate the process Eϑ defined by

Eϑ
t := e−

∫ t
0
δ(ϑs)ds, t ≤ T .

Theorem 2.1. The following holds:

v(0, X0) = sup
ϑ∈K̃

E
ϑ
[
Eϑ
τ g (τ,X(τ))

]
.(2.11)

Proof. The above result is a direct consequence of Theorem 6.2 and Remark 6.11
in [10], as follows:

1. First observe that

v(0, X0) = inf
{
y ∈ R+ : Y π

y (T ) ≥ g(τ,X(τ)) for some π ∈ K
}

.

Indeed, it follows from (2.4) and condition (2.3) that, for all y ∈ R+ and π ∈
K, the process Y π

y is a nonnegative local P-martingale on [t, T ]. Hence it is a
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supermartingale and, by taking conditional expectation, Y π
y (T ) ≥ g(τ,X(τ))

implies Y π
y (τ) ≥ g(τ,X(τ)). From this we deduce the first inequality:

v(0, X0) ≤ inf
{
y ∈ R+ : Y π

y (T ) ≥ g(τ,X(τ)) for some π ∈ K
}

.

For the converse inequality, notice that if Y π
y (τ) ≥ g(τ,X(τ)), then Y y,π̃

T ≥
g(τ,X(τ)), where π̃ = π1[s,τ ] belongs to K.

2. Since g ≥ 0 (see (2.7)), it follows from Theorem 6.2 and Remark 6.11 in [10]
that

v(0, X0) = sup
ϑ∈K̃

E
ϑ
[
Eϑ
T g (τ,X(τ))

]
.

Observe that the process Eϑ is positive, nonincreasing in time, and recall that
g ≥ 0; then the last equality leads to (2.11).

In order to derive the PDE characterization of the superhedging price, we shall
use a standard dynamic programming principle for the dual formulation of Theorem
2.1. Before stating it, we need to extend the definition of v to general initial con-
ditions (t, x) ∈ [0, T ] × (0,∞)d. For (t, x) ∈ [0, T ] × (0,∞)d, y ∈ R+, and π ∈ K,
we define (Xt,x, Y

π
t,x,y) as the solution of (2.1)–(2.4) on [t, T ] with initial condition

(Xt,x(t), Y π
t,x,y(t)) = (x, y).

The value function v is then defined on [0, T ] × (0,∞)d by

(2.12) v(t, x) := inf
{
y ∈ R+ : Y π

t,x,y(τt,x) ≥ g(τt,x , Xt,x(τt,x)) for some π ∈ K
}
,

where

τ
t,x

:= inf{s ∈ [t, T ] : Xt,x(s) /∈ O} ∧ T .

Remark 2.5. Observe that for (t, x) ∈ ([0, T ]×∂O)∪ ({T}×Ō), we have v(t, x) =
g(t, x) by construction.

In what follows, we shall denote by Tt,T the set of all stopping times with values

in [t, T ]. Given ϑ ∈ K̃ and t < T , we also set

Et,ϑ
s := Eϑ

s /Eϑ
t for s ≥ t .

The following result is a consequence of Proposition 6.5 in [10].
Proposition 2.1. For all (t, x) ∈ [0, T ) ×O and θ ∈ Tt,T ,

(2.13) v(t, x) = sup
ϑ∈K̃

E
ϑ
[
Et,ϑ
θ v (θ,Xt,x(θ))1θ<τt,x

+ Et,ϑ
τt,x

g
(
τt,x , Xt,x(τt,x)

)
1θ≥τt,x

]
.

Proof. It follows from Proposition 6.5 in [10] that

v(t, x) = sup
ϑ∈K̃

E
ϑ
[
Et,ϑ
θ∧τt,x

v
(
θ ∧ τt,x , Xt,x(θ ∧ τt,x)

)]
,

where by definition of v (see Remark 2.5) v
(
τt,x , Xt,x(τt,x)

)
= g(τt,x , Xt,x(τt,x)). This

provides the required result.

3. The PDE characterization. Our main result consists of a PDE character-
ization of the value function v. Before stating it, we describe the PDE associated to
v and explain in which sense it has to be considered.
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3.1. The associated PDE. Set O∗ = O∩ (0,∞)d. In view of [7] and [17], it is
natural to expect that the value function v is a viscosity solution on

D := [0, T ) ×O∗

of the PDE

min {−Lv , Hv} = 0 ,(3.1)

where for a smooth function ϕ on [0, T ] × R
d
+ we set

Hϕ(t, x) = inf
{
δ(ρ)ϕ(t, x) − ρ′diag [x]Dϕ(t, x), ρ ∈ K̃1

}
,

Lϕ(t, x) =
∂

∂t
ϕ(t, x) +

1

2
Tr

[
a(t, x)D2ϕ(t, x)

]
,

with a defined on [0, T ] × R
d
+ by

a(t, x) := diag [x]σ(t, x)σ(t, x)′diag [x] .

The first part of the equation corresponds to the usual Black–Scholes equation, while
the second part is due to the portfolio constraint. Indeed, assuming that v is smooth
and positive, and writing formally that the hedging portfolio satisfies Y π

y (t) = v(t,X(t)),
we deduce from Itô’s lemma that πt must coincide with diag [X(t)]Dv(t,X(t))/v(t,
X(t)). Since it has to belong to K, the characterization of K given by (2.10) implies
that H(1, diag [X(t)]Dv(t,X(t))/ v(t,X(t))), or equivalently H(v(t,X(t)),diag [X(t)]
Dv(t,X(t))), must be nonnegative.

In order to provide a full characterization of v, it remains to define the boundary
conditions on ∂xD

∗ := [0, T ) × ∂O∗ and ∂TD
∗ := {T} × Ō∗, where

∂O∗ := ∂O ∩ (0,∞)d and Ō∗ := Ō ∩ (0,∞)d .

It is known from [7] (see also [16] and [17]) that the boundary condition on ∂TD
∗ has

to be written as

v = ĝ,(3.2)

where, for x ∈ (0,∞)d,

ĝ(T, x) = sup
ρ∈K̃

e−δ(ρ)g(T, xeρ) .

This corresponds to the “face-lifting” procedure, which was already observed by [4].
This “face-lifting” is due to the portfolio constraint, ĝ being the smallest function
above g which, in a sense, satisfies Dĝ/ĝ ∈ K.

Remark 3.1. Observe that (2.7) allows us to define ĝ(T, ·) on (0,∞)d as

ĝ(T, x) = sup
ρ∈K̃(x,Ō)

e−δ(ρ)g(T, xeρ) ,(3.3)

with the convention sup ∅ = 0 and

K̃(x,E) :=
{
ρ ∈ K̃ : xeρ ∈ E

}
for E ⊂ Ō .(3.4)
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The fact that v satisfy (3.1)–(3.2) in the viscosity sense can be shown by following
the arguments of [7] and is not difficult.

The difficulty comes from the boundary condition on ∂xD
∗. In this paper, we

shall show that g has also to be modified on ∂xD
∗, i.e., replaced by ĝ defined on

[0, T ) × (0,∞)d by

ĝ(t, x) = sup
ρ∈K̃(x,∂O)

e−δ(ρ)g(t, xeρ) ,(3.5)

with the convention sup ∅ = 0. This result is expected and will be obtained under a
smoothness condition on O; see HO below.

But this is only a first step in the derivation of the appropriate boundary condi-
tion. Actually, [12] provides an example of a superhedging price for an up-and-out
call option for which ĝ(t, x) = 0 for t < T and v(t′, x′) does not converge to 0 when
(t′, x′) ∈ D goes to (t, x) ∈ ∂xD

∗. This shows that the constraint on the portfolio
may prevent the value function from assuming the boundary condition continuously
and leads to the natural formulation of a relaxed boundary condition on ∂xD

∗:

min {v − ĝ , Hv} = 0 .(3.6)

However, we shall see in Remark 6.1 below that the above equation has to be corrected
in order to admit a viscosity supersolution and therefore makes sense. Given a smooth
function ϕ, we therefore define

Hdϕ(t, x) = inf
{
δ(ρ)ϕ(t, x) − ρ′diag [x]Dϕ(t, x), ρ ∈ K̃1(x, Ō)

}
,

where, for x ∈ E ⊂ Ō,

K̃1(x,E) :=
{
ρ ∈ K̃1 : ∃ λ0 > 0 s.t. λρ ∈ K̃(x,E) for all λ ∈ [0, λ0]

}
.(3.7)

To sum up, we introduce the operators

Bϕ :=

⎧⎨
⎩

min {−Lϕ , Hϕ} on D ,
min {ϕ− ĝ , Hϕ} on ∂xD

∗ ,
ϕ− ĝ on ∂TD

∗ ,

Bdϕ :=

{
Bϕ on D ∪ ∂TD

∗ ,
min {ϕ− ĝ , Hdϕ} on ∂xD

∗ ,

and we say that a locally bounded function w on D is a discontinuous viscosity solution
of

Bdϕ = 0(3.8)

on D̄∗ := D̄ ∩ ([0, T ] × (0,∞)d) if w∗ and w∗ defined on D̄ as

w∗(t, x) := lim inf
(t̃,x̃)∈D, (t̃,x̃)→(t,x)

w(t̃, x̃) and w∗(t, x) := lim sup
(t̃,x̃)∈D, (t̃,x̃)→(t,x)

w(t̃, x̃)

are, respectively, viscosity super- and subsolutions of Bdϕ = 0 and Bϕ = 0 on D̄∗.
More generally, we shall say that w is a (discontinuous) viscosity supersolution (resp.,
subsolution) of Bϕ = 0 on D̄∗ if w∗ is a supersolution of Bdϕ = 0 (resp., subsolution
of Bϕ = 0) on D̄∗.
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Remark 3.2. Assume that the conditions of Theorem 3.1 below hold. Let us
write Bϕ(t, x) as B(t, x, ϕ(t, x), ∂

∂tϕ(t, x), Dϕ(t, x), D2ϕ(t, x)) and Bdϕ(t, x) similarly.
Then one easily checks that the upper-semicontinuous envelope of Bd as a map on
D̄∗ × R × R × R

d × M
d is given by

(Bd)+(t, x, ϕ(t, x), ∂
∂tϕ(t, x), Dϕ(t, x), D2ϕ(t, x))) = max {Bdϕ(t, x),

min {−Lϕ(t, x),Hϕ(t, x)} } ,

and that its lower-semicontinuous envelope is

(Bd)−(t, x, ϕ(t, x),
∂

∂t
ϕ(t, x), Dϕ(t, x), D2ϕ(t, x))) = min {Bϕ(t, x),−Lϕ(t, x) } .

From the arguments of the proof of Propositions 6.3 and 6.6 below, we deduce that
(Bd)+ϕ = 0 (resp., (Bd)−ϕ = 0) has the same supersolutions as Bdϕ = 0 (resp.,
subsolutions as Bϕ = 0) on D∪ ∂xD

∗ for the terminal condition ϕ = ĝ at T . In other
words, Bd can be viewed as being upper-semicontinuous with lower-semicontinuous
envelope given by B. This justifies the above definition of a viscosity solution of
Bdϕ = 0, and shows that it is in accordance with Definition 7.4 in [5]. This remak
will be used in the example section to prove the convergence of the discretization
scheme we shall consider for a particular example.

3.2. Main results. In order to establish that v is a discontinuous viscosity
solution of (3.8), we shall appeal to the following additional assumptions.

Our first condition concerns the convex set K describing the portfolio constraints.
It is stated in terms of K̃(x,O); recall (3.4).

HK̃: (i) For all x ∈ O, ρ ∈ K̃(x,O) implies λρ ∈ K̃(x,O) for all λ ∈ [0, 1).

(ii) For all x ∈ O, the closure of K̃(x,O) is equal to K̃(x, Ō).

(iii) If (xn)n is a sequence in O such that xn → x ∈ ∂O and ρ ∈ K̃(x, Ō),
then there exists a sequence ρn → ρ such that, up to a subsequence,

ρn ∈ K̃(xn, Ō) for all n ≥ 1.

Remark 3.3. The conditions (i) and (ii) of HK̃ are automatically satisfied when-
ever the set ln(O) = {(ln(xi))i≤d, x ∈ O} is convex. Indeed, we easily check that

in this case, for all x ∈ O, K̃(x,O) is convex, and since 0 ∈ K̃(x,O), this provides
(i). The convexity of ln(O) also implies that if ρ ∈ K̃(x,O) and ρ̄ ∈ K̃(x, Ō), then
λρ + (1 − λ)ρ̄ ∈ K̃(x,O) for all λ ∈ (0, 1). Since 0 ∈ K̃, this shows that for all x ∈ O
the closure of K̃(x,O) contains K̃(x, Ō), while the converse inclusion is obvious.

We shall also impose some regularity assumptions on g.

Hg: (i) g is lower-semicontinuous on [0, T ] × ∂O∗ and on {T} × Ō∗.
(ii) There exist Cg > 0 and γ̄ ∈ K ∩ R

d
+ s.t. |g(·, x)| ≤ Cg (1 + xγ̄) for all x ∈ Ō∗.

(iii) ĝ is upper-semicontinuous on [0, T ] × (0,∞)d and has linear growth.

Under HK̃ and (i)–(ii) of Hg, one can already derive the following qualitative
properties of v.

Proposition 3.1. Assume that HK̃ and (i)–(ii) of Hg hold. Then, for all
(t, x) ∈ D, we have

v(t, x) ≥ 0 ,(3.9)
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and there is a constant C > 0, independent of (t, x), such that

|v(t, x)| ≤ C
(
1 + xγ̄

)
.(3.10)

Moreover, for all (t, x) ∈ D̄,

v∗(t, x) = sup
ρ∈K̃(x,Ō)

e−δ(ρ)v∗(t, xe
ρ) .(3.11)

The proof will be provided in section 5.
In order to derive the appropriate boundary condition on ∂xD

∗, we shall also
need some regularity on the domain O.

HO: There exists a map d : (0,∞)d �→ R such that
(i) {x ∈ (0,∞)d : d(x) > 0} = O∗ .
(ii) {x ∈ (0,∞)d : d(x) = 0} = ∂O∗ .
(iii) For all x ∈ ∂O∗, there exists r > 0 s.t. d ∈ C2(B(x, r)) .

This essentially amounts to saying that O is C2; see [9].
Using HK̃ , Hg, and HO, we can already characterize v not only as a discontinuous

solution of (3.8) but also as its smallest supersolution.
Theorem 3.1. Assume that HK̃ , Hg, and HO hold. Then
(i) v is a discontinuous viscosity solution of (3.8);
(ii) v is lower-continuous on D;
(iii) v∗ is the smallest supersolution of (3.8) in the class of locally bounded func-

tions satisfying (3.10).
Finally, under the following additional assumptions we will be able in section 7

to provide a comparison theorem for (3.8).

H′: (i) Either Ō is bounded or there exists � > 1 s.t. �γ̄ ∈ K ∩ (0,∞)d .
(ii) int(K) 
= ∅ and either 0 ∈ int(K) or Ō ∩ ∂R

d
+ = ∅ .

(iii) For all x ∈ ∂O∗ there exists ρ ∈ K̃1 s.t. Dd(x)
′
diag [x] ρ > 0 .

This will imply our last result, which characterizes v as the unique solution of (3.8)
in a suitable class of functions.

Theorem 3.2. Let the conditions of Theorem 3.1 hold and assume further that
H′ is satisfied. Then

(i) v∗ = v∗ on D̄∗;
(ii) v is continuous on D;
(iii) v is the unique discontinuous viscosity solution of (3.8) in the class of locally

bounded function satisfying (3.10).
Remark 3.4. Recall the examples of barrier options of section 2.
1. If we hedge the up-and-out call of the Example 2.1 with short-sale constraints,

i.e., K = [−α,+∞), with α > 0, then it is easy to verify that all of the
conditions HK̃ , Hg, HO, and H′ hold true.

2. These conditions are also satisfied when we hedge the down-and-out basket
put of the Example 2.2 with a bounded portfolio, i.e., K =

∏2
i=1[−αi, ᾱi],

αi, ᾱi > 0 for i = 1, 2.
Remark 3.5. In [13], the authors consider example 1 of Remark 3.4 within a one-

dimensional Black–Scholes model and use the PDE characterization of Theorem 3.2
to solve the problem explicitly; see [13, section 4.2.1]. They work in a case where
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v is expected to be strictly positive while g = 0 for t < T . They therefore guess
that the condition Hw = 0 should always hold at the boundary. Then they observe
that, in their particular setting, w := Hv actually solves Lϕ = 0 if v does. Since
by construction w = 0 on the boundary, it is easy to guess its explicit form; this is
the price of a barrier option without constraint and a modified terminal payoff. The
equation Hv = w is then solved in v as an ordinary differential equation in x. They
finally verify that this provides a solution to (3.8). This general methodology can be
applied in various particular cases.

Remark 3.6. To conclude this section, let us comment on assumption H′. As
already mentioned, Theorem 3.2 is based on a comparison result for (3.8) stated in
Theorem 7.1 below. A first difficulty in proving this theorem comes from the growth
condition (3.10), which is nonstandard. In the case where Ō is not bounded, the
second assumption in (i) is used to construct a suitable penalty function which allows
us to reduce to a bounded domain. The second difficulty comes from the term Hϕ
appearing in Bϕ. It is handled by using the first assertion of (ii) under which we can
construct a strict supersolution of Hϕ = 0. A third difficulty is due to the fact that
the equation in written only on Ō ∩ (0,∞)d. In the case where Ō ∩ ∂R

d
+ 
= ∅, we

need to introduce another penalty function which permits us to reduce the analysis
to (0,∞)d. We then appeal to the second assertion of (ii). Finally, a major difficulty
comes from the boundary condition on ∂xD

∗, which is written in a weak sense. It is
treated by using condition (iii), which allows us to “avoid” this boundary. We refer to
step 4 of the proof of Theorem 7.1 below for a more detailed discussion of assumptions
(i) and (ii).

4. A numerical application. In this section, we study a numerical scheme for
the resolution of Bdϕ = 0 in the simple example considered in [12]: superhedging of a
knock-out call with a short-sale constraint. The general case will be discussed in the
companion paper [2].

The model corresponds to our general framework with d = 1, σ(t, x) = σ > 0, a
fixed constant, O = (−∞, B), K = [−α,∞), and g(t, x) = [x− κ]+1{t=T, x<B}, with

α > 0, B > κ > 0. In this case K̃ = (−∞, 0], the function ĝ(t, x) is equal to

ĝ(t, x) = e−αθ(x)[xe−θ(x) −K]+1t=T with θ(x) = [− ln(B/x)]+ ,

and all the assumptions of Theorem 3.2 are satisfied.
In order to solve numerically the equation Bdϕ = 0, we propose the following

discretization. We fix a regular grid πh = {ti := (irh) ∧ T, 0 ≤ i ≤ Ih} of [0, T ] and
Ξh := {xi := (ih) ∧ B, 0 ≤ i ≤ Nh} of [0, B]. Here, h > 0 is a fixed parameter,
Nh := inf{k ∈ N : k ≥ B/h}, and Ih := inf{k ∈ N : k ≥ T/rh} with rh = h2. The
approximation vh of v is defined as follows.

1. For i = Ih, we use the boundary condition at t = T to set vh(tIh , xj) =
ĝ(tIh , xj), j = 0, . . . , Nh.

2. For i = Ih − 1, . . . , 0, we use the following procedure:
(a) We initialize: vh(ti, 0) = 0.
(b) Then we solve on j = 1, . . . , Nh the system

vh(ti, xj) =

{
max

{
Ah(vh, i, j) ; Bh(vh, i, j)

}
if j 
= Nh ,

max
{
0 ; Bh(vh, i, j)

}
otherwise ,
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Fig. 1.

with

Ah(vh, i, j) :=
(rh)−1vh(ti+1, xj) + (2h2)−1σ2x2

j (v
h(ti, xj+1) + vh(ti, xj−1))

(rh)−1 + (h2)−1σ2x2
j

,

Bh(vh, i, j) :=
xj h

−1vh(ti, xj−1)

α + xj h−1
,

The initialization of step 2(a) is justified by the continuity of v at 0, which is
easily checked in this simple model by using the dual formulation of Theorem 2.1.
The system given in 2(b) follows from the approximation of H = Hd and L by

Hh(ti, xj , v
h(ti, xj), v

h) = αvh(ti, xj) + xj
vh(ti, xj) − vh(ti, xj−1)

h
,

Lh(ti, xj , v
h(ti, xj), v

h) =
vh(ti+1, xj) − vh(ti, xj)

rh

+
1

2
σ2x2

j

vh(ti, xj+1) + vh(ti, xj−1) − 2vh(ti, xj)

h2
.

Observing that vh is nonnegative and uniformly bounded from above by B, the con-
vergence of the scheme easily follows from Remark 3.2, Theorem 3.2, Remark 7.1
below, and [1].

In Figure 1, we plot the estimation of v obtained with this scheme for σ = 0.3,
κ = 10, B = 20, T = 1 and for α ∈ {0.1, 1, 10}. The relative error is computed
by using the closed-form solution obtained in [12]. We took Nh = 200. We observe
that the estimation is very sharp with a relative error less than 1% in absolute value,
except for small values of X0, for which v is almost equal to 0.

5. Growth and monotonicity properties. In this section, we provide the
proof of Proposition 3.1.

Proof of (3.9)–(3.10). The lower bound of (3.9) is an immediate consequence of
the assumption g ≥ 0 and the dual formulation (2.11). We now prove (3.10). Let
π ∈ K be defined by πt = γ̄ for all t ≤ T . Since σ is bounded (see (2.2)), one easily
checks from the dynamics of the processes X

t,x and Y π
t,x,1 that

1 +

d∏
i=1

(Xi
t,x(u))γ̄

i ≤ C

(
1 +

d∏
i=1

(xi)γ̄
i

)
Y π
t,x,1(u) for all u ∈ [0, T ] P-a.s. ,
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where C > 0 depends only on |γ̄| and the bound on |σ|. Then, after possibly changing
the value of the constant C, Hg-(ii) implies

g(u,Xt,x(u)) ≤ C
(
1 + xγ̄

)
Y π
t,x,1(u) for all u ∈ [0, T ], P-a.s. ,

and since yY π
t,x,1 = Y π

t,x,y for y > 0, we deduce from the last inequality that v(t, x) ≤
C (1 + xγ̄).

Proof of (3.11). Since 0 ∈ K̃(x, Ō), we only have to show that

v∗(t, x) ≥ sup
ρ∈K̃(x,Ō)

e−δ(ρ)v∗(t, xe
ρ) .

1. We first consider the case where (t, x) ∈ D. Since by lower-semicontinuity of
v∗ and (ii) of HK̃

sup
ρ∈K̃(x,O)

e−δ(ρ)v∗(t, xe
ρ) = sup

ρ∈K̃(x,Ō)

e−δ(ρ)v∗(t, xe
ρ) ,

it suffices to show that

v∗(t, x) ≥ sup
ρ∈K̃(x,O)

e−δ(ρ)v∗(t, xe
ρ) .(5.1)

Fix ρ ∈ K̃(x,O) and consider the sequence of processes ϑn in K̃ defined on
[t, T ] by ϑn := nρ1[t,tn] with tn := t+n−1 for n large enough so that tn < T .
By Proposition 2.1

(5.2)
v(t, x) ≥ E

ϑn
[
e−nδ(ρ)(n−1∧(τt,x−t))

(
v (tn, Xt,x(tn))1tn<τt,x

+ g
(
τt,x , Xt,x(τ

t,x)
)
1tn≥τt,x

)]
.

Let Xn be the solution on [t, T ] of

Xn(s) = x +

∫ s

t

diag [Xn(r)]ϑn
r dr +

∫ s

t

diag [Xn(r)]σ(r,Xn(r))dWr

so that Xn(s) = βn
s H

n
s with

(Hn
s )i := E

⎛
⎝ d∑

j=1

∫ s

t

σij(r,Xn(r))dW j
r

⎞
⎠ and βn

s := xe
∫ s
t
ϑn
r dr ,

where E denotes the Doleans–Dade exponential. By Girsanov’s theorem, (5.2)
can be rewritten as

(5.3)
v(t, x) ≥ E

[
e−nδ(ρ)(n−1∧(τn−t)) (v (tn, X

n(tn))1tn<τn

+ g (τn, X
n(τn))1tn≥τn)

]
,

where

τn := inf {s ∈ [t, T ] : Xn(s) /∈ O} ∧ T .

Since σ is bounded (see (2.2)), Hn
τn∧tn → (1, . . . , 1) P-a.s., after possibly

passing to a subsequence. Also observe that

βn
τn∧tn = xeρ[(n(τn−t))∧1] .
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By HK̃ and the assumption ρ ∈ K̃(x,O), it follows that, P-a.s., Xn
τn∧tn ∈ O

and therefore tn < τn for large values of n. In particular,

(Xn(tn),1tn<τn) −→ (xeρ, 1) P-a.s.

Thus, passing to the limit in (5.3) and applying Fatou’s lemma shows the
required result; recall (3.9).

2. We now consider the case where (t, x) ∈ ∂D. Let (tn, xn)n be a sequence in
D that converges to (t, x) such that v(tn, xn) → v∗(t, x). Fix ρ ∈ K̃(x, Ō).
By HK̃ , there is a sequence (ρn)n with values in K̃(xn, Ō) such that ρn → ρ.
Using Step 1 of this proof, we deduce that v(tn, xn) ≥ e−δ(ρn)v∗(tn, xne

ρn).
Passing to the limit shows that v∗(t, x) ≥ e−δ(ρ)v∗(t, xe

ρ) by lower-
semicontinuity of v∗.

Remark 5.1. Fix (t, x) ∈ D̄∗ and assume that (λ0, ρ0) ∈ R+ × K̃ are such that
xeλ0ρ0 ∈ Ō. By HK̃-(i), the map λ ∈ [0, λ0] �→ e−λδ(ρ0)v∗(t, xe

λρ0) is well defined and
it follows from (3.11) that it is nonincreasing.

6. The viscosity solution property. In this section, we provide the proof of
Theorem 3.1. We start with the supersolution and subsolution properties. Then we
use an approximation argument combined with a comparison theorem to prove that
v∗ is the smallest supersolution of (3.8).

6.1. Supersolution property. In this section, we show that v∗ is a superso-
lution of (3.8) on D̄∗. This is a consequence of Propositions 6.1, 6.2, 6.3, and 6.4
below.

Proposition 6.1. Assume that HK̃ and Hg hold. Let (t0, x0) ∈ D̄∗ and ϕ
∈ C2(D̄∗) be such that (t0, x0) is a local minimum on D̄∗ of v∗ − ϕ satisfying (v∗ −
ϕ)(t0, x0) = 0. Then

Hdϕ(t0, x0) ≥ 0 .

Proof. By (3.11), for all ρ ∈ K̃1(x, Ō) and λ > 0 small enough, we must have

ϕ(t0, x0) = v∗(t0, x0) ≥ e−λδ(ρ)v∗(t0, x0e
λρ) ≥ e−λδ(ρ)ϕ(t0, x0e

λρ) .

Thus, dividing by λ and sending λ to 0 leads to the required result.
Remark 6.1. Assume that HO holds and that for all (t0, x0) ∈ D̄∗ and ϕ as in

Proposition 6.1, we have

Hϕ(t0, x0) ≥ 0 .

Let (t0, x0) and ϕ be as in Proposition 6.1 with x0 ∈ ∂O∗. Recall from HO the
definition of the function d and observe that (t0, x0) is also a local minimum of (v∗ −
ϕ)(t, x) + ε−1d(x) on D̄∗ for all ε > 0. Thus, if the above assertion is true, ϕ− ε−1d
must satisfy

δ(ρ)v∗(t0, x0) − ρ′diag [x0]
(
Dϕ(t0, x0) − ε−1Dd(x0)

)
≥ 0 for all ρ ∈ K̃1 .

Now observe that for ρ ∈ K̃1 \ K̃1(x0, Ō), there is a sequence of positive parameters
λn → 0 such that d(x0e

λnρ) < 0 = d(x0) for all n; recall (3.7). This implies that
ρ′diag [x0]Dd(x0) < 0. Hence, sending ε → 0 in the above inequality leads to a
contradiction if K̃1 \ K̃1(x0, Ō) 
= ∅.
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Proposition 6.2. Let (t0, x0) ∈ D and ϕ ∈ C2(D̄∗) be such that (t0, x0) is a
local minimum on D̄∗ of v∗ − ϕ satisfying (v∗ − ϕ)(t0, x0) = 0. Then

−Lϕ(t0, x0) ≥ 0 .(6.1)

Proof. The proof is standard. Let V be a bounded open neighborhood of (t0, x0)
such that (t0, x0) is a minimum on V̄ ∩ D̄∗ of v∗ − ϕ and let (tn, xn)n be a sequence
in V ∩D such that (tn, xn) → (t0, x0) and v(tn, xn) → v∗(t0, x0). For ease of notation
we write (τn, X

n) = (τtn,xn , Xtn,xn). Given a sequence (ηn)n of positive numbers such
that tn + ηn < T for all n, we set

θn := inf {s ∈ [tn, T ] : (s,Xn(s)) /∈ V ∩D} ∧ (tn + ηn) .

Since 0 ∈ K̃, (2.13), the assumption g ≥ 0 (see (2.7)) and the inequality v∗ ≥ ϕ on V
imply that

v(tn, xn) ≥ E
[
ϕ
(
θn, X

n
θn

)
1θn<τn

]
.

Set εn := v(tn, xn)−ϕ(tn, xn) and observe that εn converges to 0 as n goes to infinity.
Moreover, it follows from Itô’s lemma that

εn ≥ E

[∫ θn

tn

Lϕ(s,Xn(s))ds 1θn<τn

]
.(6.2)

Using standard estimates, we then observe that

lim inf
n→∞

E

[
η−1
n

∫ θn

tn

Lϕ(s,Xn(s))ds 1θn<τn

]
≥ Lϕ(t0, x0)

whenever ηn → 0. Thus, choosing (ηn)n such that εn/ηn → 0 and using (6.2) leads
to the required result.

Proposition 6.3. Assume that HK̃ and Hg hold. Then v∗ ≥ ĝ on ∂xD
∗.

Proof.
1. We first prove that for all (t0, x0) ∈ ∂xD

∗ and ϕ ∈ C2(D̄∗) such that

0 = (v∗ − ϕ)(t0, x0) = min
D̄∗

(strict)(v∗ − ϕ) ,

we have

max {v∗(t0, x0) − g(t0, x0) ; − Lϕ(t0, x0)} ≥ 0 .(6.3)

Assume to the contrary that

max {ϕ(t0, x0) − g(t0, x0) ; − Lϕ(t0, x0)} ≤ −2ε(6.4)

for some ε > 0. Let (tn, xn)n be a sequence in D converging to (t0, x0) such
that

v(tn, xn) → v∗(t0, x0) .

By (2.2) and Hg, there is an open ball B centered on (t0, x0) such that

−Lϕ ≤ 0 on B ∩ D̄∗ and ϕ− g ≤ −ε on B ∩ ∂xD
∗ .(6.5)
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Obviously, we can assume that (tn, xn) ∈ B. Set (τn, X
n) = (τtn,xn

Xtn,xn
)

and let θn be the first exit time of (Xn(s))s≥tn from B. Observing that
ξ := min∂B∩D̄(v∗ − ϕ) > 0, using Itô’s lemma and (6.5) one obtains

ϕ(tn, xn) ≤ E [ϕ (τn ∧ θn, X
n(τn ∧ θn))]

≤ −(ε ∧ ξ) + E [g (τn, X
n(τn))1τn≤θn + v (θn, X

n(θn))1τn>θn ] .

Since (ϕ(tn, xn) − v(tn, xn)) → 0 and 0 ∈ K̃, this leads to a contradiction of
(2.13) for n large enough.

2. We now prove that v∗(t0, x0) ≥ g(t0, x0) for all (t0, x0) ∈ ∂xD
∗. To see this,

we assume to the contrary that

v∗(t0, x0) < g(t0, x0)(6.6)

for some (t0, x0) ∈ ∂xD
∗ and work toward a contradiction of (6.3). Let

ϕ ∈ C2(D̄∗) be such that

0 = (v∗ − ϕ)(t0, x0) = min
D̄∗

(strict)(v∗ − ϕ) .

For ε > 0, define φε on D̄∗ by

φε(t, x) = ϕ(t, x) −
(
d(x) − d(x)2

ε

)
,

where d is defined in HO. Since d(x) − d(x)2

ε > 0 when 0 < d(x) < ε, it
follows that (t0, x0) is a strict local minimum of (v∗ − φε) for each ε > 0. By
(6.3) and (6.6), we must therefore have

−Lϕ(t0, x0) + Tr
[
a(t0, x0)D

2d(x0)
]
− 1

ε
Tr [a(t0, x0)Dd(x0)Dd(x0)

′] ≥ 0 ,

which leads to a contradiction of (2.2) when ε tends to 0.
3. In view of step 2 and the definition of ĝ in (3.5), (3.11) concludes the

proof.
Proposition 6.4. Assume that HK̃ and Hg hold. Then v∗(T, ·) ≥ ĝ(T, ·) on Ō∗.
Proof. Fix x0 ∈ Ō∗ and let (tn, xn)n be a sequence in D converging to (T, x0)

such that v(tn, xn) → v∗(T, x0). Set (τn, X
n) = (τtn,xn , Xtn,xn). Since σ is bounded

(see (i) of (2.2)), one easily checks that (τn, X
n(τn)) → (T, x0) P-a.s., after possibly

passing to a subsequence. In view of Hg, it follows that

lim inf
n→∞

(g(τn, X
n(τn))1τn<T + g(T,Xn(T ))1τn=T ) ≥ g(T, x0) .

Since g ≥ 0 by assumption and 0 ∈ K̃, it follows from Fatou’s lemma and (2.11)
that v∗(T, x0) ≥ g(T, x0). The proof is concluded by using (3.11) and recalling the
definition of ĝ(T, ·) in (3.3).

6.2. Subsolution property. In view of Propositions 6.1, 6.2, 6.3, and 6.4, we
already know that v∗ is a supersolution of Bdϕ = 0 on D̄∗. To conclude the proof of
(i) of Theorem 3.1, it remains to show that v∗ is a subsolution of Bϕ = 0 on D̄∗. This
is a consequence of Propositions 6.5, 6.6, and 6.7 below.

Proposition 6.5. Let (t0, x0) ∈ D and ϕ ∈ C2(D̄∗) be such that (t0, x0) is a
local maximum on D̄∗ of v∗ − ϕ satisfying (v∗ − ϕ)(t0, x0) = 0. Then

min {−Lϕ(t0, x0) ; Hϕ(t0, x0)} ≤ 0 .(6.7)
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Proof. The proof is standard. We assume that

(6.8) G(t0, x0) := inf
ρ∈K̃

{−Lϕ(t0, x0) + δ(ρ)ϕ(t0, x0) − ρ′diag [x0]Dϕ(t0, x0)} > 0,

and work towards a contradiction. If (6.8) holds, then it follows from (i) of (2.2) that
there exists some α > 0 such that

G(t, x) > 0 for all (t, x) ∈ B0 := B(t0, α) ×B(x0, α) ⊂ D .(6.9)

Let (tn, xn)n≥0 be a sequence in B0 such that (tn, xn) → (t0, x0) and v(tn, xn) →
v∗(t0, x0). Observe that βn := ϕ(tn, xn)− v(tn, xn) → 0. Set Xn = Xtn,xn and define
the stopping times

θn := T ∧ inf {s ∈ [tn, T ] : (s,Xn(s)) 
∈ B0} .

Let ∂pB0 = [t0, t0+α]×∂B(x0, α)∪{t0+α}×B̄(x0, α) denote the parabolic boundary
of B0 and observe that

0 > −ζ := sup
(t,x)∈∂pB0

(v∗ − ϕ)(t, x) .

Then we deduce from Itô’s lemma applied on ϕ, (6.9), Girsanov’s theorem (see the
discussion in section 2.2), and the above assertion that

v(tn, xn) + βn ≥ ζ + sup
ϑ∈K̃

E
ϑ
[
Eϑ
θnv(θn, X

n(θn))
]
.

Since by construction θn < τtn,xn and βn → 0, we obtain a contradiction of
(2.13).

Proposition 6.6. Assume that HO and Hg hold. Let (t0, x0) ∈ ∂xD
∗ and

ϕ ∈ C2(D̄∗) be such that (t0, x0) is a local maximum on D̄∗ of v∗ − ϕ satisfying
(v∗ − ϕ)(t0, x0) = 0. Then

min {v∗(t0, x0) − ĝ(t0, x0) ; Hϕ(t0, x0)} ≤ 0 .

Proof.
1. By using similar arguments as in the proof of Proposition 6.5, we first obtain

that

min {v∗(t0, x0) − g(t0, x0) ; − Lϕ(t0, x0) ; Hϕ(t0, x0)} ≤ 0 .(6.10)

2. We now proceed by contradiction as in step 2 of the proof of Proposition 6.3
to show that

min {v∗(t0, x0) − g(t0, x0) ; Hϕ(t0, x0)} ≤ 0 .

As usual, we can assume that (t0, x0) is a strict local maximum of v∗ − ϕ on
D̄∗. Assume that for some η > 0,

min

{
v∗(t0, x0) − g(t0, x0) ; inf

ρ∈K̃1

δ(ρ)v∗(t0, x0) − ρ′diag [x0]Dϕ(t0, x0)

}
> η.

Let λ > 0 be a fixed parameter to be chosen later and for ε > 0 set on D̄∗

φε(t, x) = ϕ(t, x) + λd(x) − d2(x)

ε
,
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where d is defined in HO. For x ∈ Ō∗ such that d(x) < ελ we have λd(x) −
d2(x)

ε ≥ 0. It follows that (t0, x0) is a local maximum of v∗ − φε. Moreover,

min

{
v∗(t0, x0) − g(t0, x0) ; inf

ρ∈K̃1

δ(ρ)v∗(t0, x0) − ρ′diag [x0]Dφε(t0, x0)

}
> 0,

for λ > 0 small enough since d(x0) = 0 and therefore Dφε(t0, x0) = Dϕ(t0, x0)
+ λDd(x0)− 2Dd(x0)d(x0)/ε = Dϕ(t0, x0) + λDd(x0). Thus, it follows from
step 1 that we must have

−L(ϕ(t0, x0) + λd(x0)) +
1

ε
Tr [a(t0, x0)Dd(x0)Dd(x0)

′] ≤ 0 .

Sending ε → 0 leads to a contradiction of (i) of (2.2).
Proposition 6.7. Assume that Hg holds. Then v∗(T, ·) ≤ ĝ(T, ·) on Ō∗.
Proof.
1. Let (tn, xn)n be a sequence in D which converges to (T, x0) and such that

v(tn, xn) → v∗(T, x0). Set (τn, X
n) = (τtn,xn , Xtn,xn

). By the dual formula-

tion (2.11), there is some ϑn ∈ K̃ such that

v(tn, xn) ≤ E
ϑn

[
e−

∫ τn
tn

δ(ϑn
s )dsg(τn, X

n(τn))
]

+ n−1 .

Since K̃ is a convex cone, δ is sublinear, and g ≥ 0, it follows that

e−
∫ τn
tn

δ(ϑn
s )dsg(τn, X

n(τn)) ≤ e−δ(
∫ τn
tn

ϑn
s ds)g(τn, X

n(τn))

≤ sup
tn≤t≤T

ĝ
(
t,Xn(t)e−

∫ t
tn

ϑn
s ds

)
by definition of ĝ in (3.3)–(3.5). In view of the above inequalities and the
definition of (tn, xn), it remains to show that

lim sup
n→∞

E
ϑn

[
sup

tn≤t≤T
ĝ (t, Zn(t))

]
≤ ĝ(T, x0) ,(6.11)

where Zn := Xne−
∫ ·
tn

ϑn
s ds solves on [tn, T ]

dZn(t) = diag [Zn(t)]σ(t,Xn(t))dWn
t , Zn(tn) = xn ,

and Wn is a standard Brownian motion under Q
ϑn

, recall the discussion of
section 2.2. Using the boundedness assumption on σ (see (2.2)), we deduce
from standard arguments that there is a constant C > 0 independent of n
such that

E
ϑn

[
sup

tn≤t≤T
|Zn(t) − x0|

]
≤ C

(
|xn − x0| + (T − tn)1/2

)
.

We shall prove in step 2 that for each ε > 0 there is a Lipschitz function Ψε

such that |ĝ(T, x0) − Ψε(T, x0)| ≤ ε and Ψε ≥ ĝ. It follows that, for each ε,
we can find some finite Kε > 0 such that

lim sup
n→∞

E
ϑn

[
sup

tn≤t≤T
ĝ (t, Zn(t))

]
≤ lim sup

n→∞
E
ϑn

[
sup

tn≤t≤T
Ψε (t, Zn(t))

]

≤ Ψε(T, x0) + lim sup
n→∞

Kε

(
|xn − x0| + (T − tn)1/2

)
= Ψε(T, x0) .
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By definition of Ψε this implies that

lim sup
n→∞

E
ϑn

[
sup

tn≤t≤T
ĝ (t, Zn(t))

]
≤ ĝ(T, x0) + ε ,

and the proof of (6.11) is concluded by sending ε to 0.
2. We conclude this proof by constructing the sequence of functions (Ψε)ε>0.

For (t, x) ∈ [0, T ] × (0,∞)d, we define

Gk(t, x) = sup
(s,z)∈[0,T ]×(0,∞)d

[ĝ(s, z) − k (|s− t| + |z − x|)] , k ≥ 1 .

Clearly, Gk ≥ ĝ and Gk is k-Lipschitz. Moreover, taking k large enough, it
follows from the linear growth and upper-semicontinuity assumptions on ĝ
(see Hg) that for all (t, x) ∈ [0, T ]× (0,∞)d, the maximum is attained in the
above definition by some (tk(t, x), xk(t, x)). In particular,

Gk(t, x) = ĝ(tk(t, x), xk(t, x)) − k (|tk(t, x) − t| + |xk(t, x) − x|) ≥ ĝ(t, x) .

Using the linear growth of ĝ again, we deduce that (tk(t, x), xk(t, x)) →
(t, x) as k → ∞ after possibly passing to a subsequence. Since ĝ is upper-
semicontinuous, this also implies that

ĝ(T, x0) ≥ lim sup
k→∞

ĝ(tk(T, x0), xk(T, x0)) ≥ lim sup
k→∞

Gk(T, x0) ≥ ĝ(T, x0) .

We can then choose kε such that |Gkε(T, x0) − ĝ(T, x0)| ≤ ε and set Ψε :=
Gkε .

6.3. Characterization of v∗ as the smallest supersolution. In this section,
we prove that v = v∗ on D and that v∗ is the smallest supersolution of (3.8).

To this end, we introduce a sequence of approximating control problems as follows.
For all η ≥ 1, we define K̃η as the set of elements ρ ∈ K̃ such that |ρ| ≤ η and K̃η as

the set of elements ϑ ∈ K̃ that take values in K̃η. We then define on D̄∗

wη(t, x) = sup
ϑ∈K̃η

E
ϑ
[
Eϑ
τ g

(
τ
t,x

, Xt,x(τ
t,x

)
)]

.(6.12)

It is clear that wη is a nondecreasing sequence, and it follows directly from Theorem

2.1 and the definition of K̃ that

lim
η→∞

↑ wη(t, x) = v(t, x) for all (t, x) ∈ D̄∗ .(6.13)

For η ≥ 1, let us introduce the operator Gη defined for smooth functions by

Gηϕ(t, x) := min
ρ∈K̃η

{−Lϕ(t, x) + δ(ρ)ϕ(t, x) − ρ′diag [x]Dϕ(t, x)} .

Proposition 6.8. Let the conditions Hgand HO hold. Then, for all η ≥ 1, w∗
η

is a viscosity subsolution on D of

Gηϕ(t0, x0) = 0 .(6.14)

Moreover, w∗
η ≤ ĝ on ∂xD

∗ ∪ ∂TD
∗.

Proof. The proof is standard. Set ϕ ∈ C2(D) and let (t0, x0) be a strict global
maximizer of w∗

η − ϕ on D̄∗ such that (w∗
η − ϕ)(t0, x0) = 0.
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1. If (t0, x0) ∈ D, then the result follows from the same arguments as in the
proof of Proposition 6.5.

2. Arguing as in Proposition 6.5 again, we deduce that

min
{
w∗

η(t0, x0) − ĝ(t0, x0) , Gηϕ(t0, x0)
}
≤ 0

if (t0, x0) ∈ ∂xD
∗. The required result is then obtained by arguing as in step

2 of the proof of Proposition 6.6.
3. Since w∗

η ≤ v∗, the inequality w∗
η(T, ·) ≤ ĝ(T, ·) follows from Proposition

6.7.
Proposition 6.9. Assume that Hg holds. Let u (resp., w) be a viscosity subso-

lution (resp., supersolution) of (6.14) on D satisfying the growth condition (3.10). If
u ≤ w on ∂xD

∗ ∪ ∂TD
∗, then u ≤ w on D̄∗.

Proof.
1. Given κ > 0, we set ũ(t, x) = eκtu(t, x) and w̃(t, x) = eκtw(t, x) so that ũ

and ṽ are, respectively, sub- and supersolutions of

G̃ηϕ(t, x) := min
ρ∈K̃η

{(κ + δ(ρ))ϕ(t, x) − Lρϕ(t, x)} = 0 ,

where for ρ ∈ K̃

Lρϕ(t, x) := Lϕ(t, x) + ρ′diag [x]Dϕ(t, x) .

Recall the definition of γ̄ in Hg and set

γ = 2γ̄ ∈ R
d
+, γ̃ = (2, . . . , 2) ∈ (0,∞)d .(6.15)

Define on D̄∗

β(t, x) := eτ(T−t)
(
1 + xγ + xγ̃

)
.

Observing that

∂

∂t
β(t, x) = −τβ(t, x),diag [x]Dβ(t, x) = eτ(T−t)

(
xγγ + xγ̃ γ̃

)
,

Tr
[
a(t, x)D2β(t, x)

]
= eτ(T−t)

(
xγTr [σσ′(t, x)M ] + xγ̃Tr

[
σσ′(t, x)M̃

])

with M := [γi(γi − 1)1i=j + γiγj1i �=j ]ij and M̃ defined similarly, it follows

from (i) of (2.2) and the compactness of K̃η that we can find τ > 0 such that

G̃ηβ(t, x) ≥ 0 on D̄∗ .(6.16)

2. We now argue by contradiction and assume that

sup
D̄∗

(ũ− w̃) > 0 .

2.1. In view of the growth condition on ũ, w̃ and (6.15), we then have

0 < 2m := sup
D̄∗

(ũ− w̃ − 2αβ) < ∞(6.17)
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for α > 0 small enough. For x ∈ D̄∗, set

f(x) =

d∑
i=1

(xi)−2 .(6.18)

Combining the growth condition on ũ, w̃ with (6.15) and the definition of f
implies that, for each ε > 0, the upper-semicontinuous function

Φε := ũ− w̃ − 2(αβ + εf)

admits a maximum (tε, xε) on D̄∗. By (6.17), we can choose ε small enough
so that

Φε(tε, xε) ≥ m > 0 .(6.19)

Let (tε0, x
ε
0) be a sequence in D such that Φε(tε0, x

ε
0) → 2m. By (6.17) and the

definition of (tε, xε), we have

lim inf
ε→0

(2m− 2εf(xε)) ≥ lim inf
ε→0

(ũ− w̃ − 2(αβ + εf))(tε, xε)

≥ lim
ε→0

(ũ− w̃ − 2(αβ + εf))(tε0, x
ε
0)

= 2m .

This shows that

lim sup
ε→0

εf(xε) = lim sup
ε→0

ε

d∑
i=1

(xi
ε)

−2 = 0 ,

which, by (i) of (2.2) and the compactness of K̃η, implies

lim sup
ε→0

sup
ρ∈K̃η

ε (|f(xε)| + |Lρf(xε)|) = 0 .(6.20)

2.2. For (t, x) ∈ [0, T ] × R
d, set Gε(t, x) = |t − tε|4 + |x − xε|4. Given n > 0, it

follows from similar arguments to those above that the map

Φε
n(t, x, y) := ũ(t, x) − w̃(t, y) − n

2
|x− y|2 − α (β(t, x) + β(t, y))

− ε (f(x) + f(y) + Gε(t, x))

also admits a maximum point (tεn, x
ε
n, y

ε
n) ∈ D̄∗ which necessarily satisfies

Φε
n(tεn, x

ε
n, y

ε
n) ≥ Φε

n(tε, xε, xε) = Φε(tε, xε) ≥ m > 0 .(6.21)

Using the growth assumption on u and w, (6.15), and the definition of f
again, one easily checks that this implies that the sequence (tεn, x

ε
n, y

ε
n)n is

bounded and therefore converges, after possibly passing to a subsequence.
Moreover, (6.21) implies that n|xε

n−yεn|2 +εf(xε
n) is bounded. Thus, there is

(t̄ε, x̄ε) ∈ D̄∗ such that (tεn, x
ε
n, y

ε
n) → (t̄ε, x̄ε) and, by the definition of (tε, xε)

and (6.21), we must have

Φε(tε, xε) ≥ Φε(t̄ε, x̄ε)

≥ lim sup
n→∞

(
Φε(t̄ε, x̄ε) −

n

2
|xε

n − yεn|2 − εGε(tεn, x
ε
n)
)

≥ Φε(tε, xε) .
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This shows that, up to a subsequence,
(6.22)
(tεn, x

ε
n) → (tε, xε) ∈ D̄∗ , Φε

n(tεn, x
ε
n, y

ε
n) → Φε(tε, xε) and n|xε

n−yεn|2 → 0

as n → ∞.
3. Since the upper-semicontinuous function u − w is nonpositive on ∂xD

∗ ∪
∂TD

∗, it follows from (6.19) that (tε, xε) ∈ D and that we may assume that
(tεn, x

ε
n, y

ε
n) ∈ [0, T ) × O2 for each n > 0. Using Ishii’s lemma and following

standard arguments (see [5, Theorem 8.3] and the discussion after [5, Theorem
3.2]) we deduce from the viscosity property of ũ and w̃ that for some ρ̂εn in
the compact set K̃η

0 ≤ (κ + δ(ρ̂εn))(w̃(tεn, y
ε
n) − ũ(tεn, x

ε
n)) +

1

2
Tr [a(tεn, x

ε
n)Aε

n − a(tεn, y
ε
n)Bε

n]

+ (ρ̂εn)′diag [xε
n − yεn] qεn

+
{
Lρ̂ε

n(αβ + ε[f + Gε])(tεn, x
ε
n) + Lρ̂ε

n(αβ + εf)(tεn, y
ε
n)
}

,

where

qεn := n(xε
n − yεn)(6.23)

and Aε
n, Bε

n are two symmetric matrices satisfying

−3n

(
Id 0
0 Id

)
≤
(

Aε
n 0

0 −Bε
n

)
≤ 3n

(
Id −Id
−Id Id

)
.(6.24)

Using (6.16), (6.21), (6.22), (6.23), (6.24), and (i) of (2.2), we then deduce
that

0 ≤ −m(κ + δ(ρ̂εn)) + C n|xε
n − yεn|2 − ε(κ + δ(ρ̂εn)) {(f + Gε)(tεn, x

ε
n)

+ f(yεn)} + ε
{
Lρ̂ε

n(f + Gε)(tεn, x
ε
n) + Lρ̂ε

nf(yεn)
}

for some C > 0 independent of n. Sending n to ∞, it follows from the
compactness of K̃η and (6.22) that

0 ≤ −m(κ + δ(ρ̂ε)) + 2ε
{
Lρ̂ε

f(xε) − (κ + δ(ρ̂ε))f(xε)
}

for some ρ̂ε ∈ K̃η. Sending ε to 0 and using (6.20) finally leads to a contra-
diction since κ,m > 0 and δ ≥ 0 by (2.9).

We now conclude the proof of Theorem 3.1.
Proof of (ii) and (iii) of Theorem 3.1. Observe that a supersolution u of Bdϕ = 0

on D̄∗ is also a supersolution of (6.14) on D, and, by Proposition 6.8, satisfies u ≥ wη

on ∂xD
∗ ∪ ∂TD

∗ for all η ≥ 1. In view of Proposition 6.9 and (6.13), it follows that
u ≥ limη→∞ ↑ wη = v on D whenever u satisfies (3.10). In particular, since v∗ is a
supersolution of (3.8) satisfying (3.10) (see Proposition 3.1) we have v∗ ≥ v so that
v∗ = v ≤ u on D and v∗ ≤ u∗ on D̄∗.

7. A uniqueness result. We now proceed with the proof of Theorem 3.2. It is
an immediate consequence of Proposition 3.1, Theorem 3.1, and the following com-
parison result.
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Theorem 7.1. Assume that the conditions of Theorem 3.2 hold. Let u be an
upper-semicontinuous viscosity subsolution of Bϕ = 0 on D̄∗. Assume furthermore
that u satisfies the growth condition (3.10). Then u ≤ v∗ on D̄∗.

Remark 7.1.
1. It will be clear from the proof that the above theorem can be stated as

follows. Let u and w be, respectively, the sub- and supersolution of Bϕ = 0
and Bdϕ = 0 on D ∪ ∂xD

∗ satisfying the growth condition (3.10). Assume
further that w satisfies

For all (t, x) ∈ D ∪ ∂xD
∗ and ρ ∈ K̃1(x, Ō) there exists λ0 > 0

C:
s.t. λ ∈ [0, λ0] �→ w(t, xeλρ)e−λδ(ρ)

is nonincreasing.
Then u ≤ w on ∂TD

∗ implies u ≤ w on D̄∗.
2. One can actually show that any supersolution of Hdϕ = 0 satisfies condition

C. Since it is not useful for our main result, we do not provide the proof,
which is rather long.

3. Combining the above assertions provides a general comparison result for
super- and subsolutions of, respectively, Bdϕ = 0 and Bϕ = 0 on D ∪ ∂xD

∗.
In order to prove Theorem 7.1, we need the following intermediate lemma.
Lemma 7.1. Assume that HO holds. Fix x0 ∈ ∂O∗. If ρ ∈ K̃1 satisfies

Dd(x0)
′
diag [x0] ρ > 0 ,

then there exists some positive parameters r0 and λ0 such that xeλ ρ ∈ O for all
x ∈ B(x0, r0) ∩ Ō and λ ∈ (0, λ0).

Proof. Recall from HO that the function d is C2 on a neighborhood of x0. Thus,
Dd(x0)

′
diag [x0] ρ > 0 implies that for some δ0, r0 > 0

Dd(x̄)
′
diag [x] ρ ≥ δ0 for all x̄, x ∈ B(x0, r0) .(7.1)

Given that xeλρ − x = λdiag [x] ρ + o(λ), we can fix some λ0 > 0 such that, for all
x ∈ B(x0, r0/2) and λ ∈ (0, λ0),

[x, xeλρ] ⊂ B(x0, r0) and |xeλρ − x− λdiag [x] ρ| < λδ0/2

1 + max
x∈B̄(x0,r0)

|Dd(x)| .(7.2)

Let x be in B(x0, r0/2)∩Ō, so that d(x) ≥ 0. Since d is C1, for each λ ∈ (0, λ0) there
exists x̄ ∈ [x, xeλ ρ] ⊂ B(x0, r0) such that

d(xeλ ρ) = d(x) + Dd(x̄)′
(
xeλ ρ − x

)
= d(x) + λDd(x̄)′diag [x] ρ + Dd(x̄)′

[
xeλ ρ − x− λdiag [x] ρ

]
≥ d(x) + λ

δ0
2

> 0 ,

where the last inequality follows from (7.1) and (7.2). This shows that xeλ ρ

∈ O.
Proof of Theorem 7.1. In order to avoid too many complications, we make the

proof under the following assumption in place of H′:

H′′: (i) There exists � > 1 s.t. �γ̄ ∈ K ∩ (0,∞)d .
(ii) 0 ∈ int(K) .

(iii) For all x ∈ ∂O∗ there exists ρ ∈ K̃1 s.t. Dd(x)
′
diag [x] ρ > 0 .
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We shall explain in the last step how to adapt this proof when Ō is bounded but (i)
of H′′ does not hold, or 0 /∈ int(K) but Ō ∩ ∂R

d
+ = ∅ and int(K) 
= ∅.

1. Given some positive parameter κ, we introduce the functions ũ(t, x) :=
eκtu(t, x), ṽ(t, x) := eκtv∗(t, x), and g̃(t, x) := eκtĝ(t, x). One easily checks
that the function ũ (resp., ṽ) is a viscosity subsolution (resp., supersolution)
of B̃ϕ = 0 (resp., B̃dϕ = 0), where for a smooth function ϕ

B̃ϕ =

⎧⎪⎨
⎪⎩

min
{
L̃ϕ , Hϕ

}
on D ,

min {ϕ− g̃ , Hϕ} on ∂xD
∗ ,

ϕ− g̃ on ∂TD
∗ ,

B̃dϕ =

{
B̃ϕ on D ∪ ∂TD

∗ ,
min {ϕ− g̃ , Hdϕ} on ∂xD

∗ ,

and

L̃ϕ := κϕ− Lϕ .

Let � ∈ R be as in H′′, i.e.,

γ := �γ̄ ∈ K ∩ (0,∞)d and � > 1 .(7.3)

Since 0 ∈ int(K) by H′′, it follows from (2.9) and Remark 2.4 that the map
defined by β(t, x) = eτ(T−t) (1 + xγ) on D̄∗ satisfies

H (β(t, x),diag [x]Dβ(t, x)) ≥ cK > 0 for all (t, x) ∈ D̄∗ .(7.4)

Moreover, by the same computations as in the proof of Proposition 6.9, one
easily checks that we can choose τ large enough so that

L̃β ≥ 0 on D̄∗ .(7.5)

2. We argue by contradiction. We assume that

sup
D̄∗

(u− v∗) > 0

and work towards a contradiction.
2.1. In this step, we follow the same construction as in the proof of Proposition

6.9. By the growth condition on ũ, ṽ and (7.3), we deduce that

0 < 2m := sup
D̄∗

(ũ− ṽ − 2αβ) < ∞(7.6)

for α > 0 small enough. Fix ε > 0 and let f be defined as in (6.18). Arguing
as in the proof of Proposition 6.9, we obtain that

Φε := ũ− ṽ − 2(αβ + εf)

admits a maximum (tε, xε) on D̄∗, which, for ε > 0 small enough, satisfies

Φε(tε, xε) ≥ m > 0 .(7.7)

Moreover, using the same arguments as in step 2.1 of the proof of Proposition
6.9, we obtain that

lim sup
ε→0

sup
ρ∈K̃1

ε (|f(xε)| + |diag [xε]Df(xε)| + |Lf(xε)|) = 0 .(7.8)
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Finally, since β, f ≥ 0 and v∗(T, ·) ≥ u(T, ·), (7.7) implies that tε < T , i.e.,

(tε, xε) ∈ [0, T ) × Ō∗ .(7.9)

2.2. In the following, we fix ρε ∈ K̃1 such that

ρε := 0 if xε ∈ O ,

Dd(xε)
′
diag [xε] ρε > 0 if xε ∈ ∂O∗ ;

(7.10)

see (iii) of H′′. By Lemma 7.1 and (3.11), we can fix rε, λε > 0, such that

xeλ ρε ∈ O and e−λδ(ρε)ṽ(t, xeλρε) ≤ ṽ(t, x)(7.11)

for all t ∈ (tε − rε, tε + rε) ∩ [0, T ), x ∈ Bε := B(xε, rε) ∩ Ō, and λ ∈ (0, λε).
For n ≥ 1 and ζ ∈ (0, 1), we then define the function Ψε

n,ζ on [0, T ] × (Ō∗)2

by

Ψε
n,ζ(t, x, y) := Θ(t, x, y) − ε(f(x) + f(y)) − ζ(|x− xε|2 + |t− tε|2)

− n2|xe ζ
nρε − y|2,

where

Θ(t, x, y) := ũ(t, x) − ṽ(t, y) − α (β(t, x) + β(t, y)) .

It follows from (7.3) and the growth condition (3.10) satisfied by ṽ and ũ
that Ψε

n,ζ attains its maximum at some (tεn, x
ε
n, y

ε
n) ∈ [0, T ] × (Ō∗)2. The

inequality Ψε
n,ζ(t

ε
n, x

ε
n, y

ε
n) ≥ Ψε

n,ζ(tε, xε, xεe
ζ
nρε) implies that

Θ(tεn, x
ε
n, y

ε
n) ≥ Θ(tε, xε, xεe

ζ
nρε) − ε

(
f(xε) + f(xεe

ζ
nρε)

)
+ n2|xε

ne
ζ
nρε − yεn|2 + ζ

(
|xε

n − xε|2 + |tεn − tε|2
)

+ ε (f(xε
n) + f(yεn)) ,

which combined with the growth condition (3.10) and (7.3) shows that n2|xε
n

e
ζ
nρε − yεn|2 + f(xε

n) is bounded in n so that, up to a subsequence,

(i) xε
ne

ζ
nρε , xε

n, y
ε
n −−−−→

n→∞
x̄ε ∈ Ō∗ and tεn −−−−→

n→∞
t̄ε ∈ [0, T ] .

Let n be large enough so that ζ
n < λε. Recall from (7.11) that this implies that

ṽ(tε, xεe
ζ
nρε) ≤ ṽ(tε, xε)e

ζ
n δ(ρε), which combined with the previous inequality

yields

Θ(tεn, x
ε
n, y

ε
n) ≥ ũ(tε, xε) − ṽ(tε, xε)e

ζ
n δ(ρε) − α

(
β(tε, xε) + β(tε, xεe

ζ
nρε)

)
− ε

(
f(xε) + f(xεe

ζ
nρε)

)
+ n2|xε

ne
ζ
nρε − yεn|2

+ ζ
(
|xε

n − xε|2 + |tεn − tε|2
)

+ ε (f(xε
n) + f(yεn)) .

Sending n → ∞ and using the maximum property of (tε, xε), we get

0 ≥ Φε(t̄ε, x̄ε) − Φε(tε, xε)

≥ lim sup
n→∞

(
n2|xε

ne
ζ
nρε − yεn|2 + ζ

(
|xε

n − xε|2 + |tεn − tε|2
))

.
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Recalling (7.7) and (7.9), this shows that

(ii) n2|xε
ne

ζ
nρε − yεn|2 + ζ

(
|xε

n − xε|2 + |tεn − tε|2
)
−−−−→
n→∞

0 ,

(iii) ũ(tεn, x
ε
n) − ṽ(tεn, y

ε
n) −−−−→

n→∞
(ũ− ṽ) (tε, xε) ≥ m + 2αβ(tε, xε) + 2εf(xε),

(iv) (tεn, x
ε
n) ∈ [0, T ) × Ō∗ for n large enough.

3. From Theorem 8.3 in [5], we deduce that for each η > 0 there are real coeffi-
cients bε1,n, bε2,n and symmetric matrices X ε,η

n and Yε,η
n such that(

bε1,n, p
ε
n,X ε,η

n

)
∈ P̄+

Ō ũ(tεn, x
ε
n) and

(
−bε2,n, q

ε
n,Yε,η

n

)
∈ P̄−

Ō ṽ(tεn, y
ε
n)

—see [5] for the standard notations P̄+
Ō and P̄−

Ō , where

pεn := 2n2(xε
ne

ζ
nρε − yεn)e

ζ
nρε + 2ζ(xε

n − xε) + α ,Dβ(tεn, x
ε
n) + εDf(xε

n) ,

qεn := 2n2(xε
ne

ζ
nρε − yεn) − αDβ(tεn, y

ε
n) − εDf(yεn)

—and such that bε1,n, bε2,n, X ε,η
n , and Yε,η

n satisfy⎧⎨
⎩

bε1,n + bε2,n = 2ζ(tεn − tε) − ατ (β(tεn, x
ε
n) + β(tεn, y

ε
n)) ,(

X ε,η
n 0
0 −Yε,η

n

)
≤ (Aε

n + Bε
n) + η(Aε

n + Bε
n)2 ,

(7.12)

with

Aε
n :=

(
2n2 diag[e2 ζ

nρε ] + 2ζId −2n2 diag[e
ζ
nρε ]

−2n2 diag[e
ζ
nρε ] 2n2Id

)
,

Bε
n :=

(
αD2β(tεn, x

ε
n) + εD2f(xε

n) 0
0 αD2β(tεn, y

ε
n) + εD2f(yεn)

)
.

3.1. We now show that, up to a subsequence,

yεn ∈ O .(7.13)

In view of (ii), this is clearly true when xε ∈ O. In the case xε ∈ ∂O, we
deduce from (ii) that

yεn = xε
ne

ζ
nρε + o(n−1) = xε

n +
ζ

n
diag [xε

n] ρε + o(n−1) .

This implies that, for some εn → 0,

d(yεn) = d(xε
n) +

ζ

n
(Dd(xε

n)′diag [xε
n] ρε + εn)

so that (7.13) is a consequence of (7.10), the continuity of Dd, and (ii).
3.2. In this step, we show that there is a subsequence of (tεn, x

ε
n, y

ε
n) such that

xε
n ∈ O and κũ(tεn, x

ε
n) − bε1,n − 1

2
Tr [a(tεn, x

ε
n)X ε,η

n ] ≤ 0 .(7.14)

First observe that we cannot have xε
n ∈ ∂O∗ and ũ(tεn, x

ε
n) ≤ g̃(tεn, x

ε
n) for all

n. In view of (ii), this is obvious if xε ∈ O. If xε ∈ ∂O∗, it follows from (7.9)
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and the viscosity property of ṽ that ṽ(tε, xε) ≥ g̃(tε, xε). Since g̃ is upper-
semicontinuous (see Hg), this would imply that ũ(tεn, x

ε
n) ≤ ṽ(tεn, y

ε
n) + m/2

for n large enough (see (ii)), thus leading to a contradiction to (iii) since
β, f ≥ 0. By (iv) and the viscosity subsolution property of ũ, we then deduce
that either (7.14) holds or

H (ũ(tεn, x
ε
n),diag [xε

n] pεn) ≤ 0 .(7.15)

Thus, it remains to prove that the above inequality leads to a contradiction.
Using the supersolution property of ṽ, (7.13), (ii)–(iii), and (2.9), we observe
that (7.15) implies

0 ≥ H (ũ(tεn, x
ε
n),diag [xε

n] pεn) −H (ṽ(tεn, y
ε
n),diag [yεn] qεn)

≥ α {H (β(tεn, x
ε
n),diag [xε

n]Dβ(tεn, x
ε
n)) + H (β(tεn, y

ε
n),diag [yεn]Dβ(tεn, y

ε
n))}

+ ε {H (f(xε
n),diag [xε

n]Df(xε
n)) + H (f(yεn),diag [yεn]Df(yεn))}

+ inf
ρ∈K̃1

δ(ρ) [Θ(tεn, x
ε
n, y

ε
n) − ε (f(xε

n) + f(yεn))]

− sup
ρ∈K̃1

[
2n2ρ′diag

[
xε
ne

ζ
nρε − yεn

] (
xε
ne

ζ
nρε − yεn

)
+ 2ζρ′diag [xε

n] (xε
n − xε)

]
≥ inf

ρ∈K̃1

δ(ρ)(m/2) + 2αH(β(tε, xε),diag [xε]Dβ(tε, xε))

+ εn + ε {H (f(xε),diag [xε]Df(xε)) + H (f(yε),diag [yε]Df(yε))} ,

where εn → 0 when n → ∞, but depend on ε. Recalling (7.4) and (7.8), we
get a contradiction for ε small and n large enough. This concludes the proof
of (7.14).

3.3. We can now provide the required contradiction and conclude the proof. Let
σ̃ be defined on D̄ by σ̃(t, x) = diag [x]σ(t, x). By the viscosity supersolution
property of ṽ, (7.13), (7.14), and (7.12), (tεn, x

ε
n, y

ε
n) must satisfy

κ (ũ(tεn, x
ε
n) − ṽ(tεn, y

ε
n)) ≤ bε1,n + bε2,n +

1

2
Tr [a(tεn, x

ε
n)X ε,η

n − a(tεn, y
ε
n)Yε,η

n ]

≤ 2ζ(tεn − tε) − ατ (β(tεn, x
ε
n) + β(tεn, y

ε
n))

+
1

2
Tr

[
Ξ(tεn, x

ε
n, y

ε
n)
(
Aε

n + Bε
n + η(Aε

n + Bε
n)2

)]
,

where

Ξ(tεn, x
ε
n, y

ε
n) :=

(
σ̃(tεn, x

ε
n)σ̃′(tεn, x

ε
n) σ̃(tεn, y

ε
n)σ̃′(tεn, x

ε
n)

σ̃(tεn, x
ε
n)σ̃′(tεn, y

ε
n) σ̃(tεn, y

ε
n)σ̃′(tεn, y

ε
n)

)

is a nonnegative symmetric matrix. Using (ii)–(iii), (7.5), and (7.8), it follows
that for ε small and n large enough

κ m/2 ≤ κ (ũ(tεn, x
ε
n) − ṽ(tεn, y

ε
n) − (αβ + εf)(tεn, x

ε
n) − (αβ + εf)(tεn, y

ε
n))

≤ 2ζ(tεn − tε) +
1

2
Tr

[
Ξ(tεn, x

ε
n, y

ε
n)
(
Aε

n + η(Aε
n + Bε

n)2
)]

+ θ(ε, n) ,

where θ(ε, n) is independent of (η, ζ) and satisfies

lim sup
ε→0

lim sup
n→∞

|θ(ε, n)| = 0 .(7.16)
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Sending η → 0 in the previous inequality provides

κ m/2 ≤ 2ζ(tεn − tε) +
1

2
Tr [Ξ(tεn, x

ε
n, y

ε
n)Aε

n] + θ(ε, n) ,

so that

κ m/2 ≤ 2ζ(tεn − tε) + ζTr [σ̃(tεn, x
ε
n)σ̃′(tεn, x

ε
n)]

+ n2
∣∣∣diag

[
xε
ne

ζ
nρε

]
σ(tεn, x

ε
n) − diag [yεn]σ(tεn, y

ε
n)
∣∣∣2 + θ(ε, n) .

Using (2.2), we now observe that∣∣∣diag
[
xε
ne

ζ
nρε

] (
σ(tεn, x

ε
ne

ζ
nρε) − σ(tεn, x

ε
n)
)∣∣∣

≤
∣∣∣diag

[
xε
ne

ζ
nρε

]
σ(tεn, x

ε
ne

ζ
nρε) − diag [xε

n]σ(tεn, x
ε
n)
∣∣∣

+
∣∣∣diag

[
xε
ne

ζ
nρε − xε

n

]
σ(tεn, x

ε
n)
∣∣∣

≤ Cε

∣∣∣xε
ne

ζ
nρε − xε

n

∣∣∣
≤ ζCε n

−1 ,

and∣∣∣diag
[
xε
ne

ζ
nρε

]
σ(tεn, x

ε
ne

ζ
nρε) − diag [yεn]σ(tεn, y

ε
n)
∣∣∣2 ≤ Cε

∣∣∣xε
ne

ζ
nρε − yεn

∣∣∣2 ,

where Cε > 0 denotes a generic constant independent of n and ζ. Plugging
this into the previous inequality implies that there is some Cε > 0 independent
of n and ζ for which

κ m/2 ≤ 2ζ(tεn − tε) + ζTr [σ̃′(tεn, x
ε
n)σ̃(tεn, x

ε
n)]

+ Cε

(
ζ + n2|xε

ne
ζ
nρε − yεn|2

)
+ θ(ε, n).

Finally, using (ii) and sending n to ∞ and then ζ to 0 in the last inequality
implies

κ m/2 ≤ lim sup
n→∞

θ(ε, n) ,

which by (7.16) provides the required contradiction and concludes the proof.
4. We now explain how to adapt this proof to the alternative assumptions of

H′.
4.1. Observe that the penalty function β is introduced in order to obtain a finite

supremum for ũ− ṽ − 2αβ and existence of an optimum for Φε and Ψε
n,ζ . If

Ō is bounded, the introduction of such a penalty function is not required and
we can reproduce the same proof with β ≡ 0 whenever 0 ∈ int(K). Indeed,
by Remark 2.4, infρ∈K̃1

δ(ρ) > 0, so that we still obtain a contradiction at
the end of step 3.2. The arguments of step 3.3 also work with β ≡ 0. The
case where 0 /∈ int(K) is discussed below.

4.2. Similarly, the map f is introduced only to prevent the different maxima from
taking values outside Ō∗. If Ō ∩ ∂R

d
+ = ∅, this penalty function is useless
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and can be fixed to f ≡ 0. In this case, one can also fix some γ ∈ int(K),

if nonempty, and add the term eτ(T−t)xγ in the definition of β. Thus, β
becomes eτ(T−t) (1 + xγ + xγ) or eτ(T−t) (1 + xγ), depending on whether Ō
is bounded or not; see step 4.1. For fixed ε > 0, we deduce from Remark
2.4 and the fact that γ ∈ int(K) that H(β(t, x), diag [x]Dβ(t, x)) > 0. Since
f = 0, there is no ε to send to 0 at the end of steps 3.2 and 3.3, and we obtain
the same contradictions by simply sending n to ∞ and ζ to 0.
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Abstract. In this paper, we investigate the problem of semiglobal minimal time robust stabiliza-
tion of analytic control systems with controls entering linearly, by means of a hybrid state feedback
law. It is shown that in the absence of minimal time singular trajectories, the solutions of the closed-
loop system converge to the origin in quasi-minimal time (for a given bound on the controller) with
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1. Introduction. Let m and n be two positive integers. Consider on R
n the

control system

ẋ(t) =

m∑
i=1

ui(t)fi(x(t)),(1.1)

where f1, . . . , fm are analytic vector fields on R
n, and where the control function

u(·) = (u1(·), . . . , um(·)) satisfies the constraint

m∑
i=1

ui(t)
2 � 1.(1.2)

All results of this paper still hold on a Riemannian analytic manifold of dimension n,
which is connected and complete. However, for the sake of simplicity, our results are
stated in R

n. Let x̄ ∈ R
n. The system (1.1), together with the constraint (1.2), is

said to be globally asymptotically stabilizable at the point x̄ if, for each point x ∈ R
n,

there exists a control law satisfying the constraint (1.2) such that the solution of (1.1)
associated to this control law with the initial condition x tends to x̄ as t tends to +∞.

This asymptotic stabilization problem has a long history and has been widely
investigated. Note that, due to Brockett’s condition [16, Theorem 1 (iii)], if m < n,
and if the vector fields f1, . . . , fm are independent, then there does not exist any
continuous stabilizing feedback law for (1.1). However several control laws have been
derived for such control systems (see, for instance, [8, 29] and the references therein).

The robust asymptotic stabilization problem is under current and active research.
Many notions of controllers have been introduced to treat this problem, such as dis-
continuous sampling feedbacks [19, 45], time varying control laws [20, 21, 33, 34],
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patchy feedbacks (as in [5]), and SRS feedbacks [43], enjoying different robustness
properties depending on the errors under consideration.

In the present paper, we consider feedback laws having both discrete and con-
tinuous components, which generate closed-loop systems with hybrid terms (see, for
instance, [11, 49]). Such feedback appeared first in [37] to stabilize nonlinear systems
having a priori no discrete state. They consist in defining a switching strategy between
several smooth control laws defined on a partition of the state space. Many results
on the stabilization problem of nonlinear systems by means of hybrid controllers have
been recently established (see, for instance, [14, 22, 25, 26, 30, 32, 35, 53]). The no-
tion of solution, connected with the robustness problem, is by now well defined in the
hybrid context (see [25, 39], among others). Specific conditions for the optimization
can be found in the literature (see, e.g., [9, 24]).

The strategy of our paper is to combine a minimal time controller that is smooth
on a part of the state space, and other controllers defined on the complement of this
part, so as to provide a quasi-minimal time hybrid controller by defining a switching
strategy between all control laws. The resulting hybrid law enjoys a quasi-minimal
time property, and robustness with respect to (small) measurement noise, actuator
errors, and external disturbances.

More precisely, in a first step, we consider the minimal time problem for the
system (1.1) with the constraint (1.2) of steering a point x ∈ R

n to the point x̄.
Note that this problem is solvable as soon as the Lie algebra rank condition holds
for the m-tuple of vector fields (f1, . . . , fm). Of course, in general, it is impossible to
compute explicitly the minimal time feedback controllers for this problem. Moreover,
Brockett’s condition implies that such control laws are not smooth whenever m < n
and the vector fields f1, . . . , fm are independent. This raises the problem of the
regularity of optimal feedback laws. The literature on this subject is immense. In an
analytic setting, the problem of determining the analytic regularity of the minimal
time function has been investigated in among others, [47]. For systems of the form
(1.1), it follows from [1, 2, 50] that the minimal time function to x̄ is subanalytic,
provided there does not exist any nontrivial singular minimal time trajectory starting
from x̄ (see [27, 28] for a general definition of subanalytic sets). This assumption
holds generically for systems (1.1), whenever m � 3 (see [18]). In particular, this
function is analytic outside a stratified submanifold S of R

n of codimension greater
than or equal to 1 (see [48]). As a consequence, outside this submanifold it is possible
to provide an analytic minimal time feedback controller for the system (1.1), (1.2).
This optimal controller gives rise to trajectories never crossing again the singular
set S.

Note that the analytic context is used so as to ensure stratification properties,
which do not hold a priori if the system is smooth only. These properties are related
to the notion of an o-minimal category (see [23]).

In a neighborhood of S, we prove the existence of a set of controllers steering the
system (1.1), (1.2) outside of this neighborhood in small time.

Then, in order to achieve a minimal time robust stabilization procedure, using
a hybrid feedback law, we define a suitable switching strategy (more precisely, a
hysteresis) between the minimal time feedback controller and other controllers defined
in a neighborhood of S. The resulting hybrid system has the following property: If
the state is close to the singular submanifold S, the feedback controller will push the
state far enough from S, in small time; if the state is not too close to S, then the
feedback controller will steer the system to x̄ in minimal time. Hence, the stabilization
is quasi-optimal and is proved to enjoy robustness properties.
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Note that we thus give an alternative solution, in the context of hybrid systems
using hysteresis, to a conjecture of [15, Conjecture 1, p. 101] concerning patchy feed-
backs for smooth control systems.1

In a previous paper [41], this program was achieved on the so-called Brockett
system, for which n = 3, m = 2, and, denoting x = (x1, x2, x3),

f1 =
∂

∂x1
+ x2

∂

∂x3
, f2 =

∂

∂x2
− x1

∂

∂x3
.

In this case, there does not exist any nontrivial singular trajectory, and the manifold
S coincides with the axis (0x3). A simple explicit hybrid strategy was described. In
contrast, in the present paper, we derive a general result that requires a countable
number of components in the definition of the hysteresis hybrid feedback law.

The paper is organized as follows. In section 2, we first recall some facts about
the minimal time problem for the system (1.1) with (1.2) and recall the definition of
a singular trajectory. Then we give a notion of solution adapted to hybrid feedback
laws and define the concept of stabilization via a minimal time hybrid feedback law.
The main result, Theorem 2.10 in section 2.3, states that if there does not exist any
nontrivial singular minimal time trajectory of (1.1), (1.2), starting from x̄, then there
exists a minimal time hybrid feedback law stabilizing semiglobally the point x̄ for the
system (1.1), (1.2). Section 2.4 describes the main ideas of the proof of the main
result and, in particular, contains two key lemmas. Section 3 is then devoted to the
detailed proof of Theorem 2.10 and gathers all technical aspects needed to deal with
hybrid systems: the components of the hybrid feedback law and a switching strategy
between both components are defined, and properties of the closed-loop system are
investigated.

The results in this work were announced in [42].

2. Definitions and main result.

2.1. The minimal time problem. Consider the minimal time problem for the
system (1.1) with the constraint (1.2).

Throughout the paper, we assume that the Lie algebra rank condition holds, that
is, the Lie algebra spanned by the vector fields f1, . . . , fm is equal to R

n, at every
point x of R

n.
It is well known that, under this condition, any two points of R

n can be joined
by a minimal time trajectory of (1.1), (1.2).

Let x̄ ∈ R
n be fixed. We denote by Tx̄(x) the minimal time needed to steer the

system (1.1) with the constraint (1.2) from a point x ∈ R
n to the point x̄.

Remark 2.1. Obviously, the control function u associated to a minimal time
trajectory of (1.1), (1.2), actually satisfies

∑m
i=1 u

2
i = 1.

For T > 0, let UT denote the (open) subset of u(·) in L∞([0, T ],Rm) such that
the solution of (1.1), starting from x̄ and associated to a control u(·) ∈ UT , is well
defined on [0, T ]. The mapping

Ex̄,T : UT −→ R
n

u(·) �−→ x(T ),

1This conjecture on patchy feedbacks has been recently considered in [6]. In this preprint, written
during the review process of the present work, the authors prove, using a penalization method, a
general result on stabilization by means of patchy feedback of nonlinear control systems in quasi-
minimal time.
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which to a control u(·) associates the end-point x(T ) of the corresponding solution
x(·) of (1.1) starting at x̄, is called end-point mapping at the point x̄, in time T ; it is
a smooth mapping.

Definition 2.2. A trajectory x(·) of (1.1), so that x(0) = x̄, is said to be singular
on [0, T ] if its associated control u(·) is a singular point of the end-point mapping Ex̄,T

(i.e., if the Fréchet derivative of Ex̄,T at u(·) is not onto). The control u(·) is said to
be singular.

Remark 2.3. If x(·) is singular on [0, T ], then it is singular on [t0, t1] for all
t0, t1 ∈ [0, T ] such that t0 < t1.

Remark 2.4. It is a standard fact that the minimal time control problem for the
system (1.1) with the constraint (1.2) is equivalent to the sub-Riemannian problem
associated to the m-tuple of vector fields (f1, . . . , fm) (see [10] for a general defini-
tion of a sub-Riemannian distance). In this context, there holds Tx̄(x) = dSR(x̄, x),
where dSR is the sub-Riemannian distance. This implies that the functions Tx̄(·) and
dSR(x̄, ·) share the same regularity properties. In particular, the function Tx̄(·) is
continuous.

2.2. Class of controllers and notion of hybrid solution. Let f : R
n×R

m →
R

n be defined by f(x, u) =
∑m

i=1 uifi(x). The system (1.1) is written as

ẋ(t) = f(x(t), u(t)).(2.1)

Let x̄ ∈ R
n be fixed.

The controllers under consideration in this paper depend on the continuous state
x ∈ R

n and also on a discrete variable sd ∈ N , where N is a nonempty subset of
N. According to the concept of a hybrid system of [25], we introduce the following
definition.

Definition 2.5. A hybrid feedback is a 4-tuple (C,D, k, kd), where
• C and D are subsets of R

n ×N ;
• k : R

n ×N → R
m is a function;

• kd : R
n ×N → N is a function.

The sets C and D are, respectively, called the controlled continuous evolution set and
the controlled discrete evolution set.

We next recall the notion of robustness to small noise (see [46]). Consider two
functions e and d satisfying the following regularity assumptions:

e(·, ·), d(·, ·) ∈ L∞
loc(R

n × [0,+∞); Rn),

e(·, t), d(·, t) ∈ C0(Rn,Rn) ∀t ∈ [0,+∞).
(2.2)

We introduce these functions as a measurement noise e and an external disturbance d.
Formally, the k-component of a hybrid feedback (k, kd, C,D) governs the differ-

ential equation

ẋ = f(x, k(x + e)) + d ∀(x, sd) ∈ C,

whereas the kd-component governs the jump equation

s+
d = kd(x, sd) ∀(x, sd) ∈ D.

The set C indicates where in the state space flow may occur, while the set D indicates
where in the state space jumps may occur. The combination of this flow equation and
this jump equation, under the perturbations e and d, is a perturbed hybrid system
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H(e,d), as considered, e.g., in [26]. We next provide a precise definition of the notion
of solutions considered here.

This concept is well studied in the literature (see, e.g., [11, 14, 31, 38, 39, 49]).
Here, we consider the notion of solution given in [25, 26].

Definition 2.6. Let S =
⋃J−1

j=0 [tj , tj+1]×{j}, where J ∈ N∪{+∞} and (x0, s0) ∈
R

n×N . The domain S is said to be a hybrid time domain. A map (x, sd) : S → R
n×N

is said to be a solution of H(e,d) with the initial condition (x0, s0) if
• the map x is continuous on S;
• for every j, 0 � j � J − 1, the map x : t ∈ (tj , tj+1) �→ x(t, j) is absolutely

continuous;
• for every j, 0 � j � J − 1, and almost every t � 0, (t, j) ∈ S, we have

(x(t, j) + e(x(t, j), t), sd(t, j)) ∈ C(2.3)

and

ẋ(t, j) = f(x(t), k(x(t, j) + e(x(t, j), t), sd(t, j))) + d(x(t, j), t),(2.4)

ṡd(t, j) = 0(2.5)

(where the dot stands for the derivative with respect to the time variable t);
• for every (t, j) ∈ S, (t, j + 1) ∈ S, we have

(x(t, j) + e(x(t, j), t), sd(t, j)) ∈ D(2.6)

and

x(t, j + 1) = x(t, j),(2.7)

sd(t, j + 1) = kd(x(t, j) + e(x(t, j), t), sd(t, j));(2.8)

• (x(0, 0), sd(0, 0)) = (x0, s0).
In this context, we next define the concept of stabilization of (2.1) by a minimal

time hybrid feedback law sharing a robustness property with respect to measurement
noise and external disturbances. The usual Euclidean norm in R

n is denoted by |·|, and
the open ball centered at x̄ with radius R is denoted B(x̄, R). Recall that a function
of class K∞ is a function δ: [0,+∞) → [0,+∞) which is continuous, increasing, and
satisfies δ(0) = 0 and limR→+∞ δ(R) = +∞.

As usual, the system is said to be complete if all solutions are maximally defined
in [0,+∞) (see, e.g., [7]). More precisely, we have the following definition.

Definition 2.7. Let ρ : R
n → R be a continuous function satisfying

ρ(x) > 0 ∀x �= x̄.(2.9)

We say that the completeness assumption for ρ holds if, for all (e, d) satisfying the
regularity assumptions (2.2), and such that

sup[0,+∞)|e(x, ·)| � ρ(x), esssup[0,+∞)|d(x, ·)| � ρ(x) ∀x ∈ R
n,(2.10)

for every (x0, s0) ∈ R
n × N , there exists a maximal solution on [0,+∞) of H(e,d)

starting from (x0, s0).
Roughly speaking, the finite time convergence property means that all solutions

reach x̄ within finite time. A precise definition of this concept follows.
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Definition 2.8. We say that the uniform finite time convergence property holds
if there exists a continuous function ρ : R

n → R satisfying (2.9), such that the com-
pleteness assumption for ρ holds, and if there exists a function δ : [0,+∞) → [0,+∞)
of class K∞ such that, for every R > 0, there exists τ = τ(R) > 0, so that for all
functions e, d satisfying the regularity assumptions (2.2) and inequalities (2.10) for
this function ρ, for every x0 ∈ B(x̄, R), and every s0 ∈ N , the maximal solution
(x, sd) of H(e,d) starting from (x0, s0) satisfies

|x(t, j) − x̄| � δ(R) ∀t � 0, (t, j) ∈ S,(2.11)

and

x(t, j) = x̄ ∀t � τ, (t, j) ∈ S.(2.12)

We are now in a position to introduce our main definition. It deals with closed-
loop systems whose trajectories converge to the equilibrium within quasi-minimal
time and with a robustness property with respect to measurement noise and external
disturbances.

Definition 2.9. The point x̄ is said to be a semiglobally quasi-minimal time
robustly stabilizable equilibrium for the system (2.1) if, for every ε > 0 and every
compact subset K ⊂ R

n, there exists a hybrid feedback law (C,D, k, kd) satisfying the
constraint

‖k(x, sd)‖ � 1,(2.13)

where ‖ · ‖ stands for the Euclidean norm in R
m, such that

• the uniform finite time convergence property holds;
• there exists a continuous function ρε,K : R

n → R satisfying (2.9) for ρ = ρε,K ,
such that, for every (x0, s0) ∈ K×N , all functions e, d satisfying the regularity
assumptions (2.2) and inequalities (2.10) for ρ = ρε,K , the maximal solution
of H(e,d) starting from (x0, s0) reaches x̄ within time Tx̄(x0)+ε, where Tx̄(x0)
denotes the minimal time to steer the system (2.1) from x0 to x̄, under the
constraint ‖u‖ � 1.

2.3. Main result. The main result of this article is the following.
Theorem 2.10. Let x̄ ∈ R

n. If there exists no nontrivial minimal time singular
trajectory of (1.1), (1.2), starting from x̄, then x̄ is a semiglobally quasi-minimal time
robustly stabilizable equilibrium for the system (1.1), under the constraint (1.2).

Remark 2.11. The problem of global quasi-minimal time robust stabilization (i.e.,
K = R

n in Definition 2.9) cannot be achieved a priori because measurement noise
may then accumulate and slow down the solution reaching x̄ (compare with [15]).

Remark 2.12. The assumption of the absence of nontrivial singular minimizing
trajectory is crucial. Notice the following facts, which show the relevance of this
assumption:

• If m � n and if the vector fields f1, . . . , fm, are everywhere linearly indepen-
dent, then there exists no singular trajectory. In this case, we are actually in
the framework of Riemannian geometry (see Remark 2.4).

• Let Fm be the set of m-tuples of linearly independent vector fields (f1, . . . , fm),
endowed with the C∞ Whitney topology. If m � 3, there exists an open dense
subset of Fm, such that any control system of the form (1.1), associated to
a m-tuple of this subset, admits no nontrivial singular minimizing trajectory



QUASI-OPTIMAL ROBUST STABILIZATION 1881

Fig. 2.1. Switching strategy.

(see [17, 18]; see also [2] for the existence of a dense set only). Hence generi-
cally the conclusion of Theorem 2.10 holds without assuming the absence of
nontrivial singular minimizing trajectories.

• If there exist singular minimizing trajectories, then the conclusion on sub-
analyticity of the function T may fail (see [13, 50]), and we cannot a priori
prove that the set S of singularities of T is a stratifiable manifold, which is
the crucial fact in order to define a hybrid strategy.

2.4. Short description of the proof. The strategy of the proof of Theorem
2.10 is the following.

Under the assumption of the absence of nontrivial singular minimal time trajec-
tory, the minimal time function Tx̄ associated to the system (1.1), (1.2) is subanalytic,
and hence is analytic outside a stratified submanifold S of R

n, of codimension greater
than or equal to one. Therefore, the corresponding minimal time feedback controller
(further precisely defined in section 3.2.3) is continuous (even analytic) on R

n \S (see
Figure 2.1). In a neighborhood of S, it is therefore necessary to use other controllers,
and then to define an adequate switching strategy.

More precisely, the proof of Theorem 2.10 relies on both of the following key
lemmas.

Lemma 2.13. For every ε > 0, there exists a neighborhood Ω of S such that,
for every stratum2 Mi of S, there exist a nonempty subset Ni of N, a locally finite
family (Ωi,p)p∈Ni of open subsets of Ω, a sequence of smooth controllers ui,p defined
in a neighborhood of Ωi,p, satisfying ‖ui,p‖ � 1, and there exists a continuous function
ρi,p : R

n → [0,+∞) satisfying ρi,p(x) > 0 whenever x �= x̄, such that every solution
of

ẋ(t) = f(x(t), ui,p(x(t) + e(x(t), t))) + d(x(t), t),(2.14)

2Since S is a stratified submanifold of R
n of codimension greater than or equal to one, there

exists a partition (Mi)i∈N of S, where Mi is a stratum, i.e., a locally closed submanifold of R
n.

Recall that if Mi ∩ ∂Mj �= ∅, then Mi ⊂ Mj and dim(Mi) < dim(Mj).
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where e, d : R
n×[0,+∞) → R

n are two functions satisfying the regularity assumptions
(2.2) and

sup[0,+∞)|e(x, ·)| � ρi,p(x), esssup[0,+∞)|d(x, ·)| � ρi,p(x),(2.15)

starting from Ωi,p and maximally defined on [0, T ), leaves Ω within time ε; moreover,
there exists a function δi,p of class K∞ such that, for every R > 0, every such solution
starting from Ωi,p ∩B(x̄, R) satisfies

|x(t) − x̄| � δi,p(R) ∀t ∈ [0, T ).(2.16)

According to this lemma, in a neighborhood Ω of S, there exist controllers steering
the system outside Ω. Moreover, since this neighborhood can be chosen arbitrarily
thin, the time ε needed for its traversing is arbitrarily small.

Outside Ω, the optimal controller is analytic. The following lemma shows that
this controller shares an invariance property; in brief, it gives rise to trajectories never
again crossing the singular set S.

Lemma 2.14. For every neighborhood Ω of S \ {x̄} in R
n, there exists a neigh-

borhood Ω′ of S \ {x̄} in R
n, satisfying

Ω′
� clos(Ω′) � Ω,(2.17)

such that every trajectory of the closed-loop system (1.1) with the optimal controller,
starting from any point x ∈ R

n \ Ω, reaches x̄ in minimal time, and is contained in
R

n \ Ω′.
Finally, our hybrid strategy is the following. For every ε > 0, there exists a

neighborhood Ω of the singular set S, and there exist controllers which steer the
system outside this neighborhood in time less than ε. Outside Ω, there exists a
continuous controller giving rise to trajectories never again crossing S and joining x̄
in minimal time.

It is therefore necessary to define an adequate switching strategy connecting both
controllers (see Figure 2.1). This is achieved in the context of hybrid systems, using a
hysteresis strategy. The first component consists of controllers which are defined in Ω,
and whose existence is stated in Lemma 2.13. The second component of the hysteresis
is defined by the optimal controller, outside Ω. Both components are united using an
hysteresis, by adding a dynamical discrete variable sd and using a hybrid feedback
law. With this resulting hybrid controller, the time needed to join x̄, from any point
x0 of R

n, is less than Tx̄(x0) + ε.
The next section, devoted to the detailed proof of Theorem 2.10, is organized as

follows.
The first component of the hysteresis is defined in section 3.1, and Lemma 2.13

is proved.
Section 3.2 concerns the definition and properties of the second component of the

hysteresis, defined by the minimal time controller. In section 3.2.1, we recall how to
compute minimal time trajectories of the system (1.1), (1.2), using the Pontryagin
maximum principle. We then provide in section 3.2.2 a crucial result on the cut locus
(Proposition 3.6). The optimal feedback controller is defined in section 3.2.3; basic
facts on subanalytic functions are recalled, permitting us to define the singular set S.
Invariance properties of this optimal controller are then investigated: Lemma 2.14 is
proved in section 3.2.4; robustness properties are given and proved in section 3.2.5.

The hybrid controller is then defined in section 3.3. A definition of a hybrid
control system, and properties of solutions, are given in sections 3.3.1 and 3.3.2. A



QUASI-OPTIMAL ROBUST STABILIZATION 1883

precise description of the switching strategy is provided in section 3.3.3. Theorem
2.10 is proved in section 3.4.

3. Proof of Theorem 2.10. In what follows, let x̄ ∈ R
n be fixed.

3.1. The first component of the hysteresis. The first component of the
hysteresis consists of a set of controllers, defined in a neighborhood of S, whose
existence is stated in Lemma 2.13. Hereafter, we provide a proof of this lemma.

Proof of Lemma 2.13. First of all, recall that, on the one hand, the minimal
time function coincides with the sub-Riemannian distance associated to the m-tuple
(f1, . . . , fm) (see Remark 2.4); on the other, since the Lie algebra rank condition
holds, the topology defined by the sub-Riemannian distance dSR coincides with the
Euclidean topology of R

n, and, since R
n is complete, any two points of R

n can be
joined by a minimizing path (see [10]).

Let ε > 0 fixed. Since S is a stratified submanifold of R
n, there exists a neigh-

borhood Ω of S satisfying the following property: for every y ∈ S, there exists
z ∈ R

n \ clos(Ω) such that dSR(y, z) < ε.
Consider a stratum Mi of S. For every y ∈ Mi, let z ∈ R

n \ clos(Ω) such that
dSR(y, z) < ε. The Lie algebra rank condition implies that there exists an open-loop
control t �→ uy(t), defined on [0, T ) for a T > ε, satisfying the constraint ‖uy‖ � 1,
such that the associated trajectory xy(·) (which can be assumed to be one-to-one),
solution of (1.1), starting from y, reaches z (and thus leaves clos(Ω)) within time
ε. Using a density argument, the control uy can, moreover, be chosen as a smooth
function (see [10, Theorem 2.8, p. 21] for the proof of this statement). Since the
trajectory is one-to-one, the open-loop control t �→ uy(t) can be considered as a
feedback t �→ uy(xy(t)) along xy(·). Consider a smooth extension of uy on R

n, still
denoted uy, satisfying the constraint ‖uy(x)‖ � 1 for every x ∈ R

n. By continuity,
there exists a neighborhood Ωy of y, and positive real numbers δy and ρy, such that
every solution of

ẋ(t) = f(x(t), uy(x(t) + e(x(t), t))) + d(x(t), t),(3.1)

where e, d : R
n×[0,+∞) → R

n are two functions satisfying the regularity assumptions
(2.2) and

sup[0,+∞)|e(x, ·)| � ρy, esssup[0,+∞)|d(x, ·)| � ρy,

starting from Ωy and maximally defined on [0, T ), leaves Ω within time ε; moreover,

|x(t) − x̄| � δy ∀t ∈ [0, T ).

Repeat this construction for each y ∈ Mi.
Now, on the one hand, let (yp)p∈Ni be a sequence of points of Mi such that the

family (Ωyp)p∈Ni is a locally finite covering of Mi, where Ni is a subset of N. Define
Ωi,p = Ωyp and ui,p = uyp .

On the other hand, the existence of a continuous function ρi,p : R
n → [0,+∞),

satisfying ρi,p(x) > 0 whenever x �= x, follows for the continuity of solutions with
respect to disturbances. The existence of a function δi,p of class K∞ such that (2.16)
holds is obvious.

Repeat this construction for every stratum Mi of S. Then the statement of the
lemma follows.
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3.2. The second component of the hysteresis.

3.2.1. Computation of minimal time trajectories. Let x1 ∈ R
n, and let

x(·) be a minimal time trajectory, associated to a control u(·), steering the system
(1.1), (1.2), from x̄ to x1, in time T = Tx̄(x1). According to Pontryagin’s maximum
principle (see [36]), the trajectory x(·) is the projection of an extremal, i.e., a triple
(x(·), p(·), u(·)) solution of the constrained Hamiltonian system

ẋ(t) =
∂H

∂p
(x(t), p(t), u(t)), ṗ(t) = −∂H

∂x
(x(t), p(t), u(t)),

H(x(t), p(t), p0, u(t)) = max
‖v‖�1

H(x(t), p(t), p0, v),

almost everywhere on [0, T ], where

H(x, p, u) =

m∑
i=1

ui〈p, fi(x)〉

is the Hamiltonian of the optimal control problem, and p(·) (called the adjoint vector)
is an absolutely continuous mapping on [0, T ] such that p(t) ∈ R

n\{0}. Moreover, the
function t �→ max‖v‖�1 H(x(t), p(t), p0, v) is Lipschitzian and everywhere constant on
[0, T ]. If this constant is not equal to zero, then the extremal is said to be normal ;
otherwise it is abnormal.

Remark 3.1. Any singular trajectory is the projection of an abnormal extremal,
and conversely.

Controls associated to normal extremals can be computed as

ui(t) =
〈p(t), fi(x(t)〉√∑m
j=1〈p(t), fj(x(t)〉2

, i = 1, . . . ,m.(3.2)

Indeed, note that, by definition of normal extremals, the denominator of (3.2) cannot
vanish. It follows that normal extremals are solutions of the Hamiltonian system

ẋ(t) =
∂H1

∂p
(x(t), p(t)), ṗ(t) = −∂H1

∂x
(x(t), p(t)),(3.3)

where

H1(x, p) =

√√√√ m∑
i=1

〈p, fi(x)〉2.

Notice that H1(x(t), p(t)) is constant, nonzero, along each normal extremal. Since
p(0) is defined up to a multiplicative scalar, it is usual to normalize it so that
H1(x(t), p(t)) = 1. Hence, we introduce the set

X = {p0 ∈ R
n | H1(x̄, p0) = 1}.

It is a submanifold of R
n of codimension one, since ∂H1

∂p (x̄, p0) = ẋ(0) �= 0 (see [12]

for a similar construction in the general case). There exists a connected open subset
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U of [0,+∞) ×X such that, for every (t∗, p0) ∈ X, the differential system (3.3) has
a well-defined smooth solution on [0, t∗] such that x(0) = x̄ and p(0) = p0.

Definition 3.2. The smooth mapping

expx̄ : U −→ R
n

(t, p0) �−→ x(t),

where (x(·), p(·)) is the solution of the system (3.3) such that x(0) = x̄ and p(0) =
p0 ∈ X, is called exponential mapping at the point x̄.

The exponential mapping parameterizes normal extremals. Note that the domain
of expx̄ is a subset of R×X which is locally diffeomorphic to R

n (since we are in the
normal case).

Definition 3.3. A point x ∈ expx̄(U) is said to be conjugate to x̄ if it is a critical
value of the mapping expx̄, i.e., if there exists (tc, p0) ∈ U such that x = expx̄(tc, p0)
and the differential d expx̄(tc, p0) is not onto. The conjugate locus of x̄, denoted by
C(x̄), is defined as the set of all points conjugate to x̄.

With the previous notation, define Cmin(x̄) as the set of points x ∈ C(x̄) such that
the trajectory t �→ expx̄(t, p0) is minimizing between x̄ and x.

3.2.2. The cut locus. A standard definition is the following.
Definition 3.4. A point x ∈ R

n is not a cut point with respect to x̄ if there
exists a minimal time trajectory of (1.1), (1.2), joining x̄ to x, which is the strict
restriction of a minimal time trajectory starting from x̄. The cut locus of x̄, denoted
by L(x̄), is defined as the set of all cut points with respect to x̄.

In other words, a cut point is a point at which a minimal time trajectory ceases
to be optimal.

Remark 3.5. In the analytic case, it follows from the theory of conjugate points
that every nonsingular minimal time trajectory ceases to be minimizing beyond its
first conjugate point (see, for instance, [3, 13]). Hence, if there exists no singular
minimal time trajectory starting from x̄, then Cmin(x̄) ⊂ L(x̄).

The following result on the cut locus is crucial for the proof of Theorem 2.10.
Proposition 3.6. Assume that the vector fields f1, . . . , fm are analytic, and

that there exists no singular minimal time trajectory starting from x̄. Then the set
of points of R

n where the function Tx̄(·) is not analytic is equal to the cut locus of x̄,
that is,

Sing Tx̄(·) = L(x̄).(3.4)

Remark 3.7. Under the previous assumptions, one can prove that the set of points
of R

n where Tx̄(·) is analytic is equal to the set of points where Tx̄(·) is of class C1.
Proof. Let x ∈ R

n so that Tx̄(·) is analytic at x. Then there exists a neighborhood
V of x in R

n such that Tx̄(·) is analytic on V . Let us prove that x /∈ L(x̄). It follows
from the maximum principle and the Hamilton–Jacobi theory (see [36]) that, for every
y ∈ V , there exists a unique minimal time trajectory joining x̄ to y having, moreover,
a normal extremal lift (x(·), p(·), u(·)) satisfying

p(Tx̄(y)) = ∇Tx̄(y)

(compare with [44, Proposition 2.3]). Set U1 = exp−1
x̄ (V ). It follows easily from the

Cauchy–Lipschitz theorem that the mapping expx̄ is an analytic diffeomorphism from
U1 into V . Hence, obviously, the point x is not in the cut locus of x̄.
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Conversely, let x /∈ L(x̄). To prove that Tx̄(·) is analytic at x, we need the
following two lemmas.

Lemma 3.8. The point x is not conjugate to x̄ and is joined from x̄ by a unique
minimal time trajectory.

Proof of Lemma 3.8. From the assumption of the absence of a singular minimal
time trajectory, there exists a nonsingular minimal time trajectory joining x̄ to x.
From Remark 3.5, the point x is not conjugate to x̄.

By contradiction, suppose that x is joined from x̄ by at least two minimal time
trajectories. By assumption, these two trajectories must admit normal extremal lifts.
Since the structure is analytic, their junction at the point x is necessarily not smooth.
This implies that both trajectories lose their optimality at the point x (indeed if not,
there would exist a nonsmooth normal extremal, which is absurd), and thus x ∈ L(x̄).
This is a contradiction.

Lemma 3.9. There exists a neighborhood V of x in R
n such that every point

y ∈ V is not conjugate to x̄, and there exists a unique (nonsingular) minimal time
trajectory joining x̄ to y.

Proof of Lemma 3.9. Let p0 ∈ X so that x = expx̄(Tx̄(x), p0). Since x is not con-
jugate to x̄, the exponential mapping expx̄ is a diffeomorphism from a neighborhood
U1 of (Tx̄(x), p0) in U into a neighborhood V of x in R

n. Set U2 = exp−1
x̄ (V ).

Let us prove that expx̄ is proper from U2 into V . We argue by contradiction and
suppose that there exists a sequence (xn)n∈N of points of V converging towards x,
such that for each integer n there exists pn ∈ X, satisfying (Tx̄(xn), pn) ∈ U2 and
xn = expx̄(Tx̄(xn), pn), such that (pn)n∈N is not bounded. It then follows from [51,
Lemmas 4.8 and 4.9] (see also [52, Fact 1, p. 378]) that x is joined from x̄ by a singular
control u. In particular, x is conjugate to x̄; this is a contradiction.

Therefore, the set {p | expx̄(Tx̄(x), p) = x} is compact in U2. Moreover, since x is
not conjugate to x̄, this set has no cluster point, and thus is finite. As a consequence,
up to reducing V , we assume that V is a connected open subset of expx̄(U2), and that
U2 is a finite union of disjoint connected open sets, all of which are diffeomorphic to V
by the mapping expx̄. We infer that every point y ∈ V is not conjugate to x̄. Hence,
the mapping expx̄ is a proper submersion from U2 into V , and thus is a fibration with
finite degree. Since, from Lemma 3.8, there exists a unique minimal time trajectory
joining x̄ to x, this degree is equal to one, that is, expx̄ is a diffeomorphism from U2

into V . The conclusion follows.
It follows from the previous lemma that (Tx̄(y), p0) = exp−1

x̄ (y) for every y ∈ V ,
and hence Tx̄(·) is analytic on V .

3.2.3. Definition of the optimal controller. By assumption, there does not
exist any nontrivial singular minimal time trajectory starting from x̄. Under these
assumptions, the function Tx̄(·) is subanalytic outside x̄ (see [1, 2, 50], combined with
Remark 2.4).

For the sake of completeness, we recall below the definition of a subanalytic
function (see [27, 28]) and some properties that are used in a crucial way in the
present paper (see [48]).

Let M be a real analytic finite-dimensional manifold. A subset A of M is said to
be semianalytic if and only if, for every x ∈ M , there exists a neighborhood U of x in
M and 2pq analytic functions gij , hij (1 � i � p and 1 � j � q), such that

A ∩ U =

p⋃
i=1

{y ∈ U | gij(y) = 0 and hij(y) > 0, j = 1, . . . , q}.
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Let SEM(M) denote the set of semianalytic subsets of M . The image of a semianalytic
subset by a proper analytic mapping is not in general semianalytic, and thus this class
has to be enlarged.

A subset A of M is said to be subanalytic if and only if, for every x ∈ M , there
exist a neighborhood U of x in M and 2p couples (Φδ

i , A
δ
i ) (1 � i � p and δ = 1, 2),

where Aδ
i ∈ SEM(M δ

i ), and where the mappings Φδ
i : M δ

i → M are proper analytic,
for real analytic manifolds M δ

i , such that

A ∩ U =

p⋃
i=1

(Φ1
i (A

1
i )\Φ2

i (A
2
i )).

Let SUB(M) denote the set of subanalytic subsets of M .
The subanalytic class is closed by union, intersection, complementary, inverse

image by an analytic mapping, and image by a proper analytic mapping. In brief, the
subanalytic class is o-minimal (see [23]). Moreover subanalytic sets are stratifiable
in the following sense. A stratum of a differentiable manifold M is a locally closed
submanifold of M . A locally finite partition S of M is a stratification of M if any
S ∈ S is a stratum such that

∀T ∈ S T ∩ ∂S �= ∅ ⇒ T ⊂ ∂S and dim T < dim S.

Finally, a mapping f : M → N between two analytic manifolds is said to be
subanalytic if its graph is a subanalytic subset of M ×N .

Let M be an analytic manifold, and let f be a subanalytic function on M . The
analytic singular support of f is defined as the complement of the set of points x in
M such that the restriction of f to some neighborhood of x is analytic. The following
property is of great interest in the present paper (see [48]): the analytic singular
support of f is subanalytic (and thus, in particular, is stratifiable). If f is, moreover,
locally bounded on M , then it is of codimension greater than or equal to one.

Let us turn back to our problem. The function Tx̄(·) is subanalytic outside x̄,
and, hence, its singular set S = Sing Tx̄(·) (i.e., the analytic singular support of Tx̄(·))
is a stratified submanifold of R

n, of codimension greater than or equal to 1.
Remark 3.10. Note that the point x̄ belongs to the adherence of S (see [1]).
Outside the singular set S, it follows from the dynamic programming principle

(see [36]) that the minimal time controllers steering a point x ∈ R
n \ S to x̄ are given

by the closed-loop formula

ui(x) = − 〈∇Tx̄(x), fi(x)〉√∑m
j=1〈∇Tx̄(x), fj(x)〉2

, i = 1, . . . ,m.(3.5)

The objective is to construct neighborhoods of S \ {x̄} in R
n whose complements

share invariance properties for the optimal flow. This is the contents of Lemma 2.14,
proved next.

3.2.4. Proof of Lemma 2.14. It suffices to prove that, for every compact subset
K of R

n and for every neighborhood Ω of S \ {x̄} in R
n, there exists a neighborhood

Ω′ of S \ {x̄} in R
n, satisfying (2.17), such that every trajectory of the closed-loop

system (1.1) with the optimal controller, joining a point x ∈ (Rn \ Ω) ∩ K to x̄, is
contained in R

n \ Ω′.
By definition of the cut locus, and using Proposition 3.6, every optimal trajectory

joining a point x ∈ (Rn \ Ω) ∩K to x̄ does not intersect S, and thus has a positive
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distance to the set S. Using the assumption of the absence of nontrivial singular
minimizing trajectories starting from x̄, a reasoning similar to the proof of Lemma
3.9 proves that the optimal flow joining points of the compact set (Rn \ Ω) ∩K to x̄
is parameterized by a compact set. Hence, there exists a positive real number δ > 0
so that every optimal trajectory joining a point x ∈ (Rn \Ω)∩K to x̄ has a distance
to the set S which is greater than or equal to δ. The existence of Ω′ follows.

3.2.5. Robustness properties of the optimal controller. In this section, we
prove robustness properties of the Carathéodory solutions of system (2.1) in closed-
loop with this feedback optimal controller. Given e, d : R

n × [0,+∞) → R
n, the

perturbed system in closed-loop with the optimal controller (denoted uopt) is

ẋ(t) = f(x(t), uopt(x(t) + e(x(t), t))) + d(x(t), t).(3.6)

Since the optimal controller is continuous outside the singular set S, it enjoys a natural
robustness property, stated below. In the next result, the notation d(x,S) stands for
the Euclidean distance from x to S.

Lemma 3.11. There exist a continuous function ρopt : R → R satisfying

ρopt(ξ) > 0 ∀ξ �= 0(3.7)

and a continuous function δopt : [0,+∞) → [0,+∞) of class K∞ such that the follow-
ing three properties hold:

• Robust Stability.
For every neighborhood Ω of S, there exists a neighborhood Ω′ ⊂ Ω of S, such
that, for all e, d : R

n × [0,+∞) → R
n satisfying the regularity assumptions

(2.2) and, for every x ∈ R
n,

sup[0,+∞)|e(x, ·)| � ρopt(d(x,S)), esssup[0,+∞)|d(x, ·)| � ρopt(d(x,S)),
(3.8)

and for every x0 ∈ R
n \Ω, there exists a unique Carathéodory solution x(·) of

(3.6) starting from x0, maximally defined on [0,+∞), and satisfying x(t) ∈
R

n \ Ω′ for every t > 0.
• Finite time convergence.

For every R > 0, there exists τopt = τopt(R) > 0 such that, for all e, d :
R

n × [0,+∞) → R
n satisfying the regularity assumptions (2.2) and (3.8), for

every x0 ∈ R
n with |x0 − x̄| � R, and every maximal solution x(·) of (3.6)

starting from x0, one has

|x(t) − x̄| � δopt(R) ∀t � 0,(3.9)

x(t) = x̄ ∀t � τopt,(3.10)

and

‖uopt(x(t))‖ � 1 ∀t � 0.(3.11)

• Optimality.
For every neighborhood Ω of S, every ε > 0, and every compact subset K of
R

n, there exists a continuous function ρε,K : R
n → R satisfying (2.9) such
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that, for all e, d : R
n × [0,+∞) → R

n satisfying the regularity assumptions
(2.2) and

sup[0,+∞)|e(x, ·)| � min(ρopt(d(x,S)), ρε,K(x)),

esssup[0,+∞)|d(x, ·)| � min(ρopt(d(x,S), ρε,K(x)) ∀x ∈ R
n,

(3.12)

and for every x0 ∈ K ∩ (Rn \ Ω), the solution of (3.6), starting from x0,
reaches x̄ within time Tx̄(x0) + ε.

Proof. Since Carathéodory conditions hold for the system (3.6), the existence
of a unique Carathéodory solution of (3.6), for every initial condition, is ensured.
Inequality (3.11) follows from the constraint (1.2). Since the optimal controller uopt

defined by (3.5) is continuous on R
n \ S, Lemma 2.14 implies the existence of ρopt :

R
n → [0,+∞) so that the robust stability and the finite time convergence properties

hold.
The so-called optimality property follows from the definition of uopt, from the

continuity of solutions with respect to disturbances, and from the compactness of the
set of all solutions starting from K ∪ (Rn \ Ω).

3.3. Definition of the hybrid feedback law. A switching strategy must be
defined in order to connect the first component (optimal controller), and the second
component (consisting of a set of controllers, stated in Lemma 2.13). The switching
strategy is achieved by adding a dynamical discrete variable sd and using a hybrid
feedback law, described next.

3.3.1. A class of hybrid feedbacks. Let F = {1, . . . , 6}, and let N be a
countable set. In what follows, Greek letters refer to elements of N . Fix ω as an
element of N . We emphasize that we do not introduce any order in N .

Given a set-valued map F : R
n ⇒ R

n, we define the solutions x(·) of the differen-
tial inclusion ẋ ∈ F (x) as all absolutely continuous functions satisfying ẋ(t) ∈ F (x(t))
almost everywhere.

Definition 3.12. The family (Rn \{x̄}, ((Ωα,l)l∈F , gα)α∈N ) is said to satisfy the
property (P) if

1. for every (α, l) ∈ N × F , the set Ωα,l is an open subset of R
n;

2. for every α ∈ N and every m > l ∈ F ,

Ωα,l � clos(Ωα,l) � Ωα,m;(3.13)

3. for every α in N , gα is a smooth vector field, defined in a neighborhood of
clos(Ωα,6), taking values in R

n;
4. for every (α, l) ∈ N × F , l � 5, there exists a continuous function ρα,l :

R
n → [0,+∞) satisfying ρα,l(x) �= 0 whenever x �= x̄ such that every maximal

solution x(·) of

ẋ ∈ gα(x) + B(0, ρα,l(x)),(3.14)

defined on [0, T ) and starting from ∂Ωα,l, is such that

x(t) ∈ clos(Ωα,l+1) ∀t ∈ [0, T );

5. for every l ∈ F , the sets (Ωα,l)α∈N form a locally finite covering of R
n \ {x̄}.

Remark 3.13. Some observations are in order.
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• First note that this notion is close to the notion of a family of nested patchy
vector fields defined in [38]. However, note that, in general, the sets (Ωα,l, gα)
may not be a patch as defined in [4, 38]. Indeed, due to property 4, the set
Ωα,l may not be invariant for the system (3.14). Since the notion of a patch
is one of the main ingredients of the proofs of [40], we cannot apply [40]
directly, even though some notions are similar (see in particular Definition
3.14 below).

• To state our main result, we need a family of six nested patchy vector fields
(see Remark 3.21 for comments on the necessity of six families). The patches
1, 2, 4, and 6 define the dynamics of the discrete component of our hybrid
controller (see Definition 3.14 below). The patches 3 and 5 are used for
technical reasons to handle the measurement noise.

We next define a class of hybrid controllers as those considered in section 2 (see
also [40]).

Definition 3.14. Let (Rn \ {x̄}, ((Ωα,l)l∈F , gα)α∈N ) satisfy the property (P) as
in Definition 3.12. Assume that, for every α in N , there exists a smooth function kα
defined in a neighborhood of Ωα,6 and taking values in R

m, such that, for every x in
a neighborhood of Ωα,6,

gα(x) = f(x, kα(x)).(3.15)

Set

D1 = Ωω,2,(3.16)

Dα,2 = R
n \ Ωα,6.(3.17)

Let (C,D, k, kd) be the hybrid feedback defined by

C = {(x, α) | x ∈ (clos(Ωα,4) \ Ωω,1)},(3.18)

D = {(x, α) | x ∈ D1 ∪Dα,2},(3.19)

k : R
n ×N → R

m

(x, α) �→ kα(x) if x ∈ Ωα,6,
0 else,

(3.20)

and

kd : R
n ×N ⇒ N
(x, α) �→ ω if x ∈ clos(Ωω,1 ∩D1) and if x �∈ Dα,2,

α′ if x ∈ clos(Ωα′,1 ∩Dα,2).
(3.21)

The 4-tuple (C,D, k, kd) is a hybrid feedback law on R
n as considered in section

2.2. We denote by H(e,d) the system (2.1) in closed-loop with such feedback with the
perturbations e and d as measurement noise and external disturbance, respectively.

In this definition, we do not use any order in N . However, the element ω has
a particular role in what follows, since it will refer to the optimal controller in the
hybrid feedback law.

3.3.2. Properties of solutions. In this section, we investigate some properties
of the solutions of the system in closed-loop with the hybrid feedback law defined
above.

Definition 3.15. Let χ : R
n → R be a continuous map such that χ(x) > 0 for

every x �= x̄.
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• We say that χ is an admissible radius for the measurement noise if, for every
x ∈ R

n and every α ∈ N , such that x ∈ Ωα,6,

χ(x) <
1

2
min

l∈{1,...,5}
d(Rn \ Ωα,l+1,Ωα,l).(3.22)

• We say that χ is an admissible radius for the external disturbances if, for
every x ∈ R

n, we have

χ(x) � max
(α,l), x∈Ωα,l

ρα,l(x).

There exists an admissible radius for the measurement noise and for the exter-
nal disturbances (note that, from (3.13), the right-hand side of inequality (3.22) is
positive).

Consider an admissible radius χ for the measurement noise and the external
disturbances. Let e and d be a measurement noise and an external disturbance re-
spectively, such that, for all (x, t) ∈ R

n × [0,+∞),

e(x, t) � χ(x), d(x, t) � χ(x).(3.23)

The properties of the solutions of the system in closed-loop with the hybrid feed-
back law defined in Definition 3.14 are similar to those of [40]. Hence, we skip the
proof of the following three lemmas, which do not use statement 4 of Definition 3.12
but only the definition of the hybrid feedback law.

Lemma 3.16. For all (x0, s0) ∈ R
n ×N , there exists a solution of H(e,d) starting

from (x0, s0).
Recall that a Zeno solution is a complete solution whose domain of definition is

bounded in the t-direction. A solution (x, sd), defined on a hybrid domain S, is an
instantaneous Zeno solution if there exist t � 0 and an infinite number of j ∈ N such
that (t, j) ∈ S.

The Zeno solutions do not require a special treatment.
Lemma 3.17. There do not exist instantaneous Zeno solutions, although a finite

number of switches may occur at the same time.
We note, as usual, that maximal solutions of H(e,d) blow up if their domain of

definition is bounded. Since Zeno solutions are avoided, the blow-up phenomenon
only concerns the t-direction of the domain of definition, and we get the following
result (see also [25, Proposition 2.1]).

Lemma 3.18. Let (x, sd) be a maximal solution of H(e,d) defined on a hybrid time
S. Suppose that the supremum T of S in the t-direction is finite. Then

lim sup
t→T,(t,l)∈S

|x(t, l)| = +∞.

We conclude this series of technical lemmas by studying the behavior of solutions
between two jumps. For every α ∈ N , set

τα = sup
{
T | x is a Carathéodory solution of ẋ = f(x, kα) + B(0, χ(x))

with x(t) ∈ Ωα,6 ∀t ∈ [0, T )
}
.

(3.24)

Note that, at this stage, there may exist α ∈ N such that τα = +∞.
Lemma 3.19. Let (x, sd) be a solution of H(e,d) defined on a hybrid time domain

S and starting in (Rn \ {x̄}) × N . Let T be the supremum in the t-direction of S.
Then one of the two following cases may occur:
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• Either there exists no positive jump time—more precisely, there exists α ∈ N
such that

1. for almost every t ∈ (0, T ) and for every l such that (t, l) ∈ S, one has
k(sd(t, l)) = kα;

2. for every t ∈ (0, T ) and every l such that (t, l) ∈ S, one has x(t, l) +
e(x(t, l), t) ∈ clos(Ωα,4) \ Ωω,1;

3. for all (t, l) ∈ S, t > 0, one has x(t, l) + e(x(t, l), t) �∈ D, where D is
defined by (3.19);

4. the inequality T < τα holds;
• or there exists a unique positive jump time—more precisely, there exist α ∈
N \ {ω} and t1 ∈ (0, T ) such that, letting t0 = 0, t2 = T , α0 = α, α1 = ω,
for every j = 0, 1, the following properties hold:

5. for almost every t ∈ (tj , tj+1) and for every l such that (t, l) ∈ S, one
has k(sd(t, l)) = kαj ;

6. for every t ∈ (t0, t1) and every l such that (t, l) ∈ S, one has x(t, l) +
e(x(t, l), t) ∈ clos(Ωα,4) \ Ωω,1;

7. for every t in (tj , tj+1) and every l such that (t, l) ∈ S, one has x(t, l) +
e(x(t, l), t) �∈ Dαj ,2, where Dαj ,2 is defined by (3.17);

8. the inequality t1 < ταj holds.
Proof. Consider the sequence (tj)j∈m of jump times, i.e., the times such that

t0 = 0 and, for every j ∈ m, j � m− 1,

tj � tj+1,(3.25)

(x(tj+1, j) + e(x(tj+1, j), tj+1), sd(tj+1, j)) ∈ D,(3.26)

and

(x(tj+1, j + nj) + e(x(tj+1, j), tj+1), sd(tj+1, j + nj)) ∈ C,(3.27)

where nj is the finite number of instantaneous switches3 (see Lemma 3.17). Let
σ : N → N be an increasing function such that tσ(j) < tσ(j+1).

Between two jumps, sd(t) is constant, and thus there exists a sequence (αj) in N
such that, for every t ∈ (tσ(j), tσ(j+1)), except for a finite number of t, we have

sd(t, σ(j)) = αj ,(3.28)

x is a Carathéodory solution of ẋ = f(x, kαj ) + d on (tσ(j), tσ(j+1)),(3.29)

and

k(sd(t, σ(j))) = kαj
.(3.30)

From (3.18), (3.27), and (3.28), we have, for every t ∈ [tσ(j), tσ(j+1)],

x(t, j) + e(x(t, j), t) ∈ clos(Ωαj ,4) \ Ωω,1.(3.31)

Note that, from (3.30), (3.31), and statement 4 of Definition 3.12, for every t > 0 such
that t ∈ [tσ(j), tσ(j+1)], one has

x(t, σ(j)) �∈ Dαj ,2.(3.32)

3We emphasize that we may have jumps at time t = 0 (see also Remark 3.21).
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Therefore, the positive jump time may occur only at time tj where the point x(tj , l)+
e(x(tj , l), tj) belongs to D1. Thus, there exists at most one positive jump time. From
(3.29) and (3.30), Statements 1 and 5 hold. Statements 2 and 6 are deduced from
(3.31). Equation (3.32) implies Statements 3 and 7 Finally, Statements 4 and 8 are a
consequence of (3.24) and (3.29).

3.3.3. Definition of the hybrid feedback law, and switching strategy.
We next define our hybrid feedback law. Let ε > 0 and K be a compact subset of R

n.
Let Ω be the neighborhood of S given by Lemma 2.13. For this neighborhood Ω, let
Ω′ ⊂ Ω be the neighborhood of S yielded by Lemma 2.14.

Let N be the countable set defined by

N = {(i, p), i ∈ N, p ∈ Ni} ∪ {ω},

where ω is an element of N × N, distinct from every (i, p), i ∈ N, p ∈ Ni.
We proceed in two steps. We first define kα and Ωα,l, where α ∈ N \ {ω} and

l ∈ F . Then we define kω and Ωω,l, where l ∈ F .
1. Let i ∈ N. Lemma 2.13, applied with the stratum Mi, implies the existence

of a family of smooth controllers (ki,p)p∈Ni satisfying the constraint (1.2)
and of a family of neighborhoods (Ωi,p,7)p∈Ni . The existence of the families
(Ωi,p,1)p∈Ni , . . . , (Ωi,p,6)p∈Ni , satisfying

Ωi,p,l � clos(Ωi,p,l) � Ωi,p,m

for every m > l ∈ F , follows from a finite induction argument, using Lemma
2.13.
We have thus defined ki,p and Ωi,p,l, where (i, p) ∈ N \ {ω} and l ∈ F .
Remark 3.20. It follows from [1] that, near the point x̄, the cut locus S is con-
tained in a conic neighborhood C centered at x̄ (as illustrated in Figure 2.1),
the axis of the cone being transversal to the subspace Span{f1(x̄), . . . , fm(x̄)}.
Moreover, we may modify slightly the previous construction, and assume that,
near x̄, the set

⋃
α∈N\{ω}, l∈F Ωα,l is contained in this conic neighborhood.

2. It remains to define the sets Ωω,l, where l ∈ F , and the controller kω. Let
Ωω,1 be an open set of R

n containing R
n \

⋃
α∈N\{ω} Ωα,1 and contained in

R
n \S. From the previous remark, the point x̄ belongs to clos(Ωω,1). Lemma

2.14, applied with Ω = R
n \ clos(Ωω,1), allows to define kω as kopt, and Ω′ a

closed subset of R
n such that

Ω′
� Ω,(3.33)

and such that Ω′ is a neighborhood of S. Set Ωω,2 = R
n \ Ω′; it is an open

subset of R
n, contained in R

n\S. Moreover, from (3.33), Ωω,1 � clos(Ωω,1) �

Ωω,2. The existence of the sets Ωω,3, . . . ,Ωω,6 follows from a finite induction
argument, using Lemma 2.14. Moreover, from Lemma 3.11, we have the
following property: for every l ∈ {1, . . . , 6}, for every x0 ∈ Ωω,l, the unique
Carathéodory solution x(·) of (3.6), with x(0) = x0, satisfies x(t) ∈ Ωω,l+1

for every t � 0.
Therefore, (Rn \ {x̄}, ((Ωα,l)l∈F , gα)α∈N ) is a family satisfying the property (P)

as in Definition 3.12, where gα is a function defined in a neighborhood of Ωα,6 by
gα(x) = f(x, kα). The hybrid feedback law (C,D, k, kd) is then defined according to
Definition 3.14.
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3.4. Proof of Theorem 2.10. Let ε > 0, and let K be a compact subset of
R

n. Consider the hybrid feedback law (C,D, k, kd) defined previously. Let χ be
an admissible radius for the external disturbances and the measurement noise (see
Definition 3.15). We may reduce this function, and assume that, for every α ∈ N\{ω},

χ(x) � ρopt(d(x,S)) ∀x ∈ Ωω,6,
χ(x) � ρα(x) ∀x ∈ Ωα,6.

Note that, from the choice of the components of the hybrid feedback law, and from
Lemmas 2.13 and 3.19, for every α ∈ N \ {ω}, the constant τα defined by (3.24) is
such that τα < ε.

Let us prove that the point x̄ is a semiglobal quasi-minimal time robust sta-
ble equilibrium for the system (1.1) in closed-loop with the hybrid feedback law
(C,D, k, kd) as stated in Theorem 2.10.

Step 1: Completeness and global stability. Let R > 0 and δ : [0,+∞) → [0,+∞)
of class K∞ be such that, for every α ∈ N and every x, with |x− x̄| < R and x ∈ Ωα,6,
we have

δ(R) � δopt(δα(R)),

where the functions δα are defined in Lemma 2.13. Let e, d be two functions satisfying
the regularity assumptions and (3.23). Let (x, sd) be a maximal solution of H(e,d) on
a hybrid domain S with the initial condition (x0, s0), where |x0 − x̄| < R. From
Lemmas 2.13, 3.11, and 3.19, we have, for every (t, l) ∈ S,

|x(t, l) − x̄| � δ(R).(3.34)

Therefore, the conclusion of Lemma 3.18 cannot hold (since lim supt→T,(t,l)∈S |x(t, l)| �=
+∞), and thus the supremum T of S in the t-direction is infinite, and the maximality
property follows. The stability property follows from (3.34).

Step 2: Uniform finite time convergence property. Let x0 ∈ B(x̄, R), and s0 ∈
N . Let (x, sd) denote the solution of H(e,d) with the initial condition (x0, s0). If
x0 = x̄, then, using (3.20) and the fact that χ(x̄) = 0, the solution remains at the
point x̄. We next assume that x0 �= x̄. Let α0 ∈ N such that x(·) is a solution of
ẋ = f(x, kα0(x)) + d on (0, t1) for a t1 > 0 given by Lemma 3.19.

If α0 = ω, then the feedback law under consideration coincides with the optimal
controller and, from statement 3 of Lemma 3.19, there does not exist any switching
time t > 0. Then, from Lemma 3.11, x(·) reaches x̄ within time Tx̄(x0) + ε.

If α0 �= ω, then, from Lemmas 2.13 and 3.19, the solution x(·) leaves Ωα0,6 within
time ε and then enters the set Ωω,4. Therefore, since τα < ε, x(·) reaches x̄ within
time Tx̄(x1) + ε, where x1 denotes the point of x(·) when entering Ωω,4.

Let τ(R) = maxx∈δ(R) T (x)+ε. With (3.34), we get (2.12) and the uniform finite
time property. Note that, from Lemma 2.13, the constraint (2.13) is satisfied.

Step 3: Quasi-optimality. Let K be a compact subset of R
n, and (x0, s0) ∈ K×N .

Let R > 0 such that K ⊂ B(0, R). From the previous arguments, two cases occur:
• The solution starting from (x0, s0) reaches x̄ within time Tx̄(x0)+ε whenever
α0 = ω.

• The solution starting from (x0, s0) reaches x̄ within time Tx̄(x1)+ε, whenever
α0 �= ω, where x1 denotes the point of x(·) when entering Ωω,6. We may
reduce the neighborhoods Ωα,l, one has |Tx̄(x0) − Tx̄(x1)| � ε. Indeed, from
Remark 2.4, the function Tx̄(·) is uniformly continuous on the compact K.
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Hence, the maximal solution starting from (x0, s0) reaches x̄ within time Tx̄(x0)+2ε.
This is the quasi-optimality property.

Theorem 2.10 is proved.
Remark 3.21. We deduce from Lemma 3.19 and from the proof of Theorem 2.10

that the following two cases may occur:
• If x0 ∈ Ωω,2, then the solutions (x, sd) of H(e,d) defined on the hybrid time

domain S and with the initial condition (x0, ω) satisfy x(t, l) + e(x(t, l), t) ∈
Ωω,4 for all (t, l) ∈ S.

• If x0 ∈ Ωα,2 for α �= ω, then there exists a jump time t̄ � 0, (t̄, l̄) ∈ S
such that x(t̄, l̄) + e(x(t̄, l̄), t̄) ∈ Ωω,2, and for all (t, l) ∈ S, t � t̄, we have
x(t, l̄) + e(x(t, l), t) ∈ Ωω,4.

Hence, for every x0 ∈ R
n \ {x̄}, by considering only the initial conditions (x0, s0)

with x0 ∈ Ωs0,2, the solutions of H(e,d) depend only on the sets Ωα,2, Ωα,3, and Ωα,4

for some α ∈ N . In other words, for such initial conditions, we only need three
nested families of open sets to state a quasi-optimality property. However, six nested
families of open sets (Ωα,l)α∈N , l∈F are required to establish the quasi-optimality
property stated in Theorem 2.10 for all initial conditions (x0, s0) ∈ R

n \{x̄}×N , and
not only for initial conditions {(x0, s0), x0 ∈ Ωs0,2}.

Since there is no restriction on the s0 variable, a jump may occur at time t = 0 and
the second claim of (3.21) is active for some initial conditions. We emphasize that
Lemma 3.19 asserts that there exists at most one positive jump time, but another
jump may occur at time t = 0.

Intuitively, two patches are required for defining both kinds of jumps: from the
controllers built in Lemma 2.13 to the controller considered in Lemma 2.14, and
conversely. The other four patches are used to define neighborhoods of these jump sets
and to bound the admissible measurement noise (see Definition 3.15). This explains
the necessity of considering at least six patches to establish our main result.
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Birkhäuser, Basel, 1996, pp. 1–78.



1896 CHRISTOPHE PRIEUR AND EMMANUEL TRÉLAT
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Abstract. This paper studies the problem of pole assignment for symmetric and Hamiltonian
transfer functions. A necessary and sufficient condition for pole assignment by complex symmetric
output feedback transformations is given. Moreover, in the case where the McMillan degree coincides
with the number of parameters appearing in the symmetric feedback transformations, we derive an
explicit combinatorial formula for the number of pole assigning symmetric feedback gains. The
proof uses intersection theory in projective space as well as a formula for the degree of the complex
Lagrangian Grassmann manifold.
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1. Introduction. One of the best known inverse eigenvalue problems from lin-
ear system theory is that of pole assignment, i.e., finding a static output feedback
gain for a given linear system such that the closed loop poles of the system coin-
cide with a specified subset of the complex plane. Moreover, in the case of finitely
many solutions, a formula for the number of pole assigning feedback transformations
is desirable. Early contributions on the subject were obtained by, e.g., Davison and
Wang [7] and Kimura [20], who derived sufficient conditions for the solvability. How-
ever, these conditions were far from being necessary as well. In a series of pioneering
papers [16, 24, 25], Hermann and Martin applied tools from algebraic geometry to
obtain necessary and sufficient conditions, valid for a generic class of systems and
for complex feedback transformations. Their approach was based on the dominant
morphism theorem [2, Chapter AG, section 17, Theorem 17.3] from complex alge-
braic geometry. A second breakthrough was subsequently made by Brockett and
Byrnes [3], who used intersection theoretic arguments and the Schubert calculus on
Grassmann manifolds to count the number of pole assigning complex feedback trans-
formations. By refining these algebraic-geometric approaches of Hermann and Martin
and Brockett and Byrnes, a number of fundamental contributions on the subject were
made that finally led to a solution of the problem in the real case, with important
contributions due to [8, 21, 29, 37, 38]. For an excellent survey paper on this subject,
written from a control-theoretic point of view, see, e.g., [4]. More recently, various
intersection theoretic tasks related to the Schubert calculus have been studied in the
algebraic geometry literature; see, e.g., [12, 18, 34]. The focus of most of the inves-
tigations so far has been on the unstructured case, where no underlying symmetries
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for the involved transfer function or for the associated feedback transformations are
imposed. However, transfer functions with symmetries occur naturally in various ap-
plication areas, such as in network theory or mechanics. For example, the transfer
functions G(s) of linear RLC-circuits, consisting solely of resistors, capacitors, and
inductive elements, are symmetric; i.e., they satisfy G(s)� = G(s). In mechanics, the
transfer functions of linear Hamiltonian systems are characterized by the symmetry
relation G(−s)� = G(s), while second order mechanical systems of the form

Mẍ = Nx + Bu, y = B�x

yield symmetric Hamiltonian transfer functions, satisfying

G(s) = H(s2), H(s) = H(s)�;

see, e.g., [1, 5, 6, 9]. For such structured systems it is reasonable to restrict the class of
admissible feedback transformations to those that preserve the symmetry properties of
the transfer functions. Therefore the known results on pole placement on unstructured
systems do not apply in these cases and instead require a new approach.

In this paper we start an investigation of the pole placement problem for n ×
n symmetric transfer functions G(s) = G(s)�, arising in electrical network theory,
and Hamiltonian transfer functions. For both types of systems the natural class of
admissible output feedback transformations are the symmetric ones F = F�, yielding
a symmetric closed loop transfer function

GF (s) := (In −G(s)F )−1G(s).

As the number of free parameters occurring in the symmetric feedback matrices F
is n(n + 1)/2, a necessary condition for generic solvability of this output feedback
problem is that the McMillan degree δ of the transfer function G satisfies δ ≥

(
n+1

2

)
in the symmetric case, and δ ≥ n(n+1) in the Hamiltonian case. In fact, we show that
generically for complex symmetric output feedback transformations this condition is
also sufficient. Moreover, for the limit case δ =

(
n+1

2

)
(or δ = n(n+ 1)), we derive an

explicit combinatorial formula for the number of complex symmetric output feedback
gains that place the poles at given points. Our formula coincides with that of the
degree for the complex Lagrangian manifold, given in [36].

In the real case such complete results cannot be expected. In fact, the symmetry of
the transfer functions then imposes a priori limitations for the possible pole locations
of such systems. This has been observed in [23], where it is shown for symmetric
transfer functions that—in the special case that the Cauchy index of G coincides with
the McMillan degree—generically real symmetric output feedback pole assignability
holds if and only if n ≥ δ. Of course, in most applications we have n ≤ δ, and
therefore the description of the set of poles that can be achieved by real symmetric
output feedback becomes a complicated and nontrivial task.

2. Complex symmetric and Hamiltonian realizations. In this section we
recall some basic facts concerning complex symmetric and Hamiltonian transfer func-
tions and associated signature symmetric and Hamiltonian realizations. Let C denote
the field of complex numbers. A complex rational transfer function G(s) ∈ C(s)n×n

of McMillan degree δ is called symmetric or Hamiltonian, respectively, if

G(s) = G(s)� or G(s) = G(−s)�, respectively,
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holds for all s ∈ C. A complex symmetric realization is a linear system of the form

ẋ = Ax + Bu, y = B�x,

where A ∈ C
δ×δ is symmetric, i.e., A� = A, and B ∈ C

δ×n. Similarly, a Hamiltonian
realization is a linear system

ẋ = Ax + Bu, y = Cx,

where A ∈ C
δ×δ, B ∈ C

δ×n, C ∈ C
n×δ satisfies

AJ = (AJ)�, C� = JB

and [
0 I
−I 0

]

denotes the standard symplectic form on C
δ×δ. In particular, Hamiltonian systems

always have even McMillan degree δ.
Complex symmetric realizations are the natural class of realizations for complex

symmetric transfer functions. In fact, they are the proper analogue of signature
symmetric realizations of real rational transfer functions, appearing in network theory.
Here a signature symmetric realization (A,B,C) is one that is symmetric relative to
the bilinear form Ipq := diag(Ip,−Iq); i.e., (A,B,C) satisfies (AIpq)

� = AIpq, C
� =

IpqB. Such realizations always exist for real symmetric transfer functions G, and
the integer p − q coincides with the so-called Cauchy–Maslov index of G. If q =
0, then this definition coincides with the one above for symmetric realizations. In
particularly, over R, real symmetric realizations correspond to linear models of RC-
networks, constructed entirely using capacitors and resistors. The real symmetric
transfer functions defined by them are characterized by the property that the Cauchy–
Maslov index coincides with the McMillan degree [1, 9, 14].

The following variant of the Kalman realization theorem is well known; see, e.g.,
[9, 10]. Recall that the complex orthogonal group O(δ,C) is the matrix group con-
sisting of all complex δ × δ matrices S, satisfying SS� = Iδ. Given any complex
realization (A,B,C) of a symmetric transfer function G(s) = C(sI − A)−1B, note
that (A�, C�, B�) is also a realization.

Proposition 2.1. Let G(s) = G(s)� be an n×n strictly proper, complex rational
transfer function of McMillan degree δ. Then the following hold:

(1) G(s) has a controllable and observable complex symmetric realization

(A,B,C) = (A�, C�, B�).

(2) If (Ai, Bi, Ci), i=1, 2, are two controllable and observable complex symmetric
realizations of G(s), then there exists a unique complex orthogonal transfor-
mation S ∈ O(δ,C) such that (A2, B2, C2) = (SA1S

−1, SB1, C1S
−1).

In the literature usually only the real case of the above result is proved, where
the statement is actually slightly different due to the presence of signature symmetric
realizations. In the complex case the result simplifies to the one given here. For the
sake of completeness we include the proof; see also [10].

Proof. If (A,B,C) is a minimal realization of G(s), then, by symmetry of G,
(A�, C�, B�) also is a minimal realization. Applying Kalman’s realization theorem
implies the existence of a unique invertible complex δ × δ matrix S with

(A�, C�, B�) = (SAS−1, SB,CS−1).
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By transposing this equation and using the uniqueness of S we conclude that S = S�.
It is a well-known fact from linear algebra that every complex symmetric invert-
ible matrix has a representation S = XX� by a complex invertible matrix X.
Moreover, X is uniquely determined up to right factors XT , where T ∈ O(δ,C).
Then (XAX−1, XB,CX−1) is a complex symmetric realization, which completes the
proof.

There is a similar realization theorem for Hamiltonian systems, for which we refer
to the literature; see, e.g., [6, 9]. Static linear output feedback can be meaningfully
defined for such systems only through symmetric gain matrices. Note that

adj(sI −A) = sn−1I + sn−2(A− trace(A)I) + lower order terms.

Thus, for symmetric A, the rational matrix

B�(sI −A−BFB�)−1B = B� 1

det(sI −A−BFB�)
adj(sI −A−BFB�)B

is symmetric only if B�BFB�B is symmetric. Therefore, if B has full column rank,
an output feedback transformation

u = Fy + v

with the closed system

ẋ = (A + BFB�)x + Bu, y = B�x

preserves the complex symmetry of the realizations if and only if F = F�. Thus
we define two complex symmetric realizations (Ai, Bi, Ci), i = 1, 2, to be symmetric
output feedback equivalent if and only if there exist S ∈ O(δ,C), F = F� ∈ C

n×n with

(A2, B2, C2) = (S(A1 + B1FB�
1 )S−1, SB1, C1S

−1).

Equivalently, they are symmetric output feedback equivalent if and only if the asso-
ciated transfer functions satisfy

G2(s) = (In −G1(s)F )−1G1(s).

Similarly, output feedback for Hamiltonian systems

ẋ = (A + BFC)x + Bu, y = Cx

preserves the Hamiltonian properties of the realization if and only if F = F�. Thus
in both cases we have to focus on symmetric output feedback.

We note some elementary geometric properties of the set of complex symmetric
transfer functions that will be important in the subsequent development; see, e.g., [6]
for some of the details for the proof of the subsequent theorem. We omit a full proof
as it would take us too far from the subject.

Proposition 2.2. Let SRatδ,n(C) and Hamδ,n(C), respectively, denote the sets
of strictly proper, complex symmetric and Hamiltonian n × n transfer functions of
McMillan degree δ. Then SRatδ,n(C) and Hamδ,n(C) are, respectively, a smooth
complex manifold of complex dimension δ(n + 1) and dimension δn. Moreover, they
are nonsingular irreducible quasi-affine varieties.
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In particular, there is a canonical notion of “genericity” for complex symmetric
or Hamiltonian transfer functions. Explicitly, a property E of complex symmetric
transfer functions is called generic if the set defined by E,

{G ∈ SRatδ,n(C) | G has property E},

is a Zariski open subset of SRatδ,m(C). Equivalently, this also can be expressed in
terms of complex symmetric realizations.

3. Main result. After these preliminaries we can now formulate and prove the
main technical results of this paper. Let G(s) be an n × n complex symmetric or
Hamiltonian transfer function, i.e., G(s)� = G(s) or G(−s)� = G(s), respectively.
Assume that G(s) is strictly proper and has McMillan degree δ. The complex sym-
metric eigenvalue assignment problem then asks the following question.

Problem 3.1. For a given arbitrary monic polynomial ϕ(s) ∈ C[s] of degree δ
(ϕ(s) = ϕ(−s) is assumed to be even in the Hamiltonian case), is there an n × n
complex symmetric matrix F such that the closed loop transfer function

GF (s) := (In −G(s)F )−1G(s)

has the characteristic polynomial ϕ(s), i.e., such that the poles of GF (s) are the zeros
of ϕ(s)?

If for a particular symmetric (Hamiltonian) transfer function G(s) Problem 3.1 has
an affirmative answer, we will say that G(s) is pole assignable in the class of complex
symmetric (Hamiltonian) feedback compensators. We say that G(s) is generically pole
assignable if the problem is solvable for a generic choice of admissible polynomials
ϕ(s).

Similar to the situation of the static pole placement problem [3, 37] and the
dynamic pole placement problem [28], Problem 3.1 turns out to be highly nonlinear,
and techniques from algebraic geometry will be required to study the problem. The
first main result is in the spirit of Hermann and Martin [16], by deriving a generic
necessary and sufficient condition via the dominant morphism theorem.

We prove some lemmas first. Let π(A) = (a11, . . . , aδδ) be the projection onto
the diagonal entries of an δ × δ matrix A. In what follows we will identify C

δ with
the complex vector space of row vectors. For any symmetric matrix L, define θL :
O(δ,C) → C

δ through

θL(S) = π(SLS−1).

As O(δ,C) is a Lie group, its tangent space at the identity matrix I is given by the
Lie algebra of complex skew-symmetric matrices

so(δ,C) = {X ∈ C
δ×δ | X + X� = 0}.

Moreover, the Jacobian dθLI of θL at I is given by

dθLI : so(δ,C) → V, dθLI (X) = π(XL− LX),

where

V =

{
(x1, . . . , xδ) ∈ C

δ |
δ∑
1

xi = 0

}
.



OUTPUT FEEDBACK POLE ASSIGNMENT WITH SYMMETRIES 1903

For any δ× δ matrix L, the graph G(L) of L is defined as a graph with δ vertices
such that there is a path from vertex i to vertex j if and only if the ijth entry of L is
nonzero. It is a well-known fact from linear algebra that the graph G(L) is connected
if and only if L is irreducible, i.e., if and only if there exists no permutation matrix P
such that PLP−1 is block diagonal. We use this fact together with an idea developed
in [15, Lemma 2.5] to prove the following equivalent characterization.

Lemma 3.2. The Jacobian dθLI is surjective if and only if the associated graph
G(L) is connected.

Proof. By inspection, the derivative dθLI is not surjective if and only if there exists
a nonzero diagonal matrix Z of trace zero such that for all X ∈ so(δ,C)

trace(Z(XL− LX)) = trace((LZ − ZL)X) = 0.

By symmetry of L,Z we have LZ − ZL ∈ so(δ,C). Since the trace function defines
a nondegenerate bilinear form on so(δ,C), the condition trace((LZ − ZL)X) = 0 is
equivalent to LZ = ZL. Since Z is a nonzero diagonal matrix of trace zero, there is
a permutation matrix P such that Ẑ := PZP−1 = block diag(a1I1, . . . , akIk) with
k ≥ 2 and ai’s distinct. Let L̂ = PLP−1. Then LZ = ZL is equivalent to L̂Ẑ = ẐL̂,
which is equivalent to L̂ being block diagonal. But from the above remark this is
equivalent to the graph G(L) being disconnected. The result follows.

Lemma 3.3. Let L be a nonzero complex symmetric matrix such that π(L) = 0.
Then there is a family of orthogonal matrices S(ε) ∈ O(δ,C), ε ≥ 0, with S(0) = I
such that the matrix L̂(ε) := S(ε)LS(ε)−1 has the properties that π(L̂(ε)) = 0 and

dϕ
L̂(ε)
I is surjective for all ε ∈ (0, π/2).
Proof. If G(L) is connected, then by the previous lemma the choice S(ε) := I does

the job. Thus it suffices to prove that G(L) not connected implies that then we can
find a family of transformations S(ε) such that π(S(ε)LS(ε)−1) = 0 and the largest
connected subgraph of G(S(ε)LS(ε)−1) contains more vertices than that of G(L) for
all 0 < ε < π/2.

Note that π(L) = 0 and L �= 0 imply that the largest connected subgraph of G(L)
must contain at least 2 vertices. Assume that the largest connected subgraph of G(L)
contains k vertices, 2 ≤ k < δ. Without loss of generality, assume

L =

[
L1 0
0 L2

]
,

where the graph of the k × k submatrix L1 is connected. Write

L1 =

[
L11 α
α� 0

]
and L2 =

[
0 β�

β L22

]
,

where L11 and L22 are sizes (k−1)× (k−1) and (δ−k−1)× (δ−k−1), respectively.
By irreducibility of L1 we have α �= 0. Thus L has the form⎡

⎢⎢⎣
L11 α 0 0
α� 0 0 0
0 0 0 β�

0 0 β L22

⎤
⎥⎥⎦ .

Let

S(ε) =

⎡
⎢⎢⎣

I(k−1)×(k−1) 0 0 0
0 cos ε − sin ε 0
0 sin ε cos ε 0
0 0 0 I(δ−k−1)×(δ−k−1)

⎤
⎥⎥⎦ .
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Then

S(ε)LS−1(ε) =

⎡
⎢⎢⎣

L11 (cos ε)α (sin ε)α 0
(cos ε)α� 0 0 (− sin ε)β�

(sin ε)α� 0 0 (cos ε)β�

0 (− sin ε)β (cos ε)β L22

⎤
⎥⎥⎦ .

For the graph G(S(ε)LS−1(ε)) with 0 < ε < π/2, the vertices {1, . . . , k} are still
connected and the vertex k + 1 is symmetrically connected to at least one of the first
k vertices. Thus the vertices {1, . . . , k + 1} are connected.

Lemma 3.4. Let L be a linear subspace of complex symmetric matrices of dimen-
sion δ, and L �⊂ sl(δ,C). Then there exists an orthogonal matrix S ∈ O(δ,C) such
that π |SLS−1 is one to one, and onto.

Proof. The proof goes by recursively constructing a basis {L1, . . . , Lδ} of L such
that {π(SL1S

−1), . . . , π(SLδS
−1)} are linearly independent for a suitable complex

orthogonal matrix S ∈ O(δ,C). First note that we can modify any basis of L into
a basis L(1) := {L1, . . . , Lδ} of L such that L1 �∈ sl(δ,C) and Li ∈ sl(δ,C) for
i = 2, . . . , δ. In fact, if {K1, . . . ,Kδ} denotes any basis of L with trace(K1) �= 0, then
{L1 := K1, L2 := K2 − c2K1, . . . , Lδ := Kδ − cδK1}, ci := trace(Ki)/ trace(K1), is as
desired. By construction of L1, we have π(L1) �= 0.

Let {L1, . . . , Lδ} be a basis of L such that L1 �∈ sl(δ,C) and Li ∈ sl(δ,C) for
i = 2, . . . , δ. Then dim span{π(L1), . . . , π(Lδ)} := k ≥ 1. If k < δ, then by re-
ordering the indices we can assume that {π(L1), . . . , π(Lk)} are linearly independent
and

π(Lj) =

k∑
i=1

cijπ(Li) for j = k + 1, . . . , δ.

By replacing Lj with Lj −
∑k

i=1 cijLi, we can further assume that π(Lj) = 0 for
j = k + 1, . . . , δ. It is thus sufficient to show that if there is an orthogonal ma-
trix Ŝ such that the matrices {Mj := ŜLjŜ

−1, j = 1, . . . , δ} have the property that
{π(M1), . . . , π(Mk)} are linearly independent and π(Mj) = 0, j = k + 1, . . . , δ, for
some k < n, then we can find an orthogonal S such that

{π(SM1S
−1), . . . , π(SMkS

−1), π(SMk+1S
−1)}

are linearly independent.
By Lemma 3.3, there exists Sε ∈ O(δ,C) arbitrarily close to the identity ma-

trix such that π(SεM1S
−1
ε ), . . . , π(SεMkS

−1
ε ) are linearly independent and the graph

G(SεMk+1S
−1
ε ) is connected. By replacing Mi with SεMiS

−1
ε , we can assume further

that dθ
Mk+1

I is onto V . Then there exists a skew-symmetric matrix X such that

π(XMk+1 −Mk+1X) �∈ span{π(M1), . . . , π(Mk)}.

Let

S(ε) = exp(εX).

Then S(ε) is orthogonal for all ε, and

S(ε) = I + εX + higher order terms.
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The Taylor series expansions of {π(S(ε)MiS(ε)−1)} have the forms

π(S(ε)MiS(ε)−1) = π(Mi) + βi(ε), i = 1, . . . , k,

and

π(S(ε)Mk+1S(ε)−1) = ε (π(XMk+1 −Mk+1X) + βk+1(ε)) ,

where βi(ε) are continuous with respect to ε and βi(ε) → 0 as ε → 0 for i = 1, . . . , k+1.
Since {π(M1), . . . , π(Mk), π(XMk+1 − Mk+1X)} are linearly independent, for suffi-
cient small ε > 0, {π(M1)+β1(ε), . . . , π(Mk)+βk(ε), π(XMk+1−Mk+1X)+βk+1(ε)}
are also linearly independent; i.e.,

{π(S(ε)M1S(ε)−1, . . . , π(S(ε)MkS(ε)−1, π(S(ε)Mk+1S(ε)−1}

are linearly independent.
Theorem 3.5. If G(s) is a symmetric (or Hamiltonian) transfer function of

McMillan degree δ >
(
n+1

2

)
(or δ > n(n + 1)), then G(s) is not pole assignable in the

class of (real or) complex symmetric feedback compensators.
When δ ≤

(
n+1

2

)
(or δ ≤ n(n+1)), then there is a generic set of n×n symmetric

(or Hamiltonian) transfer functions of degree δ which are generically pole assignable
via complex symmetric feedback compensators.

Proof. We give only a sketch of the proof, as the arguments based on the dominant
morphism theorem are well known from [16, 24]. Note, however, that there is a serious
gap in the proof of [24] for the pole placement result on Hamiltonian systems because
it is not proved that the set of generically pole assignable Hamiltonian systems is
nonempty. In fact, a construction of such an example is not completely trivial and
depends on our previous lemmas.

The first claim follows immediately from a standard dimension argument, as the
vector space Sym(n) of complex n× n symmetric matrices has dimension

(
n+1

2

)
. For

the second claim we note that the set of generically pole assignable systems is a
Zariski open subset of the nonsingular, irreducible quasi-affine variety of symmetric
or Hamiltonian transfer functions, respectively. Therefore we need only show that
this Zariski open subset is nonempty. By the dominant morphism theorem, it suffices
to find one system whose Jacobian of the pole placement map at one point is onto.

Note, by the Newton formula, that the coefficients of the characteristic polynomial
det(sI − A) = sδ + αδ−1s

δ−1 + · · · + α1s + α0 are related to the traces of powers of
A as follows:

αδ−1 = − trace(A),

αδ−2 = −1

2
( trace(A2) + αδ−1 trace(A)),

...

α0 = −1

δ
( trace(Aδ) + αδ−1 trace(Aδ−1) + · · · + α1 trace(A)).

Therefore for the case of symmetric transfer functions, the pole placement map
is equivalent to the map

φ : Sym(n) −→ C
δ

F �−→ ( trace(A + BFB�), . . . , trace(A + BFB�)δ),
(3.1)
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and its Jacobian at 0 is given by

dφ0(F ) = ( trace(BFB�), 2 trace(ABFB�), . . . , δ trace(Aδ−1BFB�)).

For the case of Hamiltonian transfer functions, since JAJ = A� and J2 = −I,
we have (−1)k−1JAkJ = (Ak)� for k = 1, 2, . . . , which implies that the characteristic
polynomial of A is even and

trace(Ak) = 0 holds for all odd k’s.

Therefore the pole placement map is equivalent to the map

ψ : Sym(n) −→ C
δ/2

F �−→ (trace(A + BFC)2, trace(A + BFC)4, . . . , trace(A + BFC)δ),

(3.2)

and its Jacobian at 0 is given by

dψ0(F ) = (2 trace(ABFC), 4 trace(A3BFC) . . . , δ trace(Aδ−1BFC)).

We first consider the case of symmetric transfer functions. Let B be any real
nonzero matrix and L = {BFB� | F ∈ Sym(n)}. Then L �⊂ sl(δ,C) and dimL ≥ δ.
By Lemma 3.4 there exists an orthogonal matrix S ∈ O(δ,C) such that π |SLS−1 is
surjective. Let D = diag(1, 2, . . . , δ) and A = S−1DS. Then

dφ0(F ) = (trace(BFB�), 2 trace(ABFB�), . . . , δ trace(Aδ−1BFB�))

= (trace(SBFB�S−1), 2 trace(DSBFB�S−1), . . . , δ trace(Dδ−1SBFB�S−1))

= π(SBFB�S−1)V,

where

V =

⎡
⎢⎢⎢⎣

1 1 · · · 1
1 2 · · · 2δ−1

...
...

...
1 δ · · · δδ−1

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

1 0 · · · 0
0 2 · · · 0
...

...
...

0 0 · · · δ

⎤
⎥⎥⎥⎦ .

Since π|SLS−1 is surjective and V is nonsingular, dφ0 is onto.
For the case of Hamiltonian transfer functions, let

B =

[
0
B1

]
and C =

[
B�

1 0
]
,

where B1 is any real nonzero δ
2 × n matrix and L = {B1FB�

1 | F ∈ Sym(n)}. Then
L �⊂ sl(δ/2,C). By Lemma 3.4 there exists an orthogonal matrix S1 ∈ O(δ/2,C) such

that π : S1LS−1
1 �→ C

δ
2 is surjective. Let D1 = diag(1, 2, . . . , δ/2),

S =

[
S1 0
0 S1

]
, D =

[
0 D1

D1 0

]
,

and A = S−1DS. Note that D and S are Hamiltonian and symplectic matrices,
respectively. In particular, A is Hamiltonian. Then

dψ0(F ) = (2 trace(ABFC), 4 trace(A3BFC), . . . , δ trace(Aδ−1BFC))

= (2 trace(DSBFCS−1), 4 trace(D3SBFCS−1), . . . , δ trace(Dδ−1SBFCS−1))

= (2 trace(D1S1B1FB�
1 S−1

1 ), . . . , δ trace(Dδ−1
1 S1B1FB�

1 S−1
1 ))

= π(S1B1FB�
1 S−1

1 )U,
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where

U =

⎡
⎢⎢⎢⎣

1 1 · · · 1
2 23 · · · 2δ−1

...
...

...
δ
2

(
δ
2

)3 · · ·
(
δ
2

)δ−1

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

2 0 · · · 0
0 4 · · · 0
...

...
...

0 0 · · · δ

⎤
⎥⎥⎥⎦ .

Since π|S1B1FB�
1 S−1

1
is surjective and U is nonsingular, dψ0 is onto.

The second main theorem in this paper deals with the limit case δ =
(
n+1

2

)
, where

we can prove a more precise statement.
Theorem 3.6. Let δ =

(
n+1

2

)
in the symmetric case, and δ = n(n + 1) for

Hamiltonian systems. Then for a generic set of n × n symmetric (or Hamiltonian)
transfer functions of degree δ, the number of pole assigning complex symmetric feed-
back compensators is finite, and when counted with multiplicities there are exactly

d(n) := 2(n2)
(
n+1

2

)
! 1! 2! · · · (n− 1)!

1! 3! · · · (2n− 1)!
=

(
n+1

2

)
!∏n−1

i=0 (2 i + 1)
n−i

(3.3)

many symmetric compensators as solution.
One immediately computes d(1) = 1, d(2) = 2, d(3) = 24, d(4) = 3 · 28, d(5) =

11·13·211, and d(6) = 13·17·19·218. The integer sequence d(n) is sequence A005118 in
Sloane’s data bank of integer sequences [33]. The sequence has several combinatorial
and geometric interpretations. For the context of this paper it will be important that
d(n) is equal to the degree of the Lagrangian Grassmannian, the projective variety of
all maximal isotropic subspaces in a complex vector space of dimension 2n.

As for the Grassmann variety, classical Schubert calculus [30] (see [11, Chap-
ter 14] for a modern treatment of Schubert calculus) provides the tools to compute
the degree of the Lagrangian Grassmannian. An explicit formula for the integers d(n)
was probably first given by Hiller [17], who computed

d(n) =

⎧⎪⎨
⎪⎩

2(n2) (n+1
2 )! 2! 4! ··· (n−2)!

(n+1)1! (n+3)! ··· (2n−1)! if n is even,

2(n2) (n+1
2 )! 2! 4! ··· (n−2)!

(n+1)1! (n+3)! ··· (2n−1)! if n is odd.

(3.4)

The hard combinatorial work to derive formula (3.4) is actually due to Schur [31].
It has been pointed out by Totaro [36] that d(n) is equal to the Kostka number
Kλ,(1N ), where λ is the partition λ = (n, n − 1, . . . , 1) and N =

(
n+1

2

)
. Totaro

derived an explicit formula for more general Kostka numbers, and Totaro’s formula
specializes to formula (3.3). Readers interested in combinatorial aspects of Kostka
numbers should consult the book by Macdonald [22].

It can be seen from the formulas that d(n) is always even, except for n = 1. This
is related to the fact that the symmetric output feedback pole placement problem is
not generically solvable over the reals. Actually, more can be said about d(n). The
sequence

d̃(n) := d(n)2−(n2)

is the degree of the spinor variety, the complex projective variety SO(2n+1)/U(n) [17];
in particular, d̃(n) represents an integer sequence again. The sequence d̃(n) appears
under the number A003121 in Sloane’s data bank [33].
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The proof of Theorem 3.6 will occupy the rest of this section. The proof will
necessitate a geometric reformulation and several technical lemmas.

First we will describe the closed loop characteristic equation in a slightly more
convenient way. Consider a left coprime factorization D−1(s)N(s) = G(s) of the
symmetric or Hamiltonian transfer function G(s). Let F ∈ Sym(n) be an n × n
complex symmetric matrix. When the feedback law y = −Fu+ v is applied, then up
to a constant factor the characteristic polynomial ϕ(s) is also equal to

det

[
D(s) N(s)
F In

]
.(3.5)

The vector space Sym(n) describing the set of n×n complex symmetric matrices
is not very well suited to invoking strong theorems from algebraic geometry and
intersection theory [11], as these usually require compactness assumptions on the
underlying spaces. A similar difficulty exists for the static output pole placement
problem. Brockett and Byrnes showed in [3] how to translate the static pole placement
problem into a geometric problem. This then resulted in an intersection problem on
a compact Grassmann variety, and methods from classical Schubert calculus [30, 35]
could be invoked.

We will follow this compactification strategy for Problem 3.1 as well. This will
lead us to an intersection problem on some projective variety. In order to do so we
therefore need a good compactification of Sym(n). For this identify the row span
rowsp [F In] of any symmetric matrix F with an element of the Grassmann variety
Grass(n,C2n). Using the Plücker embedding

Grass(n,C2n) −→ P
(
∧n

C
2n
)

= P
N , N =

(
2n

n

)
− 1,

we can then identify Sym(n) with a quasi-projective subset of the complex projective
variety P

N .

Definition 3.7. The algebraic closure of the set

{rowsp [F In] | F ∈ Sym(n)}

is called the complex Lagrangian Grassmann manifold. It will be denoted by LG(n).

It is well known that LG(n) is a smooth projective variety of dimension
(
n+1

2

)
, the

dimension of Sym(n). Note that every element in LG(n) can be simply represented
by a subspace of the form rowsp [F1 F2], where F1(F2)

� is a symmetric matrix, i.e.,
F1(F2)

� = F2(F1)
�. The elements of LG(n) are thus exactly the Lagrangian sub-

spaces of C
2n. The subspace rowsp [F1 F2] coincides with the subspace rowsp [S In]

associated with an element S of Sym(n) if and only if F2 is invertible. Moreover, then
S = (F2)

−1F1. When F2 is singular one can still define a characteristic polynomial
through

ϕ(s) := det

[
D(s) N(s)
F1 F2

]
.(3.6)

Note that in the Hamiltonian case, ϕ(s) is necessarily even; i.e.,

ϕ(s) = ϕ(−s).
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Let fi, i = 0, . . . , N , be the Plücker coordinates of rowsp [F1 F2]. In terms of the
Plücker coordinates the characteristic equation can then be written as

det

[
D(s) N(s)
F1 F2

]
=

N∑
i=0

pi(s)fi,(3.7)

where pi(s) is the cofactor of fi in the determinant (3.7).
Let Z ⊂ P

N be the linear subspace defined by

Z =

{
z ∈ P

N |
N∑
i=0

pi(s)zi = 0

}
.(3.8)

Following [19, 27, 28, 37] we identify a closed loop characteristic polynomial ϕ(s) with
a point in P

δ. In analogy to the situation of the static pole placement problem consid-
ered in [3, 37] (compare also with [28, section 5]), one has a well-defined characteristic
map

χ : LG(n) −Z −→ P
δ

rowsp [F1 F2] �−→
∑N

i=0 fipi(s)
(3.9)

in the complex symmetric case and

χ′ : LG(n) −Z −→ P
δ/2

rowsp [F1 F2] �−→ even part of
∑N

i=0 fipi(s)
(3.10)

in the Hamiltonian case. In the latter case the reduction in dimension of the projective
space arises due to the evenness of the closed loop characteristic polynomial, so that
in the second map only the coefficients of the even terms of

∑N
i=0 fipi(s) appear.

Recall the notion of degree of a variety [13, Chapter I, section 7] and the notion
of a central projection (see [32, Chapter I, section 4]). The geometric properties of
the map χ are as follows.

Theorem 3.8. The maps χ, χ′ define central projections. In particular, if Z ∩
LG(n) = ∅ and dim LG(n) =

(
n+1

2

)
= δ, then χ is surjective, and there are deg LG(n)

many preimages (counted with multiplicity) for each point in P
δ, where deg LG(n)

is the degree of the Lagrangian manifold LG(n) in P
N . Similarly, if dim LG(n) =(

n+1
2

)
= δ/2, then χ′ is surjective with exactly deg LG(n) many preimage points in

each fiber.
Proof. By definition (see, e.g., [26, 32]), χ represents a central projection of

LG(n) from the center Z to P
δ. When Z ∩ LG(n) = ∅ and dim LG(n) =

(
n+1

2

)
= δ,

then χ is a finite morphism [32, Chapter I, section 5, Theorem 7] and onto of degree
deg LG(n) [26, Corollary 5.6]. Similar argument can be applied to χ′.

The set Z∩LG(n) is sometimes referred to as the base locus. The interesting part
of the theorem occurs when the base locus Z ∩LG(n) = ∅ since in this situation very
specific information on the number of solutions is provided. If Z ∩ LG(n) = ∅ and(
n+1

2

)
= δ (or n(n+ 1) = δ), then one says that χ (or χ′) describes a finite morphism

from the projective variety LG(n) onto the projective space P
δ (or P

δ/2).
This last situation is most desirable, and this motivates the following definition.
Definition 3.9. A particular symmetric transfer function G(s) is called non-

degenerate if Z ∩ LG(n) = ∅. A system which is not nondegenerate will be called
degenerate.
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In terms of matrices a symmetric transfer function G(s) = D(s)−1N(s) is degen-
erate as soon as there is a Lagrangian subspace rowsp [F1 F2] ∈ LG(n), such that

det

[
D(s) N(s)
F1 F2

]
= 0.

In more geometric language this means that the Hermann–Martin curve [25] de-
fined by rowsp [D(s) N(s)] is fully contained in a Lagrangian hyperplane defined by
rowsp [F1 F2]. In the study of the static pole placement problem [3] and the dy-
namic pole placement problem [28], definitions analogous to Definition 3.9 played an
important role.

The next lemmas give specific information as to under which conditions Z ∩
LG(n) = ∅, i.e., under which conditions a symmetric transfer function is nondegener-
ate. Similar results were crucial in proving the pole placement results in [3, 19, 28].

Lemma 3.10. If δ <
(
n+1

2

)
= dim LG(n), then every n × n symmetric transfer

function of McMillan degree δ is degenerate. Similarly, any n×n Hamiltonian transfer
function of McMillan degree δ is degenerate if δ < n(n + 1) = 2 dim LG(n).

Proof. dimZ ≥ N − δ − 1 as Z is defined by δ + 1 linear equations (δ/2 + 1 in
the Hamiltonian case). If dim LG(n) > δ (or dim LG(n) > δ/2 in the Hamiltonian
case), then Z ∩ LG(n) is nonempty by the (projective) dimension theorem (see, e.g.,
[13, Chapter I, Theorem 7.2]).

Lemma 3.11. If δ =
(
n+1

2

)
= dim LG(n) (or δ = n(n + 1)), then a generic

set of n × n symmetric (or Hamiltonian) transfer functions of McMillan degree δ is
nondegenerate.

Proof. Let Q be the set of all n × n symmetric transfer functions of McMillan
degree n. Q can be given the structure of a quasi-projective variety. For this, recall
the definition of the projective variety Kδ

n,n that was introduced in [28] and which
compactifies the set of all n× n transfer functions of McMillan degree δ. An element
(Hermann–Martin curve) rowsp [D(s) N(s)] ∈ Kδ

n,n describes an element of Q as soon

as deg detD(s) = δ and D(s)N(s)� = N(s)D(s)�. The last condition translates into
some linear conditions to be satisfied among the Plücker coordinates of Kδ

n,n. The

resulting subvariety of Kδ
n,n constitutes a natural compactification of Q, and Q itself

is a quasi-projective subset.
Consider now the coincidence set

S :=

{
(D(s)−1N(s); F1, F2) ∈ Q× LG(n) | det

[
D(s) N(s)
F1 F2

]
= 0

}
.

Since LG(n) is projective, the projection onto Q is an algebraic set by the main
theorem of elimination theory (see, e.g., [26]). The set of nondegenerate systems
therefore forms a Zariski open subset of Q. We have shown the result if we can
exhibit one n×n transfer function of McMillan degree

(
n+1

2

)
which is nondegenerate.

The next lemma gives such an example, and the claim therefore follows. Note that
the previous arguments run in a completely similar manner for the Hamiltonian case,
and it therefore remains to construct one example as well. However, the symmetric
Hamiltonian transfer function G(s2) is exactly such an example.

Lemma 3.12. The symmetric transfer function

G(s) :=

⎡
⎢⎢⎢⎣

1
s

1
s2

. . .
1
sn

⎤
⎥⎥⎥⎦
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is nondegenerate.
Proof. First it is clear that G(s) has McMillan degree δ =

(
n+1

2

)
and that

[D(s) N(s)] =

⎡
⎢⎢⎢⎣

s 1
s2 1

. . .
. . .

sn 1

⎤
⎥⎥⎥⎦

forms a left coprime factorization of G(s). Let

R :=

⎡
⎢⎢⎣

1
.·

.·
1

⎤
⎥⎥⎦

and assume by contradiction that G(s) is degenerate. Then there exists rowsp [F1 F2] ∈
LG(n), such that

0 = det

[
D(s) N(s)
F1 F2

]
= det

[
D(s) N(s)R
F1 F2R

]
.(3.11)

Let S ∈ Gln be the matrix which transforms the n × 2n matrix [F1 F2R] into row
reduced echelon form, i.e.,

(3.12) [(SF1) (SF2R)] =⎡
⎢⎢⎢⎣

∗ · · · ∗ 1 0 · · · 0 0 · · · 0 · · · 0 0 0 · · · 0
∗ · · · ∗ 0 ∗ · · · ∗ 1 · · · 0 · · · 0 0 0 · · · 0
...

...
...

...
...

...
...

...
...

...
...

∗ · · · ∗ 0 ∗ · · · ∗ 0 · · · ∗ · · · ∗ 1 0 · · · 0

⎤
⎥⎥⎥⎦ =: [F̃1 F̃2].

Let

i1 < · · · ik ≤ n < ik+1 < · · · in ≤ 2n

be the pivot indices. We claim that the first k pivot indices determine the last n− k
pivot indices uniquely. For this let î1 < · · · < în−k be the complementary indices of
the indices {i1, . . . ik} inside the set {1, . . . , n}. Then we claim that

ik+1 = 2n− în−k + 1

...

in = 2n− î1 + 1.

Indeed, if this is not the case, then it follows that F̃1R(F̃2)
� cannot be symmetric for

any choice of values in the row reduced echelon form (3.12). On the other hand, the
matrix F̃1R(F̃2)

� has to be symmetric since by assumption F1(F2)
� is symmetric.

The indices i1, . . . , in describe the maximal Plücker coordinate (with regard to
the Bruhat order) of rowsp [F1 F2R] which is nonzero, and the corresponding cofactor

of [D(s) N(s)R] is computed as ±sα, where α =
∑n−k

�=1 î�. In general there are other
full-size minors (Plücker coordinates) of [D(s) N(s)R] which have the form ±sα. All
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other Plücker coordinates with this value, however, are not comparable with regard
to the Bruhat order, and since i1, . . . , in was the maximal nonzero Plücker coordinate
of rowsp [F1 F2R], it follows that the determinant expansion in (3.11) cannot be zero.
This is a contradiction, and it follows that G(s) is nondegenerate.

Remark 3.13. For the static pole placement problem Brockett and Byrnes [3]
showed that the osculating normal curve

rowsp

⎡
⎢⎢⎢⎣

1 s s2 . . . . . . sm+p−1

0 1 2s . . . . . .
(
m+p−1

1

)
sm+p−2

...
. . .

...

0 . . . 0 1 . . .
(
m+p−1
m−1

)
sp

⎤
⎥⎥⎥⎦ ∈ Grass(m,Km+p)

is nondegenerate. Also in this situation the Plücker coordinates have the simple form
±sβ , where β =

∑m
�=1 i� − 
 and there are no two Plücker coordinates which are

comparable in the Bruhat order and give rise to the same monomial sβ .
We have now all pieces together in order to prove the main result.
Proof of Theorem 3.6. Without loss of generality we focus on the case of symmetric

transfer functions. The arguments for the Hamiltonian case run in a completely
similar manner. Note, however, that the closed loop characteristic polynomial of a
Hamiltonian system is always an even polynomial. Therefore our definition of generic
pole assignability for Hamiltonian systems restricts to the space of even polynomials.
Since the dimension of the space of even monic polynomials of degree δ is δ/2, the
appropriate condition for Hamiltonian systems is δ/2 ≤

(
n+1

2

)
. With these comments

in mind, we return to the proof for symmetric transfer functions.
When δ >

(
n+1

2

)
, then a simple dimension argument shows that the image of the

characteristic map χ described in (3.9) has dimension at most
(
n+1

2

)
and therefore

there is a Zariski open set in P
δ not in the image of χ.

When δ =
(
n+1

2

)
, then Lemmas 3.11 and 3.12 show that there is a generic set of

n×n symmetric transfer functions of McMillan degree δ which are nondegenerate. The
characteristic map (3.9) therefore has no base locus, and every point in the image of
χ has deg LG(n) preimage points when counted with multiplicities. The degree of the
variety LG(n) was recently computed by Totaro [36] and resulted in the number (3.3).

A priori the geometric formulation only predicts deg LG(n) many solutions inside
LG(n), and it is not clear if all these solutions correspond to regular feedback laws of
the form u = −Fy + v. If G(s) is a strictly proper symmetric transfer function, then
this is indeed the case and the same argument applies as in [3].
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Abstract. This paper addresses two strategies for the stabilization of continuous-time, switched
linear systems. The first one is of open loop nature (trajectory independent) and is based on the
determination of a minimum dwell time by means of a family of quadratic Lyapunov functions. The
relevant point on dwell time calculation is that the proposed stability condition does not require the
Lyapunov function to be uniformly decreasing at every switching time. The second one is of closed
loop nature (trajectory dependent) and is designed from the solution of what we call Lyapunov–
Metzler inequalities from which the stability condition (including chattering) is expressed. Being
nonconvex, a more conservative but simpler-to-solve version of the Lyapunov–Metzler inequalities is
provided. The theoretical results are illustrated by means of examples.
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1. Introduction. This paper aims to provide new results on stability analysis
and stabilizing control synthesis for a continuous-time, switched linear system of the
general form

ẋ(t) = Aσ(t)x(t) , x(0) = x0,(1)

defined for all t ≥ 0, where x(t) ∈ R
n is the state, σ(t) is the switching rule, and x0

is the initial condition. Considering a set of matrices Ai ∈ R
n×n, i = 1, . . . , N , be

given, the switching rule σ(t), for each t ≥ 0, is such that

Aσ(t) ∈ {A1, . . . , AN},(2)

where it is clear that this model naturally imposes a discontinuity on Aσ(t) since this
matrix must jump instantaneously from Ai to Aj for some i �= j = 1, . . . , N once
switching occurs. In other words, Aσ(t) is constrained to jump among the N vertices
of the matrix polytope {A1, . . . , AN}.

Stability of continuous-time switched linear systems has been addressed by several
authors [3], [5], [11], [12], [14], [16], [17], [18], [20] and [23]. While the survey papers
[5] and [17] give a complete and detailed description on the problems arising in this
area, the recent paper [11], dealing with extensions of LaSalle’s invariance principle,
provides an interesting discussion on a collection of results on uniform stability of
switched systems. The themes dealt with in the present paper have their roots in the
conference paper [9].
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Generally speaking, when σ(·) is state independent, that is, when it is an a priori
piecewise constant signal, the reported stability conditions are obtained using a family
of symmetric and positive definite matrices {P1, . . . , PN}, each one associated to the
correspondent matrix of the set {A1, . . . , AN} such that a Lyapunov function v(x(t))
is nonincreasing for all t ≥ 0; see [11]. In this paper, for minimum dwell time design
preserving global stability it is assumed that each matrix of the set {A1, . . . , AN} is
asymptotically stable but the above mentioned nonincreasing condition on the Lya-
punov function is relaxed. It is replaced by the weaker condition that at every switch-
ing time tk the sequence v(x(tk)), for k = 0, . . . ,∞, converges uniformly to zero. In
some instances, our design procedure for the determination of the minimum dwell
time, based on a quadratic guaranteed cost, is related to the results of [22] assuming
further that the switching rule is not a priori given but can be taken arbitrarily, among
the feasible ones; see [8]. For comparison purposes, a simple second-order example is
solved, and it is shown that the estimation of the minimum dwell time provided in
this paper is sensibly better than the one obtained from the classical result of [18] and
the well-known average dwell time stability condition provided in [16], [10], and the
references therein. The results obtained in this context have some resemblance with
those achieved in [21], where the characterization of the exponential growth rate of
switched systems is provided. However, much work is needed to establish the possible
links between these two approaches.

For switched systems with σ(·) being state dependent, the stability condition is
expressed in terms of a set of inequalities that we call Lyapunov–Metzler inequalities
because the variables involved are a set of symmetric and positive definite matrices
{P1, . . . , PN} and a Metzler matrix Π. The point to be noticed is that our asymptotic
stability condition does not require any stability property associated to each individual
matrix of the set {A1, . . . , AN} and it contains as a special case the quadratic stability
condition. An important point of our main result is that it includes the stability of
possible sliding modes, a fact that in the particular case N = 2 was observed in [16].
It is also important to stress that in [20] we can find some stability results related to
the same problem (without the analysis of sliding modes) but restricted to the special
case N = 2, which does not require the formalism based on the Lyapunov–Metzler
inequalities introduced here. In our general case, the price to be paid, however, is
the nonconvex nature of the the Lyapunov–Metzler inequalities being thus difficult to
solve numerically. From this previous result, a more conservative but easier-to-solve
asymptotic stability condition is proposed.

As a final remark, notice that the dwell time calculation provided in the first part
of the paper also suggests a way to solve the state-feedback stabilization problem
for a input-driven switched system characterized by the pairs (Ai, Bi). Under mild
assumptions it is possible to design matrices Ki so as to stabilize the closed-loop
systems Ai + BiKi. Hence, one can compute an upper bound of the dwell time to
establish the time duration of the associated piecewise-constant control law. Notice
that the general problem of minimization of the dwell time as a function of the design
local control laws Ki is still open.

The paper is organized as follows. In section 2, time-switching control is analyzed.
The switching rule σ(t) is considered piecewise constant and a minimum dwell time
preserving stability is determined. Section 3 is entirely devoted to state-switching
control where the goal is to design a function u(·) such that the system (1) is globally
asymptotically stable with the switching rule σ(t) = u(x(t)). Section 4 concludes the
paper.
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The notation used throughout is standard. Capital letters denote matrices, small
letters denote vectors, and small Greek letters denote scalars. For matrices or vectors,
(′) indicates transpose. For symmetric matrices, X > 0 (≥ 0) indicates that X is
positive definite (positive semidefinite), and λmin(X), λmax(X) denote its minimum
and maximum eigenvalue, respectively. The sets of real and natural numbers are
denoted by R and N, respectively. The L2 squared norm of x(t) ∈ R

n defined for all
t ≥ 0 equals ‖x(t)‖2

2 =
∫∞
0

x(t)′x(t)dt; see [4].

2. Time-switching control. This section is entirely dedicated to the design of a
time-switching control law for the switched linear system defined by the model (1) and
(2) where it is assumed that each matrix of the set {A1, . . . , AN} is asymptotically
stable. The problem under consideration can be stated as follows. Determine a
minimum dwell time T∗ > 0 such that the equilibrium point x = 0 of the system (1)
is globally asymptotically stable with the time switching control

σ(t) = i ∈ {1, . . . , N}, t ∈ [tk, tk+1),(3)

where tk and tk+1 are successive switching times satisfying tk+1 − tk ≥ T∗ for all
k ∈ N and the index i ∈ {1, . . . , N} selected at each instant of time t ≥ 0 is arbitrary.
Hence, asymptotic stability is preserved whenever σ(t) remains unchanged for a period
of time greater or equal to the minimum dwell time T∗. The next theorem provides
the theoretical basis toward a possible solution of this problem by characterizing an
upper bound for T∗. It uses the concept of multiple Lyapunov function with the
innovation that the classical nonincreasing assumption at switching times is no longer
needed.

Theorem 1. Assume that for some T > 0, there exists a collection of positive
definite matrices {P1, . . . , PN} of compatible dimensions such that

A′
iPi + PiAi < 0 ∀ i = 1, . . . , N(4)

and

eA
′
iTPje

AiT − Pi < 0 ∀ i �= j = 1, . . . , N.(5)

The time-switching control (3) with tk+1 − tk ≥ T makes the equilibrium solution
x = 0 of (1) globally asymptotically stable.

Proof. Consider, in accordance to (3), that σ(t) = i ∈ {1, . . . , N} for all t ∈
[tk, tk+1), where tk+1 = tk + Tk with Tk ≥ T > 0, and that at t = tk+1 the time-
switching control jumps to σ(t) = j ∈ {1, . . . , N}; otherwise the result trivially follows.
From (4), it is seen that for all t ∈ [tk, tk+1), the time derivative of the Lyapunov
function v(x(t)) = x(t)′Pσ(t)x(t) along an arbitrary trajectory of (1) satisfies

v̇(x(t)) = x(t)′(A′
iPi + PiAi)x(t)

< 0,(6)

which enables us to conclude that there exist scalars α > 0 and β > 0 such that

‖x(t)‖2 ≤ βe−α(t−tk)v(x(tk)) ∀t ∈ [tk, tk+1).(7)
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On the other hand, using the inequalities (5) we have

v(x(tk+1)) = x(tk+1)
′Pjx(tk+1)

= x(tk)
′eA

′
iTkPje

AiTkx(tk)

< x(tk)
′eA

′
i(Tk−T )Pie

Ai(Tk−T )x(tk)

< x(tk)
′Pix(tk)

< v(x(tk)),(8)

where the second inequality holds from the fact that for every τ = Tk − T ≥ 0 it is
true that eA

′
iτPie

Aiτ ≤ Pi. The consequence is that there exists μ ∈ (0, 1) such that

v(x(tk)) ≤ μkv(x0) ∀k ∈ N,(9)

which together with (7) implies that the equilibrium solution x = 0 of (1) is globally
asymptotically stable.

This result deserves some comments. First, it is simple to determine the scalars
α, β and μ such that (7) and (9) hold. Indeed, assuming that {P1, . . . PN} satisfy the
conditions of Theorem 1, then from (4) there exists ε > 0 such that A′

iPi+PiA
′
i ≤ −εI

for all i = 1, . . . , N yielding α = ε/maxi λmax(Pi) > 0 and β = 1/mini λmin(Pi) > 0.
Furthermore, from (5) there exists 0 < μ < 1 such that eA

′
iTPje

AiT ≤ μPi for all
i �= j = 1, . . . , N leading to v(x(tk+1)) ≤ μv(x(tk)) and consequently (9). Second,
since all matrices of the set {A1, . . . , AN} are supposed to be asymptotically stable,
the constraints (4) are always feasible and the constraints (5) are satisfied when T > 0
is taken large enough. Third, assuming that matrices A1, . . . , AN are quadratically
stable, which is the same as saying that they share a positive definite matrix P such
that

A′
iP + PAi < 0 ∀i = 1, . . . , N,(10)

then the inequality (5) is satisfied for P1 = · · · = PN = P for any T > 0, meaning
that even in the case the switching policy (3) jumps from i to j arbitrarily fast, the
asymptotic stability is preserved. Hence, Theorem 1 contains, as a particular case, the
quadratic stability condition. Finally, with T > 0 fixed it is always possible to define
a time-switching control strategy (3) such that Aσ(t) is periodic. As a consequence, a
necessary condition for the feasibility of constraints (4) and (5) is

θ(T ) := max
q=1,...,n

∣∣∣∣∣λq

(
N∏

p=1

eBpT

)∣∣∣∣∣ < 1,(11)

where λq(·) denotes a generic eigenvalue of (·) and {B1, . . . , BN} are matrices corre-
sponding to any permutation among those of the set {A1, . . . , AN}. However, since
(3) may produce nonperiodic policies as well, the necessary condition (11) for the ex-
istence of a feasible solution to inequalities (4)–(5) generally does not meet sufficiency.
In what follows, this aspect will be illustrated by means of an example.

Remark 1 (multiple Lyapunov functions). The important concept of multiple
Lyapunov functions introduced in [3] is largely used in switching systems analysis;
see also [11, 16]. In the present context, consider the family of Lyapunov functions
Vi(x(t)) = x(t)′Pix(t) valid in each time interval such that σ(t) = i for all i =
1, . . . , N . From Theorem 3.1 of [16], the switched system (1) is globally asymptotically
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stable whenever each Lyapunov function satisfies Vi(x(tq)) < Vi(x(tp)), where σ(tq) =
σ(tp) = i for every switching times tp < tq. For dwell time calculation, the use of
this stability condition is not simple because it is difficult to impose the decreasing
property for each function Vi(·) at nonsuccessive switching times. In Theorem 1 this
constraint is replaced by Vj(x(tk+1)) < Vi(x(tk)), where tk and tk+1 are successive
switching times such that σ(tk) = i and σ(tk+1) = j. See [3] for a general discussion
of these conditions applied to nonlinear switching systems. In [21], a similar stability
condition is obtained based on the characterization of the exponential growth rate of
switched systems.

From the previous result, an upper bound for the minimum dwell time T∗ can be
computed by taking the minimum value of T satisfying the conditions of Theorem 1.
Hence, it can be calculated with no great difficulty from the optimal solution of the
optimization problem1

min
T>0,P1>0,...,PN>0

{T : (4) and (5)},(12)

which, for each T > 0 fixed, reduces to a convex programming problem with linear
matrix inequality constraints that can be handled by any LMI solver available in the
literature to date; see [2] for an important study on systems and LMIs. A line search
procedure is then used to deal with the scalar variable T > 0.

Finally, it is possible to generalize the result of Theorem 1 to define a guaranteed
cost-to-go from an arbitrary initial point to the origin, associated to the stabilizing
time-switching rule (3) with tk+1 − tk ≥ T for any fixed T > 0. To this end, we make
the assumption that T > 0 is known such that tk+1 − tk ≤ T for all k ∈ N. Clearly,
these quantities are related through T ≥ T ≥ T∗, where the second inequality assures
global stability.

Theorem 2. Let Q ≥ 0 ∈ R
n×n and T ≥ T > 0 be given. Define the set of

symmetric, nonnegative definite matrices

Ri :=

∫ T

0

eA
′
itQeAitdt, i = 1, . . . , N.(13)

Assume that there exists a collection of positive definite matrices {P1, . . . , PN} of
compatible dimensions such that

A′
iPi + PiAi + Q < 0 ∀ i = 1, . . . , N(14)

and

eA
′
iTPje

AiT − Pi + Ri < 0 ∀ i �= j = 1, . . . , N.(15)

The time-switching control (3) with T ≥ tk+1− tk ≥ T makes the equilibrium solution
x = 0 of (1) globally asymptotically stable and∫ ∞

0

x(t)′Qx(t)dt < x′
0Pσ(0)x0.(16)

Proof. Since for Q ≥ 0 and T ≥ T > 0 given, each matrix Ri defined in (13) is
positive semidefinite and inequalities (14)–(15) are satisfied, then inequalities (4)–(5)

1This problem should be stated with inf instead of min. All feasible sets of problems expressed
in terms of LMIs must be considered closed from the interior within a precision defined by the user.
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are also satisfied. As a consequence, asymptotic stability follows from Theorem 1. On
the other hand, using (13) together with the inequalities (14) and (15) we have that
Pi > Ri and

A′
i(Pi −Ri) + (Pi −Ri)Ai < −Q−A′

iRi −RiAi

< −Q−
∫ T

0

d

dt
eA

′
itQeAitdt

< −eA
′
iT QeAiT

< 0(17)

for all i = 1, . . . , N . The important consequence of this calculation is that for each
i = 1, . . . , N the inequality eA

′
iτ (Pi −Ri)e

Aiτ ≤ (Pi −Ri) holds for any τ ≥ 0. Using
this property, taking into account the switching strategy (3) with tk+1 − tk = Tk ≥ T
and the inequalities (15) one obtains

v(x(tk+1)) = x(tk+1)
′Pjx(tk+1)

< x(tk)
′eA

′
i(Tk−T )(Pi −Ri)e

Ai(Tk−T )x(tk)

< x(tk)
′(Pi −Ri)x(tk)

< v(x(tk)) − x(tk)
′Rσ(tk)x(tk),(18)

which summing up for all k ∈ N and taking into account that T ≥ tk+1 − tk allows
us to write ∫ ∞

0

x(t)′Qx(t)dt =

∞∑
k=0

∫ tk+1

tk

x(tk)
′eA

′
i(t−tk)QeAi(t−tk)x(tk)dt

≤
∞∑
k=0

x(tk)
′Rσ(tk)x(tk)

< v(x0),(19)

which proves the proposed theorem.
It is interesting to observe that the conditions of Theorem 2 are feasible if and

only if T ≥ T ≥ T∗, and from (16) it is seen that a more accurate guaranteed cost
is obtained whenever the value of T is chosen as small as possible. In addition, the
choice T = +∞ enables us to conclude that the proposed time-switching rule (3) with
tk+1 − tk ≥ T∗, makes the trajectory y(t) = Q1/2x(t), t ≥ 0, quadratically integrable.
Theorem 2 admits the extreme situation T = T = +∞ for which no jump occurs and
inequalities (14)–(15) are verified for

Pi =

∫ ∞

0

eA
′
it(Q + εI)eAitdt > Ri ≥ 0 , i = 1, . . . , N(20)

with ε > 0 arbitrary. When ε > 0 goes to zero, Pi goes to Ri and (16) becomes
a well-known result. On the other hand, for T > 0 arbitrarily small and any T ≥
T , feasibility holds whenever the set of matrices {A1, . . . , AN} admits a common
Lyapunov function.

Example 1. For illustration purposes of the theoretical results obtained so far, let
us consider the example with N = 2 and matrices

A1 =

[
0 1

−10 −1

]
, A2 =

[
0 1

−0.1 −0.5

]
,(21)
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which are not quadratically stable. First, from problem (12), we have calculated an
upper bound for the minimum dwell time as being T∗ ≤ 2.76. To give an idea of its
conservativeness we have calculated from the plot of Figure 1 the value Tper = 2.71
corresponding to the necessary condition for stability (11), arising from linear periodic
systems. Both being very close indicates, for this simple example, a good precision
on the determination of T∗. On the other hand, for comparison we have applied the
classical result of [18] for the determination of an alternative upper bound for the
minimum dwell time T∗ given by T∗ ≤ maxi=1,...,N{Ti}, where

Ti = inf
α>0,β>0

{
α

β
: ‖eAit‖ < e(α−βt) ∀t ≥ 0

}
.(22)

For the matrices in (21), we have numerically determined T1 = 2.33 and T2 = 6.66,
yielding an estimation for the minimum dwell time as being T∗ ≤ 6.66. Hence, in this
particular example, the result provided by the solution of problem (12) is much more
precise but at the expense of a more expressive computational effort. Moreover, using
the method in [10] we have obtained the upper bound of the so-called average dwell
time as being 16.5554, which is obviously greater than that obtained by our method.

Figure 2 has been constructed by simulation of system (1) with the time-switching
rule (3), tk+1 − tk = 3.0, initial conditions x0 = [1 1]′, σ(0) = 2, and Q = I. The
family of Lyapunov functions has been calculated from the optimal solution of the
convex programming problem

min
P1>0,...,PN>0

max
i=1,...,N

{x′
0Pix0 : (14) and (15)},(23)
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which puts in evidence that a guaranteed cost can be determined for the worst case
as far as the initial condition σ(0) appearing in (16) is concerned. For T = T = 3.0,
we have obtained the minimum guaranteed cost equal to δ∗ = 100.61, valid for both
initial conditions. As noted earlier, the Lyapunov function v(x(t)) = x(t)′Pσ(t)x(t)
goes to zero as t goes to infinity; however, it is not uniformly decreasing with respect
to time. In Figure 2, due to the stability conditions of Theorem 2, the discontinuity
points, marked with circles, defines a globally convergent sequence v(x(tk)) for all
k ∈ N. Solving again problem (23) but for T = +∞ and T = 3.0, the minimum
guaranteed cost increases to δ∗ = 147.94 as a consequence of allowing a more flexible
switching rule (3) with tk+1 − tk ≥ 3.0.

The example above shows that there is a clear improvement on stability con-
ditions, dwell time, and guaranteed cost calculations when compared to the results
available in the literature to date; see [11], [18].

3. State-switching control. In this section, we consider once again the system
(1) where the switching rule satisfies (2). The main difference from the previous
section is that, presently, it is assumed that the state vector x(t) is available for
feedback for all t ≥ 0. That is, our goal is to determine the function u(·) : R

n →
{1, . . . , N} such that

σ(t) = u(x(t))(24)

makes the equilibrium point x = 0 of (1) asymptotically stable. In this case, we do
not assume that each matrix of the set {A1, . . . , AN} is asymptotically stable. To this
end, let us define the simplex

Λ :=

{
λ ∈ R

N :

N∑
i=1

λi = 1 , λi ≥ 0

}
,(25)

which together with the set of positive definite matrices {P1, . . . , PN} enables us to
introduce the following piecewise quadratic Lyapunov function:

v(x) := min
i=1,...,N

x′Pix = min
λ∈Λ

(
N∑
i=1

λix
′Pix

)
.(26)

As it will be clear in what follows, this Lyapunov function is crucial to our purposes;
see [1] and the references therein. However, it presents some difficulties to be handled,
including the fact that it is not differentiable everywhere. To analyze this aspect, the
set I(x) = {i : v(x) = x′Pix} plays a central role since v(x) fails to be differentiable
on x ∈ R

n such that I(x) is composed of more than one element or, in other words,
when the result of the minimization indicated in (26) is not unique, [19].

Before proceeding, let us recall the class of Metzler matrices denoted by M and
consisting of all matrices Π ∈ R

N×N with elements πij , such that

πij ≥ 0 ∀i �= j,

N∑
i=1

πij = 0 ∀j.(27)

It is clear that any Π ∈ M presents an eigenvalue at the origin of the complex
plane since c′Π = 0, where c′ = [1 · · · 1]. In addition, it is well known from the
Frobenius–Perron theorem that the eigenvector associated to the null eigenvalue of
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Π is nonnegative, yielding the conclusion that there always exists λ∞ ∈ Λ such that
Πλ∞ = 0. The next theorem summarizes the main result of this section.

Theorem 3. Assume that there exist a set {P1, . . . , PN} of positive definite
matrices and Π ∈ M satisfying the Lyapunov–Metzler inequalities

A′
iPi + PiAi +

N∑
j=1

πjiPj < 0, i = 1, . . . , N.(28)

The state-switching control (24) with

u(x(t)) = arg min
i=1,...,N

x(t)′Pix(t)(29)

makes the equilibrium solution x = 0 of (1) globally asymptotically stable.
Proof. It follows from the Lyapunov function (26), which, as we have said before,

is not differentiable for all t ≥ 0. For this reason we need to deal with the Dini
derivative (see [7]):

D+v(x(t)) = lim
h→0+

sup
v(x(t + h)) − v(x(t))

h
.(30)

Assume, in accordance to (29), that at an arbitrary t ≥ 0, the state-switching control
is given by σ(t) = u(x(t)) = i for some i ∈ I(x(t)). Hence, from (30) and the system
dynamic equation (1), applying the result of Theorem 1 of [15, p. 420] we have

D+v(x(t)) = lim
h→0+

sup
v(x(t) + hAix(t)) − v(x(t))

h

= min
l∈I(x(t))

x(t)′(A′
iPl + PlAi)x(t)

≤ x(t)′(A′
iPi + PiAi)x(t),(31)

where the inequality holds from the fact that i ∈ I(x(t)). Finally, remembering that
(27) is valid for Π ∈ M and that x(t)′Pjx(t) ≥ x(t)′Pix(t) for all j �= i = 1, . . . , N
once again due to the fact that i ∈ I(x(t)), using the Lyapunov–Metzler inequalities
(28) one obtains

D+v(x(t)) < −x(t)′

⎛
⎝ N∑

j=1

πjiPj

⎞
⎠x(t)

< −

⎛
⎝ N∑

j=1

πji

⎞
⎠x(t)′Pix(t)

< 0,(32)

which proves the proposed theorem since the Lyapunov function v(x(t)) defined in
(26) is radially unbounded.

It is important to observe that Theorem 3 does not require the set {A1, . . . , AN}
be exclusively composed of asymptotically stable matrices. Indeed, with Π ∈ M, a
necessary condition for the Lyapunov–Metzler inequalities to be feasible with respect
to {P1, . . . , PN} is matrices Ai+(πii/2)I for all i = 1, . . . , N be asymptotically stable.
Since πii ≤ 0 this condition does not imply the asymptotic stability of Ai. However,
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an interesting case occurs when all matrices {A1, . . . , AN} are asymptotically stable,
for which the choice Π = 0 is possible and the state-switching strategy proposed
preserves stability. Furthermore, if the set {A1, . . . , AN} is quadratically stable, then
the Lyapunov–Metzler inequalities admit a solution P1 = · · · = PN = P and I(x(t)) =
{1, . . . , N} for all t ≥ 0. In this classical but particular case, at any t ≥ 0, the control
law u(x(t)) = i ∈ {1, . . . , N} can be chosen arbitrarily and asymptotic stability is
guaranteed. Hence, Theorem 3 contains as a particular case (since the Lyapunov–
Metzler inequalities do not depend on Π anymore) the quadratic stability condition.

Remark 2 (chattering). Another important feature of Theorem 3 is that chatter-
ing in the switching, when it occurs, is always stable. Indeed, assume that x ∈ R

n

belongs to a certain region R of the state space where the cardinality of I(x) is
greater than one. From the Lyapunov function (26) and the time derivative (31) a
switching from any i ∈ I(x) to some j ∈ I(x) is possible only if x′(A′

iPj + PjAi)x ≤
x′(A′

iPi + PiAi)x < 0, where the second inequality follows from (28). Hence, with
scalars αi ≥ 0 ∀i ∈ I(x) satisfying

∑
i∈I(x) αi = 1, we conclude that whenever x ∈ R

the time derivative of the positive definite function ν(x) = x′Pjx is strictly negative
along the trajectories of ẋ = (

∑
i∈I(x) αiAi)x. From Filippov’s definition this implies

that the switched system is asymptotically stable. In the particular case characterized
by N = 2, this aspect has already been treated in [16, pp. 70]. In [20] it is noted
that a Lyapunov function like (26) but with min replaced by max does not exhibit
this property, in which instance the chattering must be ruled out. In this sense, the
numerical procedure proposed in [13] for the determination of a switching-state de-
pendent control has to be further qualified to prevent chattering since when it occurs
instability may be observed.

In the literature, the Lyapunov–Metzler inequalities with Π ∈ M fixed have been
introduced to study the mean-square (MS) stability of Markov jump linear systems
(MJLS). In that context, the Metzler matrix Π = Π0 ∈ M is given and Π′

0 represents
the infinitesimal transition matrix of a Markov chain σ(t) governing the dynamical
system (1). In this respect, each component of the vector λ(t) ∈ Λ is the probability
of the Markov chain to be in the ith logical state and obeys the differential equation

λ̇(t) = Π0λ(t) , λ(0) = λ0 ∈ Λ,(33)

where the eigenvector λ∞ ∈ Λ associated to the null eigenvalue of Π0 represents the
stationary probability vector. Hence, using the fact that the stochastic system under
consideration is said to be MS-stable if

lim
t→+∞

E(‖x(t)‖2) = 0(34)

for any initial state x(0) and any initial probability pattern λ0 ∈ Λ, it has been shown
(see, e.g., [6]) that the system is MS-stable if and only if there exists a set of positive
definite matrices {P1, . . . , PN} satisfying the Lyapunov–Metzler inequalities (28) for
Π = Π0. Numerically speaking, this is a simple case, since (28) reduces to a set of
linear matrix inequalities.

A relevant point to be discussed now concerns the existence of a solution of
the Lyapunov–Metzler inequalities (28) with respect to the variables Π ∈ M and
{P1, . . . , PN}. Standard Kronecker calculus shows that for Π ∈ M fixed, a solution
with respect to the remaining variables exists if and only if the Nn2-dimensional
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square matrix J := A + BC is asymptotically stable, where

A =

⎡
⎢⎢⎢⎣

A′
1 ⊕A′

1 0 · · · 0
0 A′

2 ⊕A′
2 · · · 0

0 0
. . . 0

0 0 · · · A′
N ⊕A′

N

⎤
⎥⎥⎥⎦(35)

and

B = Π′
[

0N−1

IN−1

]
⊗ In2 , C =

[
−1N−1 IN−1

]
⊗ In2 ,(36)

with the symbols ⊕ and ⊗ indicating the Kronecker sum and Kronecker product
respectively,2 0N−1 denoting a row vector of N − 1 zeros components, and 1N−1

denoting a column vector of N − 1 ones components. Hence, the existence of a
solution to (28) reduces to the existence of Π ∈ M rendering matrix J asymptotically
stable. A possible approach to verify the existence of such a matrix is based on
the observation that any α ≥ 0 and Π ∈ M implies αΠ ∈ M, which from the
introduction of this new degree of freedom makes possible to verify the existence of
α ≥ 0 such that J (α) := A+αBC is asymptotically stable. Putting aside the situation
in which all matrices {A1, . . . , AN} are asymptotically stable (making it possible to
set α = 0), let us consider the other extreme situation corresponding to α → +∞.
Simple determinant manipulations show that a certain number of eigenvalues goes to
−∞ while the other ones that remain finite, coincide with the invariant zeros of the
triple (A,B, C).

Fortunately, these invariant zeros can be determined with no great difficulty from
the definition [

μI −A B
C 0

] [
ξ
η

]
= 0(37)

with the key observation that matrix C, being constant, is independent of α and Π
which imposes to the solution of Cξ = 0 a vector of compatible dimension with the
particular structure ξ′ = [x′ · · · x′], x ∈ R

n2

. In addition, taking λ∞ ∈ Λ such that
Πλ∞ = 0, multiplying each subequation above by λ∞i and summing up, it follows
that (

μI −
N∑
i=1

λ∞iA
′
i ⊕A′

i

)
x = 0,(38)

which can be rewritten as (
μI −A′

λ∞ ⊕A′
λ∞

)
x = 0,(39)

where Aλ∞ =
∑N

i=1 λ∞iAi. Therefore, as α goes to infinity, the eigenvalues of J (α)
that remain finite tend to the eigenvalues of A′

λ∞
⊕ A′

λ∞
which are in the left-hand

plane if and only if the eigenvalues of Aλ∞ are. This means that if there exists λ∞ ∈ Λ

2While the Kronecker product is more or less standard, the sum requires a formal definition. In
this respect we define the Kronecker sum of two matrices D and E as D ⊕ E = D ⊗ I + I ⊗ E. It
is important to recall that the eigenvalues of the Kronecker sum D ⊕ E are given by all sums of all
eigenvalues of D and E.
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such that Aλ∞ is asymptotically stable, then any Π0 ∈ M satisfying Π0λ∞ = 0 and α
a sufficiently large positive number provide Π = αΠ0 ∈ M such that the Lyapunov–
Metzler inequalities are feasible with respect to the remaining variables {P1, . . . , PN}.

Example 2. To illustrate the above point, let us consider a simple example with
N = 2, the pair of matrices

A1 =

[
0 1
2 −9

]
, A2 =

[
0 1
−2 8

]
,(40)

and

Π0 =

[
−0.51 0.49
0.51 −0.49

]
∈ M.(41)

The eigenvector associated to the null eigenvalue of Π0 is λ′
∞ = [0.49 0.51]. We have

determined numerically that the Lyapunov–Metzler inequalities (28) have a solution
of the form Π = αΠ0 for all α ≥ 615.7374, in accordance to the fact that the invariant
zeros of the triple (A,B, C) are −0.33,−0.33,−0.33 ± j0.226, which, as discussed
before, can alternatively be obtained from the eigenvalues of the asymptotically stable
matrix Aλ∞ = 0.49A1 + 0.51A2, taking all sums.

The existence of this particular solution to the inequalities (28) meets exactly the
already classical stability condition provided in [16] and more recently in [24] as a
particular case of switched nonlinear systems. In our present context, let us assume
that there exits λ∞ ∈ Λ such that Aλ∞ is asymptotically stable, making possible
the determination of P > 0 satisfying the Lyapunov inequality A′

λ∞
P + PAλ∞ < 0.

Hence, the switching rule (24) with

u(x(t)) = arg min
i=1,...,N

x(t)′ (A′
iP + PAi)x(t)(42)

makes the equilibrium point x = 0 of the switched system (1) globally asymptotically
stable. Indeed, considering the Lyapunov function v(x(t)) = x(t)′Px(t) we have

v̇(x(t)) = x(t)′
(
A′

σ(t)P + PAσ(t)

)
x(t)

= min
i=1,...,N

x(t)′ (A′
iP + PAi)x(t)

= min
λ∈Λ

x(t)′ (A′
λP + PAλ)x(t)

≤ x(t)′
(
A′

λ∞P + PAλ∞

)
x(t)

< 0.(43)

It is important to keep in mind that if the set of matrices {A1, . . . , AN} does not admit
Aλ asymptotically stable for some λ ∈ Λ, then the above stabilizing switching rule
cannot be determined. In addition, even if it is known that there exists λ ∈ Λ such
that Aλ is asymptotically stable, the numerical determination of λ ∈ Λ and P > 0
such that A′

λP + PAλ < 0 is not a simple task due to the nonlinear nature of this
inequality. The Lyapunov–Metzler inequalities introduced in Theorem 3 suffer the
same difficulty, but fortunately a simple numerical procedure based on line search can
be settled to determine its solution. This aspect will be considered next. First, let
us introduce a guaranteed quadratic cost associated to the proposed state switching
control law (29).
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Lemma 1. Let Q ≥ 0 be given. Assume that there exist a set of positive definite
matrices {P1, . . . , PN} and Π ∈ M satisfying the Lyapunov–Metzler inequalities

A′
iPi + PiAi +

N∑
j=1

πjiPj + Q < 0, i = 1, . . . , N.(44)

The state-switching control (24) with u(x(t)) given by (29) makes the equilibrium
solution x = 0 of (1) globally asymptotically stable and∫ ∞

0

x(t)′Qx(t)dt < min
i=1,...,N

x′
0Pix0.(45)

Proof. The proof has the same pattern of the proof of Theorem 3. The Lyapunov
function (26) and the Lyapunov–Metzler inequalities (44) yield

D+v(x(t)) < −x(t)′Qx(t),(46)

which after integration gives

v(x(t)) − v(x(0)) =

∫ t

0

D+v(x(τ))dτ

< −
∫ t

0

x(τ)′Qx(τ)dτ ∀t ≥ 0,(47)

thus proving the proposed lemma since, due to the asymptotic stability, v(x(t)) goes
to zero as t goes to infinity.

The numerical determination, if any, of a solution of the Lyapunov–Metzler in-
equalities with respect to the variables (Π, {P1, . . . , PN}) is not a simple task and
certainly deserves additional attention. The main source of difficulty stems from its
nonconvex nature due to the products of variables and so LMI solvers do not apply.
Perhaps a point to be further investigated is that its particular structure with πji

being scalars may help with the design of an interactive method based on relaxation.
In this paper we pursue an alternative route. The main idea is to obtain a simpler,

although certainly more conservative, stability condition that can be expressed by
means of LMIs and thus solvable by the machinery available in the literature to
date. The next theorem shows that working with a subclass of Metzler matrices,
characterized by having the same diagonal elements, this goal is accomplished.

Theorem 4. Let Q ≥ 0 be given. Assume that there exist a set of positive definite
matrices {P1, . . . , PN} and a scalar γ > 0 satisfying the modified Lyapunov–Metzler
inequalities

A′
iPi + PiAi + γ(Pj − Pi) + Q < 0, j �= i = 1, . . . , N.(48)

The state-switching control (24) with u(x(t)) given by (29) makes the equilibrium
solution x = 0 of (1) globally asymptotically stable and∫ ∞

0

x(t)′Qx(t)dt <

N∑
i=1

x′
0Pix0.(49)

Proof. The proof follows from the choice of Π ∈ M such that πii = −γ and the
remaining elements satisfying

γ−1
N∑

j �=i=1

πji = 1(50)
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Fig. 3. Guaranteed cost as a function of γ.

for all i = 1, . . . , N . Taking into account that πji ≥ 0 for all j �= i = 1, . . . , N ,
multiplying (48) by πji, summing up for all j �= i = 1, . . . , N , and finally multiplying
the result by γ−1 > 0 we obtain

A′
iPi + PiAi + Q < −

N∑
j �=i=1

πji(Pj − Pi)

< −
N∑
j=1

πjiPj(51)

for all i = 1, . . . , N , which are the Lyapunov–Metzler inequalities (44). From Lemma
1, the upper bound (45) holds, which trivially implies that (49) is verified. The
proposed theorem is thus proved.

The basic theoretical features of Theorem 3 and Lemma 1 are still present in
Theorem 4. The most important is that the asymptotic stability of the set of matrices
{A1, . . . , AN} is still not required. In addition, notice that the guaranteed cost (49) is
clearly worse than the one provided by Lemma 1, but the former being convex makes
it possible to solve the problem

min
γ>0,P1>0,...,PN>0

{
N∑
i=1

x′
0Pix0 : (48)

}
(52)

by using LMI solvers and line search. The next example illustrates some aspects of
the theoretical results obtained so far.

Example 3. Consider the system (1) with N = 2 and matrices {A1, A2} given by

A1 =

[
0 1
2 −9

]
, A2 =

[
0 1
−2 2

]
,(53)

which, as it can be easily verified by inspection, are both unstable. Considering Q = I
and the initial condition x0 = [1 1]′, problem (52) has been solved by line search
fixing γ and minimizing its objective function, denoted by δ(γ), with respect to the
remaining variables. Figure 3 shows the behavior of the function δ(γ) which enables
us to determine its minimum value δ∗ = 23.56, corresponding to γ∗ = 11.80. It is
important to stress that, in this particular example, the function δ(γ) has a unique
minimum. However, we do not have any evidence that this is a generic property valid
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in all cases. Figure 4 shows the trajectories of the state variable x(t) ∈ R
2 versus time

for the system controlled by the state switching rule σ(t) = u(x(t)) given by (29) with
the positive definite matrices

P1 =

[
6.7196 1.6293
1.6293 1.0222

]
, P2 =

[
6.0825 2.1293
2.1293 2.2206

]
(54)

obtained from the optimal solution of problem (52). As it can be seen, the proposed
control strategy is very effective in stabilizing the system under consideration.

4. Conclusion. In this paper we have introduced stability conditions for switch-
ed linear systems. They have been used for control synthesis of state-independent
(open loop) and state-dependent (closed loop) switching rules. In both cases, the
determination of a guaranteed cost associated to each control strategy has been ad-
dressed. Special attention has been devoted to the numerical solvability of the design
problems by means of methods based on linear matrix inequalities.

Two issues deserve more attention. The first is related to the development of
numerical algorithms for the solution of the Lyapunov–Metzler inequalities introduced
in section 3. The second is the possible generalization of the stability conditions to
cope with linear control design and guaranteed quadratic cost. Taking into account
the nonlinear nature of the involved stability conditions, this point constitutes a real
theoretical challenge.
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paper.

REFERENCES

[1] F. Blanchini and S. Miani, A new class of universal Lyapunov functions for the control of
uncertain linear systems, IEEE Trans. Automat. Control, 44 (1999), pp. 641–647.

[2] S. P. Boyd, L. El Ghaoui, E. Feron, and V. Balakrishnan, Linear Matrix Inequalities in
System and Control Theory, SIAM, Philadelphia, 1994.

[3] M. S. Branicky, Multiple Lyapunov functions and other analysis tools for switched and hybrid
systems, IEEE Trans. Automat. Control, 43 (1998), pp. 475–482.

[4] P. Colaneri, J. C. Geromel, and A. Locatelli, Control Theory and Design—An RH2 and
RH∞ viewpoint, Academic Press, New York, 1997.

[5] R. A. DeCarlo, M. S. Branicky, S. Pettersson, and B. Lennartson, Perspectives and re-
sults on the stability and stabilizability of hybrid systems, Proc. IEEE, 88 (2000), pp. 1069–
1082.
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Abstract. In this paper we consider a dynamical system with boundary input and output
describing the bending vibrations of a quasi-linear beam, where the nonlinearity comes from Hooke’s
law. First we derive an existence result for short-time solutions of the system of equations. Then we
show that the structure of the boundary input and output forces the system to admit global solutions
at least when the initial data and the boundary input are small in a certain sense. In particular, we
prove that the norm of the state of the system decays exponentially if the input becomes zero after
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Key words. quasi-linear beam, exponential stabilization, energy-preserving system, boundary
input and output

AMS subject classifications. 93C20, 35B35, 35B37, 35L65, 35L70

DOI. 10.1137/S0363012903435357

1. Introduction and main results. We consider a system modeling the bend-
ing vibrations of a nonlinear beam of length L > 0. Let φ denote the deflection of the
beam and let M be the bending torque. Assuming unit mass density, from Segel and
Handelman [12] we have

φtt − κφ′′
tt + M ′′ = 0, x ∈ [0, L], t > 0,

where κ > 0,
√
κ is the radius of gyration, and the superscript “ ′ ” and the subscript t

denote differentiation with respect to the variables x (space) and t (time), respectively.
We assume that the constitutive law (Hooke’s law) is nonlinear, determined by a
smooth function σ, such that M = σ(φ′′). The beam equation then becomes

φtt − κφ′′
tt + σ(φ′′)′′ = 0, x ∈ [0, L], t > 0.(1.1)

If σ(x) = ax, with a > 0, then the model is linear, called the Rayleigh beam in
the literature. Recent papers dealing with the boundary stabilization of Rayleigh
beams are Ammari, Liu, and Tucsnak [2], Guo, Wang, and Yung [7], and Weiss and
Curtain [17].

Remark 1.1. We can derive (1.1) also from the calculus of variations. Let T > 0
be fixed. We define the kinetic energy of the beam at time t ∈ [0, T ] by K(φt(·, t)),
where the quadratic functional K is defined by

K(ψ(·, t)) =
1

2

∫ L

0

[
ψ2(x, t) + κψ′ 2(x, t)

]
dx.
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The potential energy of the beam at time t is defined as

P(φ(·, t)) =

∫ L

0

F (φ′′(x, t))dx,

where F is a smooth function such that dF (z)
dz = σ(z). Then it is easy to check that

the partial differential equation (1.1) is equivalent to the stationary point condition
derived from Hamilton’s principle

d

ds

∫ T

0

L(φ + sv, φt + svt)dt
∣∣∣
s=0

= 0 ∀v ∈ C∞
0 (QT ),

where L(φ, ψ) = K(ψ) − P(φ) and QT = (0, L) × (0, T ). Indeed, this follows from〈
∂L

∂φ
(φ, ψ), v

〉
= −〈σ(φ′′), v′′〉,

〈
∂L

∂ψ
(φ, ψ), vt

〉
= 〈ψ, vt〉 + κ 〈ψ′, v′t〉,

where all the inner products are taken in L2(QT ).
Suppose that the initial data are given by

φ(x, 0) = φ0(x), φt(x, 0) = φ1(x), x ∈ [0, L].(1.2)

We suppose that the right end of the beam is hinged, i.e.,

φ(L, t) = φ′′(L, t) = 0,(1.3)

and at the left end we have actuators and sensors, linked in a damping feedback
mechanism, satisfying the equations{

2b1u1(t) = σ(φ′′(0, t)) − b21φ
′
t(0, t), t ≥ 0,

2b2u2(t) = (σ(φ′′))
′
(0, t) − κφ′

tt(0, t) + b22φt(0, t), t ≥ 0,
(1.4)

{
2b1y1(t) = σ(φ′′(0, t)) + b21φ

′
t(0, t), t ≥ 0,

2b2y2(t) = (σ(φ′′))
′
(0, t) − κφ′

tt(0, t) − b22φt(0, t), t ≥ 0,
(1.5)

where bi > 0 are constants for i = 1, 2, u = (u1, u2) is the input function, and
y = (y1, y2) is the output function. The term 2b1u1(t) is an external torque acting
at the left end of the beam, while 2b2u2(t) is an external transversal force acting
at the same end. The term σ(φ′′(0, t)) is the total torque acting at x = 0, while
(σ(φ′′))′(0, t)−κφ′

tt(0, t) is the total transversal force at x = 0. The terms −b21φ
′
t(0, t)

and b22φt(0, t) represent the boundary feedback torque and force, respectively.
To guarantee that the system (1.1)–(1.5) is hyperbolic, we further assume that

σ(0) = 0, σ′(z) > 0, z ∈ (−∞,∞).(1.6)

If we define the total energy of the system (1.1)–(1.5) by

E(t) = K(φt(·, t)) + P(φ(·, t)),

where K and P are defined as in Remark 1.1, we obtain by a simple computation

dE(t)

dt
= −σ(φ′′(0, t))φ′

t(0, t) + [σ(φ′′)′(0, t) − κφ′
tt(0, t)]φt(0, t)

= |u(t)|2 − |y(t)|2.(1.7)
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This formula expresses that the rate of change of the energy is equal to the power sup-
plied to the system by the input minus the power taken out by the output. The balance
equation (1.7) means that the system (1.1)–(1.5) is (scattering) energy-preserving. We
refer to Staffans [14] and to Malinen, Staffans, and Weiss [11] for the theory of energy-
preserving linear systems.

We define the positive smooth function N : (σ−, σ+) → (0,∞) by

N (z) = σ′(σ−1(z)),(1.8)

where σ−1 is the inverse function of σ and

σ± = lim
z→±∞

σ(z).(1.9)

By the assumption (1.6), the above limits exist (they may be infinite) and

0 ∈ (σ−, σ+), lim
z→σ±

σ−1(z) = ±∞.(1.10)

In the linear case (σ(z) = az) we have N (z) = a, of course.
We introduce an equivalent system by the change of unknowns

ϕ = σ(φ′′), ψ = φt.

Then the system (1.1)–(1.5) becomes

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕt = N (ϕ)ψ′′,

ψt = κψ′′
t − ϕ′′,

ϕ(x, 0) = ϕ0(x), ψ(x, 0) = ψ0(x),

ϕ(L, t) = ψ(L, t) = ψ′′(L, t) = 0,

(1.11)

with the input signal u = (u1, u2) acting through{
2b1u1(t) = ϕ(0, t) − b21ψ

′(0, t),

2b2u2(t) = ϕ′(0, t) − κψ′
t(0, t) + b22ψ(0, t),

(1.12)

and with the output signal y = (y1, y2) defined by{
2b1y1(t) = ϕ(0, t) + b21ψ

′(0, t),

2b2y2(t) = ϕ′(0, t) − κψ′
t(0, t) − b22ψ(0, t).

(1.13)

The initial functions of this new system are obtained from those in (1.2) by

ϕ0 = σ(φ0 ′′), ψ0 = φ1.

It is well known that smooth solutions of quasi-linear hyperbolic systems usu-
ally develop singularities after some time; see, for example, Klainerman and Majda
[10]. However, since the structure of the boundary conditions (1.12) causes energy
dissipation (as seen in (1.7)), we expect that the introduction of the boundary input
(1.12) prevents the formation of singularities and assures the existence of a global
smooth solution. In fact, such problems have been considered for the nonlinear string
in Greenberg and Li [6], Slemrod [13], Alber and Cooper [1], and Yao [18].
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The main aim of this paper is to study the existence of smooth short-time solutions
and smooth global solutions of the nonlinear beam system (1.11)–(1.12) if the initial
data ϕ0, ψ0 and the boundary input u are given. For short-time solutions, we use
the results of Kato [8] to establish the existence of solutions of a certain linear system
and then use an argument with contraction mappings from Dafermos and Hrusa [4]
to obtain the existence. Due to the special structure of (1.12), some modifications are
necessary in the energy estimates which are used in the fixed-point argument. For
global solutions, we establish an estimate for the boundary trace by invoking some
ideas from Alber and Cooper [1] and from Cirina [3]. Such an estimate is necessary for
the global existence. In the linear case (where σ(x) = ax), boundary trace estimates
are usually derived by the multiplier technique.

We mention that in the linear case our system fits into the framework of Weiss and
Tucsnak [16] and [15], which guarantees that the system is well-posed and conservative
(this property is stronger than “energy-preserving”).

If b2 = 0, the system (1.11)–(1.13) can be transformed into a quasi-linear string
with an input-output structure at the boundary that has been studied in [18] (see
Remark 4.2). Here we study only the case b2 > 0.

Motivated by the structure of the function N , we introduce the following concept.
We say that a continuous function ϕ on [0, L] satisfies the σ-condition if

σ− < inf
x∈[0,L]

ϕ(x) ≤ sup
x∈[0,L]

ϕ(x) < σ+,(1.14)

where σ−, σ+ are as in (1.9). If σ± = ±∞, then this condition is trivially true.
For short-time solutions, we have the following existence result.
Theorem 1.1. Suppose that u = (u1, u2) ∈ C3[0,∞) × C2[0,∞) and (ϕ0, ψ0) ∈

H2(0, L) ×H3(0, L) satisfies the boundary conditions

ϕ0(L) = ψ0(L) = ψ′′
0 (L) = 0(1.15)

and the compatibility conditions{
2b1u1(0) = ϕ0(0) − b21ψ

′
0(0),

2b2u2(0) = 2b−1
1 κu1t(0) + ϕ′

0(0) − κb−2
1 N (ϕ0(0))ψ′′

0 (0) + b22ψ0(0).
(1.16)

Furthermore, we assume that ϕ0 satisfies the σ-condition (1.14).
Then there is a T0 > 0 such that the problem (1.11)–(1.12) admits a unique

solution (ϕ,ψ) on QT0
= (0, L) × (0, T0) satisfying

ϕ ∈
2
∩
i=0

Ci
(
[0, T0];H

2−i(0, L)
)
, ψ ∈

3
∩
i=0

Ci
(
[0, T0)];H

3−i(0, L)
)
,(1.17)

where H0(0, L) stands for L2(0, L).
The proof of this theorem is given in section 3.
When the input u and the initial data (ϕ0, ψ0) are appropriately small, the so-

lutions are global. To describe this, we introduce an energy-like function E as fol-
lows. Let (ϕ,ψ) be a solution of the system (1.11)–(1.12). For any multi-index
α = (α1, α2) ∈ { 0, 1, 2, . . . }2, we denote |α| = α1 + α2. Define

E(t) = [ϕ′(0, t)]2 + ‖ψ′
tt(·, t)‖2 +

∑
|α|≤2

(‖∂αϕ(·, t)‖2 + ‖∂αψ(·, t)‖2),(1.18)

where ∂(α1,α2) =
(

∂
∂x

)α1
(

∂
∂t

)α2
and ‖ · ‖ is the usual norm on L2(0, L).
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For u = (u1, u2) ∈ [H2(0, T )]2, denote

‖u‖2
H2(0,T ) =

∫ T

0

|u|22(t)dt, |u|22(t) = |u(t)|2 + |ut(t)|2 + |utt(t)|2.(1.19)

Theorem 1.2. Suppose that u = (u1, u2) ∈ H2(0,∞) ×H2(0,∞) and the initial
data (ϕ0, ψ0) ∈ H2(0, L)×H3(0, L) are such that the boundary conditions (1.15) and
the compatibility conditions (1.16) hold. Then there are ε > 0, c1 > 0, c2 > 0, c3 > 0,
independent of (ϕ0, ψ0) and u, such that if

E(0) + ‖u‖2
H2(0,∞) ≤ ε,(1.20)

then the problem (1.11)–(1.12) has a unique solution (ϕ,ψ) on Q∞ = (0, L) × (0,∞)
and

E(t) + c1

∫ t

0

E(τ)dτ ≤ c2E(0) + c3‖u‖2
H2(0,∞) ∀ t ≥ 0.(1.21)

Note that from (ϕ0, ψ0) we can compute ∂αϕ(·, 0) and ∂αψ(·, 0) by solving (1.11)
at t = 0, so that also E(0) can be computed.

The above theorem will be proved in section 5.
Corollary 1.1. Under the assumptions of Theorem 1.2, if (1.20) holds, then

the solution (ϕ,ψ) of (1.11)–(1.12) and the output y = (y1, y2) from (1.13) satisfy

ϕ ∈ H2(Q∞), ψ ∈ H2(Q∞) ∩H1,2(Q∞), y ∈ H2(0,∞) ×H2(0,∞),(1.22)

where H1,2(Q∞) is the Sobolev space with the norm

‖ψ‖2
H1,2(Q∞) =

∑
0≤i≤1; 0≤j≤2

∫ ∞

0

‖∂(i,j)ψ(·, t)‖2dt.

The following stability result will also be proved in section 5.
Theorem 1.3. Under the assumptions of Theorem 1.2, suppose that (ϕ0, ψ0)

with u satisfy (1.20). If there is a T0 > 0 such that

u(t) = 0 ∀ t ≥ T0,(1.23)

then there are C > 0 and ε1 > 0 such that

E(t) ≤ Ce−ε1t ∀ t ≥ 0.(1.24)

This theorem shows that the energy-like function E(t) for the boundary feedback
system corresponding to u = 0 decays exponentially.

Remark 1.2. We do not assume that ϕ0 satisfies the σ-condition in Theo-
rems 1.2, 1.3 and in Corollary 1.1, because for suitable ε, the small initial data
assumption (1.20) implies this. Indeed,

sup
x∈[0,L]

|ϕ0(x)| ≤ L
1
2 E 1

2 (0) ≤ L
1
2 ε

1
2 .

Then the σ-condition is true if 0 < ε < L−1 min{σ2
−, σ

2
+}.
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2. Linear time-varying equations. Let T > 0 and let N be a function on
QT = (0, L) × (0, T ) such that

N ∈
2
∩
i=0

Ci
(
[0, T ];H2−i(0, L)

)
and there are N0 > 0, N1 > 0 such that

N0 ≤ N(x, t) ≤ N1, (x, t) ∈ QT .(2.1)

Motivated by (1.11)–(1.12), we consider the linear dynamical system described
by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕt = Nψ′′,

ψt = κψ′′
t − ϕ′′,

ϕ(x, 0) = ϕ0(x), ψ(x, 0) = ψ0(x),

ϕ(L, t) = ψ(L, t) = ψ′′(L, t) = 0,

2b1u1(t) = ϕ(0, t) − b21ψ
′(0, t),

2b2u2(t) = ϕ′(0, t) − κψ′
t(0, t) + b22ψ(0, t).

(2.2)

We make a change of unknowns by

v = ϕ, w = ψ + g on QT ,(2.3)

where g is a smooth function on QT satisfying the boundary conditions

g(L, t) = 0, b1g
′(0, t) = 2u1(t), t ∈ [0, T ].(2.4)

We shall specify later how to choose g in order to satisfy additional requirements. By
(2.3)–(2.4), the system (2.2) becomes, for (x, t) ∈ QT ,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

vt −Nw′′ = −Ng′′,

wt − κw′′
t + v′′ = gt − κg′′t ,

v(x, 0) = ϕ0(x), w(x, 0) = ψ0(x) + g(x, 0),

v(L, t) = w(L, t), w′′(L, t) = g′′(L, t),

v(0, t) − b21w
′(0, t) = 0,

v′(0, t) − κw′
t(0, t) + b22w(0, t) = 2b2u2(t) + b22g(0, t) − κg′t(0, t).

(2.5)

Let us formulate the problem (2.5) in an appropriate Hilbert space. First we
introduce the following space:

H = {f | f ∈ H1(0, L), f(L) = 0 }, 〈f, p〉H = 〈f, p〉 + κ〈f ′, p′〉,

where 〈·, ·〉 is the usual inner product of L2(0, L). To rewrite the second equation in
(2.5), we introduce an operator B0: L2(0, L) → H by

〈p, f ′〉 = 〈B0p, f〉H ∀ p ∈ L2(0, L), f ∈ H.(2.6)

Lemma 2.1. The operator B0 from (2.6) is an isomorphism between L2(0, L) and
H. In addition, for every p ∈ L2(0, L),

(B0p)(x) = 〈p, q0〉 cosh
√
ax + a

∫ x

0

p(s) cosh
√
a(x− s)ds,(2.7)
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where

a =
1

κ
, q0(x) = − a cosh

√
a(L− x)

cosh
√
aL

.(2.8)

In particular, ∂
∂xB0 is bounded from L2(0, L) to itself, and for p ∈ L2(0, L)(

∂

∂x
B0p

)
(x) =

√
a〈p, q0〉 sinh

√
ax + a

3
2

∫ x

0

p(s) sinh
√
a(x− s)ds + ap(x).(2.9)

Proof. First, we assume that p ∈ H1(0, L). Denote y = B0p. From (2.6),
integration by parts gives the problem

y − κy′′ = − p′, y′(0) = ap(0), y(L) = 0.

Solving this problem, we obtain (2.7) with (2.8). Since H1(0, L) is dense in L2(0, L),
(2.7) is actually true for all p ∈ L2(0, L). Differentiating (2.7) we obtain (2.9).

It is easy to check that B0 is invertible and that B−1
0 : H → L2(0, L) is given by

(
B−1

0 f
)
(x) = κf ′(x) −

∫ x

0

f(s)ds ∀ f ∈ H.

Let (v, w) be a smooth solution of the system (2.5). We multiply the second
equation in (2.5) by a function f ∈ H and integrate over [0, L]. Using integration by
parts and (2.6) we obtain that for all f ∈ H,

〈wt, f〉H = 〈B0v
′ + gt, f〉H + [v′(0, t)(t) − κw′

t(0, t) + κg′t(0, t)] f(0).

Using the last equation in (2.5), this becomes

〈wt, f〉H = 〈B0v
′ + gt, f〉H +

[
2b2u2(t) − b22w(0, t) + b22g(0, t)

]
f(0).(2.10)

Let q1 ∈ H be such that

f(0) = 〈q1, f〉H ∀ f ∈ H.(2.11)

It follows from (2.10) and (2.11) that

wt = B0v
′ − b22w(0, t)q1 + gt + [2b2u2(t) + b22g(0, t)]q1 in H.

Now the problem (2.5) becomes a problem on L2(0, L) ×H:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
vt = Nw′′ −Ng′′,

wt = B0v
′ − b22w(0, t)q1 + gt + [2b2u2(t) + b22g(0, t)]q1,

v(x, 0) = ϕ0(x), w(x, 0) = ψ0(x) + g(x, 0),

v(L, t) = w(L, t) = 0, v(0, t) = b21w
′(0, t).

(2.12)

We wish to solve (2.12) by applying the results of Kato [8, 9] in the space H =
L2(0, L) ×H, with the inner product〈[

p
f

]
,

[
p̂

f̂

]〉
H

= 〈p, p̂〉 + 〈f, f̂〉H ∀
[
p
f

]
,

[
p̂

f̂

]
∈ H.
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To this end, we introduce a family of closed operators on H by

A0(t) =

[
0 N∂2

B0∂ −b22q1Γ0

]
, 0 ≤ t ≤ T,(2.13)

where ∂ = ∂
∂x , the linear functional Γ0 is given by

Γ0f = f(0) ∀ f ∈ H,

and the domain of A0(t) is

D(A0(t)) =

{[
p
f

]
∈ H1(0, L) ×H2(0, L)

∣∣∣∣ p(L) = f(L) = 0,
p(0) = b21f

′(0)

}
.(2.14)

Then the problem (2.12) can be written as an evolution equation on H:

Xt(t) = A0(t)X(t) + F0(t), X(0) = X0,(2.15)

with

X =

[
v
w

]
, F0(t) =

[
−Ng′′

gt + [2b2u2(t) + b22g(0, t)]q1

]
.(2.16)

More precisely, the connection between (2.12) and (2.15) is as follows: Let

H1 = D(A0(t)),(2.17)

which is a Hilbert space with the graph norm. This space is independent of t and for
different t we get on it equivalent norms.

Lemma 2.2. If X(·) ∈ C1([0, l];H1) is a solution of (2.15), then its components
(v, w) are a solution of (2.12).

The proof of this lemma is by simple verification.
Note that X(·) ∈ C1([0, T ];H1) implies X(t) ∈ H1(0, L) × H3(0, L) for all t ∈

[0, T ]. For less regular solutions of (2.15), some of the equations in (2.12) become
meaningless. For example, if we only have X(·) ∈ C([0, T ];H1), which is still rather
smooth, then the last equation in (2.12) becomes meaningless.

Since the domain D(A0(t)) is independent of t (see (2.14)), the key of applying
the work of Kato to our problem (2.15) is to show that {A0(t) | 0 ≤ t ≤ T } is a stable
family on H, in the sense of [8]. We recall that {A0(t) | 0 ≤ t ≤ T } is called a stable
family if the following conditions hold:

(1) For each t ∈ [0, T ], A0(t) is the generator of a C0-semigroup.
(2) There are constants M , β (called the constants of stability) such that∥∥∥∥∥∥

k∏
j=1

(λ−A0(tj))
−1

∥∥∥∥∥∥ ≤ M(λ− β)−k, λ > β,

for any finite family {tj} with 0 ≤ t1 ≤ · · · ≤ tk ≤ T , k ∈ N. Here, the product Π is
time-ordered; i.e., a factor with larger tj stands to the left of one with smaller tj .

Lemma 2.3. Let A0(t) be defined in (2.13) and (2.14). For each t, 0 ≤ t ≤ T ,
A0(t) generates a C0-semigroup on H.
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Proof. For t ∈ [0, T ] we introduce a family of new inner products 〈·, ·〉t on H
which are equivalent to the old one, to show that A0(t) is dissipative on H:〈[

p
f

]
,

[
p̂

f̂

]〉
t

=
〈
N−1(·, t)p, p̂

〉
+ 〈f, f̂〉H ∀

[
p
f

]
,

[
p̂

f̂

]
∈ H.(2.18)

Since N satisfies (2.1), these new norms are equivalent to the old one.
Let [

p
f ] ∈ D(A0(t)). It follows from (2.13), (2.14), and (2.18) that〈
A0(t)

[
p
f

]
,

[
p
f

]〉
t

=

〈[
Nf ′′

B0p
′ − b22f(0)q1

]
,

[
p
f

]〉
t

= 〈f ′′, p〉 + 〈p′, f ′〉 − b22f
2(0) = pf ′|L0 − b22f

2(0)

= − b21f
′2(0) − b22f

2(0) ≤ 0.

We want to show that A0(t) is m-dissipative. For this, it is enough to show that
also A∗

0(t) is dissipative, where A∗
0(t) is the adjoint operator of A0(t) with respect to

the inner product 〈·, ·〉t. A simple computation shows that

A∗
0(t) = −

[
0 N∂2

B0∂ b22q1Γ0

]
,

D(A∗
0(t)) =

{[
p
f

]
∈ H1(0, L) ×H2(0, L)

∣∣∣∣ p(L) = f(L) = 0,
p(0) = −b21f

′(0)

}

and for all [
p
f ] ∈ D(A∗

0(t)),〈
A∗

0(t)

[
p
f

]
,

[
p
f

]〉
t

= − b21f
′2(0) − b22f

2(0) ≤ 0.

Thus, A0(t) is m-dissipative. According to the Lumer–Phillips theorem, A0(t) is the
generator of a contraction semigroup on H (with respect to 〈·, ·〉t).

Lemma 2.4. For any t ∈ [0, T ], {A0(τ) | 0 ≤ τ ≤ T } is a stable family with
respect to the norm ‖ · ‖t (which corresponds to the inner product (2.18)) on H.

Proof. In view of Proposition 3.4 in [8] and Lemma 2.3 above, it suffices to verify
that there exists c > 0 such that the following inequality holds:

‖X‖t/‖X‖s ≤ ec|t−s| ∀ X =

[
p
f

]
∈ H, s, t ∈ [0, T ].(2.19)

To this end, we take

c ≥ sup
(x,t)∈QT

|Nt|N−1

and set

h(t) =

∥∥∥∥
[
p
f

]∥∥∥∥
2

t

=
〈
N−1(·, t)p, p

〉
+ ‖f‖2

H , t ∈ [0, T ].

Then

|ht(t)| ≤ 2ch(t) ∀
[
p
f

]
∈ H, t ∈ [0, T ].

This inequality implies that the function h(t)e−2ct is decreasing while h(t)e2ct is in-
creasing for t ∈ [0, T ]. Therefore, (2.19) is true.
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In order to have a solution X(·) ∈ C([0, T ];H1) to the inhomogeneous system
(2.15), it will suffice to choose X0 ∈ H1 and a function g such that the inhomogeneous
term F0(·) ∈ C([0, T ];H1). For this, we consider the 3 × 3 matrix B defined by

B = (e2, e3, e1),

where (e1, e2, e3) is the standard basis of the Euclidian space R
3, and we take a

function ρ ∈ C∞[0, L] such that

ρ(x) = 1 for x ≤ L/3, ρ(x) = 0 for x ≥ 2L/3.(2.20)

Lemma 2.5. Assume that u = (u1, u2) ∈ C2[0, T ] × C1[0, T ]. Using the notation
B and ρ introduced above, there exists a function g of the form

g(x, t) = ρ(x)β(t) · eBxe1, (x, t) ∈ QT ,(2.21)

where β(t) = [β1(t) β2(t) β3(t)], such that g satisfies (2.4) and F0(·) ∈ C([0, T ];H1),
where F0(t) is given in (2.16).

Proof. It follows from (2.20)–(2.21) that{
g(L, t) = g′′(L, t) = 0,

g(0, t) = β1(t), g′(0, t) = β2(t), g′′(0, t) = β3(t).

On the other hand, from (2.14) and (2.16) we see that the conditions (2.4) and F0(t) ∈
D(A0(t)) for t ∈ [0, T ] will be satisfied if{

g(L, t) = g′′(L, t) = 0, b1g
′(0, t) = 2u1(t),

N(0, t)g′′(0, t) + q′1(0)b21b
2
2g(0, t) = − 2b1u1t(t) − 2q′1(0)b21b2u2(t).

This can be achieved if we set{
β1(t) = 0, β2(t) = 2b−1

1 u1(t),

β3(t) = −2b1N
−1(0, t)[u1t(t) + q′1(0)b1b2u2(t)],

and moreover we then have F0(·) ∈ C ([0, T ];H1).
Since D(A0(t)) is constant, by Theorem 7.1 of [8] (see also Remark 6.2 of the

same paper), for any X0 ∈ H1 and for F0 as in the last lemma, the problem (2.15)
admits a unique solution X(·) ∈ C ([0, T ];H1). However, from here we cannot go back
to the problem (2.2) through the change of unknowns (2.3), because the functions do
not have enough somoothness to make sense of the boundary conditions.

For our purposes in this paper, we need the problem (2.2) to have solutions
(ϕ,ψ) such that ϕ ∈ C

(
[0, T ];H2(0, L)

)
and ψ ∈ C

(
[0, T ];H3(0, L)

)
. For this, we

consider an evolutionary problem, like (2.15), on the space (H1, ‖ · ‖1) where A0(t) :
D(A2

0(t)) → H1 and H1 = D(A0(t)) with the graph norm. Using Lemma 2.1, a simple
computation shows that D(A2

0(t)) consists of all the pairs (v, w) ∈ H2(0, L)×H3(0, L)
satisfying the boundary conditions

v(L) = w(L) = w′′(L) = 0, v(0) = b21w
′(0),

N(0, t)w′′(0) = ab21v
′(0) + ab21b

2
2w(0).
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The last boundary condition shows that D(A2
0(t)) depends on the time t. Thus, we

would meet difficulty in verifying the assumptions of [8], [9], although the work of
Kato does not assume that the domain is independent of time t.

We overcome the above difficulty as follows. Suppose that we have a solution X
of the problem (2.15) such that

X(·) ∈ C
(
[0, T ];D(A2

0(t))
)
.(2.22)

After making a change of unknowns by

Y (t) = C(t)X(t), C(t) = λI −A0(t),

where λ is large enough, we observe that Y (·) ∈ C ([0, T ];H1) satisfies

Yt(t) = [A0(t) + Ct(t)C−1(t)]Y (t) + C(t)F0(t), Y (0) = C(0)X0 ∈ H1.(2.23)

Since the above argument is reversible, in order to obtain a solution to the problem
(2.15) to satisfy (2.22), we need only solve the problem (2.23) in the space H. This is
achieved by the following two lemmas.

Lemma 2.6. For t ∈ [0, T ], Ct(t)C−1(t) is bounded from H to H. Furthermore,
for any X ∈ H, Ct(·)C−1(·)X ∈ C([0, T ];H).

Proof. From the formula (2.13), we have

Ct(t) =

[
0 −Nt∂

2

0 0

]
.(2.24)

Thus, if X = [ v
w ] ∈ D(A0(t)), then (recalling the operators B0 and Γ0 introduced

earlier in this section) we have that for all t ∈ [0, T ],

‖Ct(t)X‖2
H = ‖Ntw

′′‖2 ≤ c‖Nw′′‖2

≤ c
(
‖Nw′′‖2 + ‖B0v

′ − b22Γ0(w)q1‖2
H

)
= c‖A0(t)X‖2

H.(2.25)

Here, c = sup(x,t)∈QT
N2

t N
−2, and the norm ‖ · ‖H corresponds to the inner product

defined before (2.13). Lemma 2.6 follows from (2.24) and (2.25).
An argument similar to that for Lemma 2.5 yields the following lemma.
Lemma 2.7. Assume that u = (u1, u2) ∈ C2[0, T ]×C1[0, T ]. There is a function

g on QT that satisfies the conditions (2.4) such that

C(·)F0(·) ∈ C([0, T ],H1),

where F0(t) is defined in (2.16).
After we apply [8] to the problem (2.23) and go back all the way to the problem

(2.2), we actually obtain the following theorem.
Theorem 2.1. Suppose that T > 0 and u = (u1, u2) ∈ C3[0, T ] × C2[0, T ].

Assume that (ϕ0, ψ0) ∈ H2(0, L) ×H3(0, L) satisfies the boundary conditions

ϕ0(L) = ψ0(L) = ψ′′
0 (L) = 0

and the compatibility conditions{
2b1u1(0) = ϕ0(0) − b21ψ

′
0(0),

2b2u2(0) = 2κb−1
1 u1t(0) + ϕ′

0(0) − κb−2
1 N(0, 0)ψ′′

0 (0) + b22ψ0(0).
(2.26)



1942 PENG-FEI YAO AND GEORGE WEISS

Then the problem (2.2) admits a unique solution (ϕ,ψ) satisfying

ϕ ∈
2
∩
i=0

Ci
(
[0, T ];H2−i(0, L)

)
, ψ ∈

3
∩
i=0

Ci
(
[0, T ];H3−i(0, L)

)
.

Remark 2.1. For an integer k ≥ 2 the method for Theorem 2.1 can be used to
find solutions to the problem (2.2) such that

ϕ ∈
k
∩
i=0

Ci
(
[0, T ];Hk−i(0, L)

)
, ψ ∈

k+1
∩
i=0

Ci
(
[0, T ];Hk−i(0, L)

)
,

where, of course, more boundary conditions and more compatibility conditions for the
initial data and the input function are needed.

3. Quasi-linear equations. In this section we use Theorem 2.1 and a fixed-
point argument to establish the existence of solutions of the quasi-linear problem
(1.11)–(1.12). To this end, we need to establish some energy estimates of the solutions
to the linear problem (2.2), which is also useful when we derive the global solutions
later.

Let T > 0 and u = (u1, u2) ∈ C3(0, T ) × C2(0, T ). Suppose that (ϕ0, ψ0) ∈
H2(0, L) × H3(0, L) satisfies the boundary conditions (1.15) and the compatibility
conditions (1.16), and ϕ0 satisfies the σ-condition (1.14). We fix constants ξ± ∈ R

with ξ− < 0 < ξ+ such that

σ− < ξ− < inf
x∈[0,L]

ϕ0(x) ≤ sup
x∈[0,L]

ϕ0(x) < ξ+ < σ+,(3.1)

where σ± are given by (1.9).
For r, T > 0, let M(r, T, ξ−, ξ+) denote the set of all functions v defined on QT

which satisfy

v ∈
2
∩
i=0

Ci
(
[0, T ];H2−i(0, L)

)
,

ξ− ≤ v(x, t) ≤ ξ+, (x, t) ∈ QT ,(3.2)

v(x, 0) = ϕ0(x), vt(x, 0) = σ′(σ−1(ϕ0(x)))ψ′′
0 (x), x ∈ [0, L],(3.3)

v(L, t) = 0, t ∈ [0, T ],

esssup
t ∈ [0, T ]

h(v, t) ≤ r2,
(3.4)

where

h(v, t) = v′2(0, t) +
∑
|α|≤2

‖∂αv‖2.(3.5)

In the above formula ‖ · ‖ denotes, as usual, the norm in L2(0, L). It follows from the
trace theorem that M(r, T, ξ−, ξ+) is nonempty if r is sufficiently large and T small.
For example, if we let

v(x, t) = ϕ0(x) cos t + σ′(σ−1(ϕ0(x)))ψ′′
0 (x) sin t,
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then v ∈ M(r, T, ξ−, ξ+) for r suitably large and T small. In the present section, we
always make this assumption.

For any v ∈ M(r, T, ξ−, ξ+), we consider the linear problem

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

η(v)ϕt − ψ′′ = 0,

ψt − κψ′′
t + ϕ′′ = 0,

ϕ(x, 0) = ϕ0(x), ψ(x, 0) = ψ0(x),

ϕ(L, t) = ψ(L, t) = ψ′′(L, t) = 0,

2b1u1(t) = ϕ(0, t) − b21ψ
′(0, t),

2b2u2(t) = ϕ′(0, t) − κψ′
t(0, t) + b22ψ(0, t),

(3.6)

with the output

{
2b1y1(t) = ϕ(0, t) + b21ψ

′(0, t),

2b2y2(t) = ϕ′(0, t) − κψ′
t(0, t) − b22ψ(0, t),

where

η(z) = 1/N (z), z ∈ (σ−, σ+)(3.7)

and N (·) is defined in (1.8). Note that the assumptions (3.1) and (3.2) imply

0 < inf
σ−1(ξ−)≤ξ≤σ−1(ξ+)

σ′(ξ) ≤ N (v(x, t)) ≤ sup
σ−1(ξ−)≤ξ≤σ−1(ξ+)

σ′(ξ) < ∞

for all (x, t) ∈ QT , so that there are η1 > 0, η2 > 0 such that

η1 ≤ η(v) ≤ η2 ∀ v ∈ M(r, T, ξ−, ξ+).

It is easy to check that for v ∈ M(r, T, ξ−, ξ+) and N = N (v) the compatibility
conditions (2.26) hold. By Theorem 2.1, for any v ∈ M(r, T, ξ−, ξ+), the problem (3.6)
has a unique solution (ϕ,ψ) with the regularity ϕ ∈ ∩2

i=0C([0, T ];H2−i(0, L)) and ψ ∈
∩3
i=0C([0, T ];H3−i(0, L)). We denote by K the map which carries v ∈ M(r, T, ξ−, ξ+)

into ϕ, i.e.,

Kv = ϕ,(3.8)

where (ϕ,ψ) is the solution of the problem (3.6). We establish an a priori estimate to
show that K maps M(r, T, ξ−, ξ+) into itself if r is sufficiently large and T is sufficiently
small relative to r. We then equip M(r, T, ξ−, ξ+) with the complete metric ρ defined
by

ρ(v, v̂) = sup
t∈[0,T ]

‖v(·, t) − v̂(·, t)‖

and show that K is a strict contraction if T is sufficiently small. Then the Banach
fixed-point theorem implies that K has a fixed point which is obviously a solution to
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the problem (1.11)–(1.12). We define, omitting to write (·, t) in many places,

Γ(t) =
1

2
ϕ′2(0, t),

E00(t) =
1

2

[
‖ψ‖2 + κ‖ψ′‖2 + 〈η(v)ϕ, ϕ〉

]
,

E10(t) =
1

2

[
‖ψ′‖2 + κ‖ψ′′‖2 + 〈η(v)ϕ′, ϕ′〉

]
,

E01(t) =
1

2

[
‖ψt‖2 + κ‖ψ′

t‖2 + 〈η(v)ϕt, ϕt〉
]
,

E20(t) =
1

2

[
‖ψ′′‖2 + κ‖ (η(v)ϕt)

′ ‖2 + 〈η(v)ϕ′′, ϕ′′〉
]
,

E02(t) =
1

2

[
‖ψtt‖2 + κ‖ψ′

tt‖2 + 〈η(v)ϕtt, ϕtt〉
]
.

Moreover, we set

℘ = b21 + b−2
1 + b22 + b−2

2 ,

ℵ(v, t) = 8℘[(κ2 + 1)(η(v(0, t)) + 1)2 + 1] + 1,

Π(t) = Γ(t) +

2∑
i=1

Ei0(t) + ℵ(v, t)

2∑
i=0

E0i(t).(3.9)

Remark 3.1. It is clear that the function ℵ(v, t) depends on the function v(0, t).
However, there are constants c1(ξ−, ξ+) > 0, c2(ξ−, ξ+) > 0, which depend only on
ξ−, ξ+, such that for any function v satisfying the condition (3.2),

c1(ξ1, ξ+) ≤ ℵ(v, t) ≤ c2(ξ−, ξ+).

Similar estimates hold for Π(t). Further estimates on ℵ will be given in (3.27)–(3.29).
Theorem 3.1. Let ξ−, ξ+ be such that

σ− < ξ− < 0 < ξ+ < σ+,(3.10)

where σ± are given by (1.9). Let v ∈ ∩2
i=0C

i
(
[0, T ];H2−i(0, L)

)
satisfy

ξ− ≤ v(x, t) ≤ ξ+, (x, t) ∈ QT ,(3.11)

and the boundary condition

v(L, t) = 0, 0 ≤ t ≤ T.

Suppose that (ϕ,ψ) is the solution of the problem (3.6) on QT = (0, L) × (0, T ).
Then there is a number C(ξ−, ξ+) > 0, which may depend on the constants ξ−,

ξ+ but is independent of the initial data (ϕ0, ψ0), such that for 0 ≤ t ≤ T

dΠ(t)

dt
≤ C(ξ−, ξ+)|u|22(t) − |y|22(t) + C(ξ−, ξ+)

[
h

1
2 (v, t) + h(v, t)

]
Π(t),(3.12)

where |u|2(t) is defined by (1.19) and h(v, t) is defined by (3.5).
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Remark 3.2. Here we use a special combination of Eij(t), as in the formula
(3.9), to control the boundary terms to have the term −|y|22 on the right-hand side of
the inequality (3.12). We need the estimate (3.12) for the existence of local smooth
solutions of the quasi-linear system, and it also plays a key role in the proof of the
existence of global smooth solutions.

The proof of Theorem 3.1 is divided into several lemmas. We introduce the
notation ∇ for the gradient of a function ϕ defined on QT , so that ∇ϕ = [ϕ′ ϕt]. We
denote

|∇ϕ(·, t)|∞ = sup
x∈[0,L]

{|ϕ′(x, t)|, |ϕt(x, t)|}.

Lemma 3.1. Let v ∈ ∩2
i=0C

i
(
[0, T ];H2−i(0, L)

)
satisfy the condition (3.11).

Suppose that (ϕ,ψ) is the solution to the problem (3.6). Then

|∇ϕ(·, t)|2∞ ≤ 2(L + 1) · h(ϕ, t), t ∈ [0, T ],(3.13)

|∇v(·, t)|2∞ ≤ 2(L + 1)L · h(v, t), t ∈ [0, T ].(3.14)

This follows from the boundary conditions. By the boundary structure of the
system (3.6), a simple computation shows that the following lemma holds.

Lemma 3.2. With the notation from the previous lemma,

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

b2ψ(0) = u2 − y2,

b1ψ
′(0) = y1 − u1,

ϕ(0) = b1(y1 + u1),

ϕ′(0) − κψ′
t(0) = b2(y2 + u2),

ϕ′(0) = κb−1
1 (y1t − u1t) + b2(u2 + y2).

(3.15)

In the formulas (3.15) we have suppressed the variable t for the sake of simplicity;
for example, ψ(0) = ψ(0, t), ϕ(0) = ϕ(0, t), and so on. We shall always make this
omission if there is no danger of confusion.

Denote

č(ξ−, ξ+) = inf
ξ−≤x≤ξ+

η(x), ĉ(ξ−, ξ+) = sup
ξ−≤x≤ξ+

η(x),(3.16)

c1(ξ−, ξ+) = sup
ξ−≤x≤ξ

|η′(x)|, c2(ξ−, ξ+) = sup
ξ−≤x≤ξ+

|η′′(x)|.(3.17)

Since [ξ−, ξ+] ⊂ (σ−, σ+), the formulas (1.8), (1.9), (1.10), and (3.7) imply that

0 < č(ξ−, ξ+) ≤ ĉ(ξ−, ξ+) < ∞, c1(ξ−, ξ+) < ∞, c2(ξ−, ξ+) < ∞.

Lemma 3.3. Let the assumptions in Theorem 3.1 hold. Then there exists a
number C(ξ−, ξ+) > 0, which may depend on ξ− and ξ+, such that, for 0 ≤ t ≤ T ,

dE00(t)

dt
≤ |u(t)|2 − |y(t)|2 + C(ξ−, ξ+)h

1
2 (v, t)E00(t).
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Proof. Using the systems (3.6), the formulas (3.15), (3.16), and (3.17), and inte-
gration by parts, we find (suppressing the notation for the dependence on t)

dE00

dt
= 〈ψ,ψt〉 + κ〈ψ′, ψ′

t〉 + 〈ϕ,ψ′′〉 +
1

2
〈η′(v)vtϕ,ϕ〉

≤ (u2 + y2)b2ψ(0) − (u1 + y1)b1ψ
′(0) + c1(ξ−, ξ+)|∇v|∞‖ϕ‖2

= |u|2 − |y|2 + c1(ξ−, ξ+)|∇v|∞‖ϕ‖2

≤ |u|2 − |y|2 + 2č−1(ξ−, ξ+)c1(ξ−, ξ+)[2(L + 1)]1/2h
1
2 (v)E00,

where the inequality (3.14) was used.
Lemma 3.4. Let the assumptions in Theorem 3.1 hold. Then there exists a

number C(ξ−, ξ+) > 0, which may depend on ξ−, ξ+, such that, for 0 ≤ t ≤ T ,

dE01(t)

dt
≤ |ut(t)|2 − |yt(t)|2 + C(ξ−, ξ+)h

1
2 (v, t)E01(t).(3.18)

Proof. By differentiating the first and second equations in (3.6) with respect to
the time t, we obtain {

η(v)ϕtt = ψ′′
t − η′(v)vtϕt,

ψtt − κψ′′
tt + ϕ′′

t = 0.

This together with (3.15) yields

dE01

dt
= 〈ψt, ψtt〉 + κ〈ψ′

t, ψ
′
tt〉 + 〈η(v)ϕt, ϕtt〉 +

1

2
〈η′(v)vtϕt, ϕt〉

= κψtψ
′
tt|L0 + ϕtψ

′
t|L0 − ϕ′

tψt|L0 − 1

2
〈η′(v)vtϕt, ϕt〉

= |ut|2 − |yt|2 −
1

2
〈η′(v)vtϕt, ϕt〉.

The inequality (3.18) follows from here.
Lemma 3.5. Let the assumptions of Theorem 3.1 hold. Then there exists a

number C(ξ−, ξ+) > 0, which depends on ξ−, ξ+, such that, for 0 ≤ t ≤ T ,

dE02(t)

dt
≤ |utt(t)|2 − |ytt(t)|2 + C(ξ−, ξ+)

[
h

1
2 (v, t) + h(v, t)

]
h(ϕ, t).

Proof. After we differentiate the first and second equations in (3.6) twice with
respect to t, we obtain (suppressing the dependence on t in the notation){

η(v)ϕttt = ψ′′
tt − 2η′(v)vtϕtt − η′(v)vttϕt − η′′(v)v2

tϕt,

ψttt − κψ′′
ttt + ϕ′′

tt = 0.
(3.19)

It follows from (3.19), (3.13), and (3.14) that〈
η(v)ϕttt, ϕtt

〉
=

〈
ψ′′
tt, ϕtt

〉
+ I1,(3.20)

where

I1 =
〈
−2η′(v)vtϕtt − η′(v)vttϕt − η′′(v)v2

tϕt, ϕtt

〉
≤ C(ξ−, ξ+)

[
|∇v|∞‖ϕtt‖2 + ‖vtt‖|∇ϕ|∞‖ϕtt‖ + |∇v|2∞‖ϕt‖‖ϕtt‖

]
≤ C(ξ−, ξ+)

[
h

1
2 (v) + h(v)

]
h(ϕ).
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Using this and (3.19), (3.20), (3.15), we find

dE02

dt
= 〈ψttt, ψtt〉 + κ 〈ψ′

ttt, ψ
′
tt〉 + 〈η(v)ϕttt, ϕtt〉 +

1

2
〈η′(v)vtϕtt, ϕtt〉

≤ κψttψ
′
ttt|L0 + ϕttψ

′
tt|L0 − ϕ′

ttψtt|L0 + I1 + C(ξ−, ξ+)|∇v|∞h(ϕ)

= [ϕ′(0) − κψ′
t(0)]tt ψtt(0) − ϕtt(0)ψ′

tt(0) + I1 + C(ξ−, ξ+)|∇v|∞h(ϕ)

= (u2tt + y2tt)b2ψtt(0) − (u1tt + y1tt)b1ψ
′
tt(0) + I1 + C(ξ−, ξ+)|∇v|∞h(ϕ)

≤ |utt|2 − |ytt|2 + C(ξ−, ξ+)
[
h

1
2 (v) + h(v)

]
h(ϕ).

For u = (u1, u2) ∈ H1(0, T )2, we define |u|1(t) by

|u|21(t) = |u(t)|2 + |ut(t)|2.

This is similar to the notation |u|2(t) introduced in (1.19).
Lemma 3.6. There exists a number C(ξ−, ξ+) > 0, which depends only on ξ−,

ξ+, such that, for 0 ≤ t ≤ T ,

dE10(t)

dt
≤

[
2η(v(0, t))(κ2 + 1) + 1

]
℘
[
|u|21(t) + |y|21(t)

]
+ C(ξ−, ξ+)h

1
2 (v, t)E10(t).

Proof. From the boundary conditions and the second equation of the system (3.6),
it follows that

ϕ′′(L) = 0, ϕ′′(0) − κψ′′
t (0) = −ψt(0).(3.21)

Using the first equation of the system (3.6), we obtain

η(v)ϕ′
t = [η(v)ϕt]

′ − η′(v)v′ϕt = ψ(3) − η′(v)η−1(v)v′ψ′′.(3.22)

Using (3.22), the second equation in (3.6), (3.21), and the first equation in (3.6),

dE10(t)

dt
= 〈ψ′

t, ψ
′〉 + κ 〈ψ′′

t , ψ
′′〉 + 〈η(v)ϕ′

t, ϕ
′〉 +

1

2
〈η′(v)vtϕ′, ϕ′〉

= κψ′ψ′′
t |L0 + ϕ′ψ′′|L0 − ϕ′′ψ′|L0 +

〈
ψ′
t − κψ

(3)
t + ϕ(3), ψ′

〉
−

〈
η′(v)η−1(v)v′ψ′′, ϕ′〉 +

1

2
〈η′(v)vtϕ′, ϕ′〉

≤ − ψt(0)ψ′(0) − η(v(0))ϕt(0)ϕ′(0) + C(ξ−, ξ+)|∇v|∞E10(t)

≤ 1

2

[
ψ2
t (0) + ψ′2(0)

]
+

1

2
η(v(0))

[
ϕ2
t (0) + ϕ′2(0)

]
+ C(ξ−, ξ+)|∇v|∞E10(t).

Moreover, a simple computation using (3.15) shows that

1

2

[
ψ2
t (0) + ψ′2(0)

]
+

1

2
η(v(0))

[
ϕ2
t (0) + ϕ′2(0)

]
≤

[
2η(v(0))(κ2 + 1) + 1

]
℘(|u|2 + |ut|2 + |y|2 + |yt|2).

Lemma 3.7. There exists a number C(ξ−, ξ+) > 0, which depends only on ξ−,
ξ+ such that, for 0 ≤ t ≤ T ,

dE20(t)

dt
≤

{
4℘

[
(2κ2 + 1)η2(v(0, t)) + 1

]
+ η(v(0, t))

} [
|u|22(t) + |y|22(t)

]
+ C(ξ−, ξ+)

[
h(v, t) + h

1
2 (v, t)

]
h(ϕ, t).
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Proof. Differentiating the first equation of (3.6) twice with respect to x gives

η(v)ϕ′′
t = ψ(4) − 2η′(v)v′ϕ′

t − η′(v)v′′ϕt − η′′(v)v′2ϕt.

This together with Lemma 3.1 then yields

〈η(v)ϕ′′
t , ϕ

′′〉 =
〈
ψ(4), ϕ′′

〉
− I0,

where

I0 =
〈
2η′(v)v′ϕ′

t + η′(v)v′′ϕt + η′′(v)v′2ϕt, ϕ′′〉
≤ C(ξ−, ξ+)

[
h

1
2 (v) + h(v)

]
h(ϕ).(3.23)

Next, noting that (η(v)ϕt)
′ = ψ(3), we obtain via integration by parts and the

estimate (3.23) that

dE20

dt
= 〈ψ′′, ψ′′

t 〉 + κ
〈
ψ(3), ψ

(3)
t

〉
+ 〈η(v)ϕ′′, ϕ′′

t 〉 +
1

2
〈η′(v)vtϕ′′, ϕ′′〉

≤ κψ′′ψ
(3)
t |L0 + ϕ′′ψ(3)|L0 − ϕ(3)ψ′′|L0 +

〈
ψ′′, ψ′′

t − κψ
(4)
t + ϕ(4)

〉
− I0

=
[
ϕ(3)(0) − κψ

(3)
t (0)

]
ψ′′(0) − ϕ′′(0)ψ(3)(0) − I0

= − ψ′
t(0)ψ′′(0) − ϕ′′(0)ψ(3)(0) − I0.(3.24)

From the formulas in (3.15) we see that

−ψ′
t(0)ψ′′(0) = −ψ′

t(0)η(v(0))ϕt(0) = − η(v(0))b1ψ
′
t(0)(y1t + u1t)

= η(v(0))(u2
1t − y2

1t).(3.25)

Let us estimate the term −ϕ′′(0)ψ(3)(0). From the equations in (3.6) and the
formulas in (3.15) we have

ϕ′′(0) = κψ′′
t (0) − ψt(0) = κ(η(v)ϕt)t(0) − ψt(0)

= κη′(v(0))vt(0)ϕt(0) + κb1η(v(0))(u1tt + y1tt) − b−1
2 (u2t − y2t).

It follows from here that

ϕ′′2(0) ≤ C(ξ−, ξ+)|∇ϕ|2∞|∇v|2∞ + 8[κ2η2(v(0)) + 1]℘
[
u2

2t + y2
2t + u2

1tt + y2
1tt

]
.

(3.26)

In addition, a similar computation gives the estimate

[ψ(3)(0)]2 ≤ C(ξ−, ξ+)|∇ϕ|2∞|∇v|2∞ + 8η2(v(0))(κ2 + 1)℘
[
u2

1tt + y2
1tt + u2

2t + y2
2t

]
.

Combining this with (3.26), (3.25), (3.24), and (3.23) completes the proof.
A similar computation proves the following lemma.
Lemma 3.8.

dΓ(t)

dt
≤ 4(κ2 + 1)℘

[
|u|22 + |y|22

]
.
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Proof of Theorem 3.1. Under the assumption (3.11), there are c(ξ−, ξ+) > 0,
C(ξ−, ξ+) > 0, which may depend on ξ−, ξ+ but are independent of the initial data
and the input, such that, if v satisfies the condition (3.2), then

1 ≤ ℵ(v, t) ≤ C(ξ−, ξ+),(3.27)

∣∣∣∣dℵ(v, t)

dt

∣∣∣∣ ≤ C(ξ−, ξ+)h
1
2 (v, t),(3.28)

h(ϕ, t) ≤ C(ξ−, ξ+)Π(t)(3.29)

for all t ∈ [0, T ]. By summing up the differential inequalities from Lemmas 3.3–3.8
and using (3.27)–(3.29), we compute that for t ∈ [0, T ],

dΠ(t)

dt
=

dΓ(t)

dt
+

2∑
i=1

dEi0(t)

dt
+ ℵ(v, t)

2∑
i=0

dE0i(t)

dt
+

dℵ(v, t)

dt

2∑
i=0

E0i(t)

≤ [ℵ(v, t) − 1]
[
|u|22(t) + |y|22(t)

]
+ ℵ(v, t)

[
|u|22(t) − |y|22(t)

]
+ C(ξ−, ξ+)[h(v, t) + h

1
2 (v, t)]Π(t)

= [2ℵ(v, t) − 1]|u|22(t) − |y|22(t) + C(ξ−, ξ+)
[
h(v, t) + h

1
2 (v, t)

]
Π(t)

≤ C(ξ−, ξ+)|u|22(t) − |y|22(t) + C(ξ−, ξ+)
[
h(v, t) + h

1
2 (v, t)

]
Π(t).

Proof of Theorem 1.1. Since ϕ0 satisfies the σ-condition (1.14), we can fix con-
stants ξ−, ξ+ such that the relations (3.1) and (3.10) are true.

Recall the notation M(r, T, ξ−, ξ+) from the beginning of this section. Fix r large
and T small such that M(r, T, ξ−, ξ+) is nonempty. For any v ∈ M(r, T, ξ−, ξ+), by
Theorem 2.1, the condition (3.2) implies that the problem (3.6) has a unique solution
(ϕ,ψ). We need to verify that ϕ ∈ M(r, T, ξ−, ξ+) and the map K, given by (3.8), is
a strict contraction if r is sufficiently large and T is small.

By Theorem 3.1, there exists C(ξ−, ξ+) > 0 such that

Π(t) ≤ Π(0) + C(ξ−, ξ+)‖u‖2
H2[0,T ] + C(ξ−, ξ+)

∫ t

0

[
h

1
2 (v, τ) + h(v, τ)

]
Π(τ)dτ

for any t ∈ [0, T ]. It follows from here, (3.29), and Gronwall’s inequality that

h(ϕ, t) ≤ C(ξ−, ξ+)Π(t)

≤ C(ξ−, ξ+)[Π(0) + C(ξ−, ξ+)‖u‖2
H2[0,T ]]e

C(ξ−,ξ+)
∫ t
0
[h

1
2 (v,τ)+h(v,τ)]dτ(3.30)

for any t ∈ [0, T ]. From the initial data (3.3) and the system (3.6), we can check that
the constant Π(0) is independent of the choice of v ∈ M(r, T, ξ−, ξ+).

We now take r0 > r sufficiently large such that

r2
0 ≥ 2C(ξ−, ξ+)

[
Π(0) + C(ξ−, ξ+)‖u‖2

H2[0,T ]

]
.

It follows from (3.6), (3.4), (3.30), and the above estimate that

h(ϕ, t) ≤ r2
0

2
eC(ξ−,ξ+)r0(1+r0)t, t ∈ [0, T ],
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for any v ∈ M(r0, T, ξ−, ξ+). Using this, we select T1 ∈ (0, T ] such that for t ∈ (0, T1]
we have

esssup
s ∈ [0, t]

h(ϕ, s) ≤ r2
0.(3.31)

To find a T2 ∈ (0, T1] such that ϕ ∈ M(r0, T2, ξ−, ξ+), the only thing left to do
is to verify that the condition (3.2) is satisfied by ϕ, since the conditions (3.3) are
implied by the equations (3.6). In fact, by (3.31), for all (x, t) ∈ QT1

,

|ϕ(x, t) − ϕ0(x)| =

∣∣∣∣
∫ t

0

ϕt(x, t)dt

∣∣∣∣ ≤ L1/2

∫ t

0

h
1
2 (ϕ, s)ds ≤ tL1/2r0.

Thus (3.2) is true for ϕ for small T2 ∈ (0, T1], because of the assumption (3.1). With
the above choice of r0 and T2, K maps M(r0, t, ξ−, ξ+) into itself for every t ∈ (0, T2].

Now we shall find a T3 ∈ (0, T2] such that K is contractive from M(r0, T3, ξ−, ξ+)
to itself. Let v1, v2 ∈ M(r0, T2, ξ−, ξ+) and set ϕ1 = Kv1, ϕ2 = Kv2, v = v1 − v2,
ϕ = ϕ1 − ϕ2, ψ = ψ1 − ψ2. A simple computation shows that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

η(v1)ϕt = ψ′′ − [η(v1) − η(v2)]ϕ2t,

ψt − κψ′′
t + ϕ′′ = 0,

ϕ(x, 0) = 0, ψ(x, 0) = 0,

ϕ(L, t) = ψ(L, t) = ψ′′(L, t) = 0,

ϕ(0, t) − b21ψ
′(0, t) = 0,

ϕ′(0, t) − κψ′
t(0, t) + b22ψ(0, t) = 0.

(3.32)

Denoting

Ê00(t) =
1

2

[
‖ψ‖2 + κ‖ψ′‖2 + 〈η(v1)ϕ,ϕ〉

]
(3.33)

(where the argument (·, t) has been omitted in several places), from (3.32) we obtain

dÊ00

dt
= κψψ′

t|L0 + ϕψ′|L0 − ϕ′ψ|L0 + I2

= −b22ψ
2(0, t) − b21ψ

′2(0, t) + I2 ≤ I2,(3.34)

where

I2 = 〈[η(v2) − η(v1)]ϕ2t, ϕ〉 +
1

2
〈η′(v1)v1tϕ, ϕ〉 .

It follows from here and Lemma 3.1 that there exists a number C(ξ−, ξ+) > 0, which
may depend on ξ−, ξ+, such that

|I2|≤ C(ξ−, ξ+)
[
|∇ϕ2|∞‖ϕ‖‖v1 − v2‖ + |∇v1|∞‖ϕ‖2

]
≤ C(ξ−, ξ+)

[
h

1
2 (ϕ2)ρ(Kv1,Kv2)ρ(v1, v2) + h

1
2 (v1)‖ϕ‖2

]
≤ C(ξ−, ξ+)

[
r0ρ(Kv1,Kv2)ρ(v1, v2) + h

1
2 (v1)‖ϕ‖2

]
,(3.35)

since ϕ2 = Kv2 ∈ M(r0, T2, ξ−, ξ+). By virtue of (3.32), (3.33), (3.34), and (3.35),
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for T3 ∈ (0, T2] and for t ∈ (0, T3],

‖ϕ(·, t)‖2 ≤ C(ξ−, ξ+)Ê00(t) ≤ C(ξ−, ξ+)

∫ t

0

I2(s)ds

≤ T3r0C(ξ−, ξ+)ρ(Kv1,Kv2)ρ(v1, v2) + C(ξ−, ξ+)

∫ t

0

h
1
2 (v1, s)‖ϕ(·, s)‖2ds.

Applying Gronwall’s inequality to the last estimate yields

‖ϕ(·, t)‖2 ≤ T3r0C(ξ−, ξ+)ρ(Kv1,Kv2)ρ(v1, v2)e
C(ξ−,ξ+)r0T3

for all t ∈ (0, T3], where T3 ∈ (0, T2]. Since ϕ = Kv1 −Kv2,

ρ(Kv1,Kv2) ≤ T3r0C(ξ−, ξ+)ρ(v1, v2)e
C(ξ−,ξ+)r0T3 , T3 ∈ (0, T2].

The last inequality shows that K is strictly contractive if T3 is sufficiently small. By
the Banach fixed-point theorem, for T3 > 0 sufficiently small K has a unique fixed
point ϕ ∈ M(r0, T3, ξ−, ξ+). Then (ϕ,ψ) is the desired solution of the system (1.11)–
(1.12).

Let (ϕ,ψ) be a solution of (1.11)–(1.12) on QT such that (1.17) holds. By the
argument above, (ϕ,ψ) is the solution of the problem (3.6) on QT where v = ϕ. Thus,
by the inequality (3.29), Theorem 3.1 can be rewritten as follows.

Theorem 3.1*. Let T > 0 and σ− < ξ− < 0 < ξ+ < σ+. There exists
C(ξ−, ξ+) > 0, which depends on ξ−, ξ+ such that, if the solution (ϕ,ψ) of the problem
(1.11)–(1.12) on QT satisfies ξ− ≤ ϕ ≤ ξ+, then for 0 ≤ t ≤ T ,

dΠ(t)

dt
+ |y|22(t) ≤ C(ξ−, ξ+)|u|22(t) + C(ξ−, ξ+)2

[
Π2(t) + Π3/2(t)

]
,(3.36)

where Π(t) is given by the formula (3.9) with ℵ(v, t) = ℵ(ϕ, t).

4. Estimates of the boundary trace. Let T > 0 and u = (u1, u2) ∈ H2(0, T )×
H2(0, T ). Suppose that (ϕ0, ψ0) ∈ H2(0, L) ×H3(0, L) satisfies the boundary condi-
tions (1.15) and the compatibility conditions (1.16), where ϕ0 satisfies the σ-condition
(1.14). We assume that (ϕ,ψ) solves the problem (1.11)–(1.12) on QT = (0, L)×(0, T )
such that the regularity (1.17) holds. Let ξ−, ξ+ ∈ R be such that

σ− < ξ− < 0 < ξ+ < σ+.

We define

Tξ−,ξ+ = Lκ
1
2 sup
ξ−≤z≤ξ+

η
1
2 (z),(4.1)

where (as usual) η = 1/N and N is defined in (1.8).
The purpose of this section is to prove the following theorem.
Theorem 4.1. Suppose that ς > 0, T > 3Tξ−,ξ+ and (ϕ,ψ) is a solution of the

problem (1.11)–(1.12) on QT . Then there exists a number C(ξ−, ξ+, ς) > 0, which
depends on ξ−, ξ+ and ς such that, if (ϕ,ψ) satisfies

ξ− ≤ ϕ ≤ ξ+, ĚT ≤ ς,
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where

ĚT = sup
0≤t≤T

E(t)(4.2)

and E(t) is defined by (1.18), then for 0 ≤ s ≤ t ≤ T with t− s ≥ 3Tξ−,ξ+ ,

∫ t

s

E(τ)dτ ≤ C(ξ−, ξ+, ς)

(
‖u‖2

H2(s,t) + ‖y‖2
H2(s,t) +

∫ t

s

[E2(τ) + E 3
2 (τ)] dτ

)
.(4.3)

Remark 4.1. In fact, for any ε > 0, we can prove that the inequality (4.3) holds
for t − s ≥ 2Tξ−,ξ+ + ε, where the constant C(ξ−, ξ+, ς) may also depend on ε. In
general, the conclusion of Theorem 4.1 is not true when t− s < 2Tξ−,ξ+ .

The proof of Theorem 4.1 is based on several lemmas below. Set

ϑ =

[
ϕ
ψ′

]
, A(ϕ) =

[
0 −κ

−η(ϕ) 0

]
,(4.4)

where η(z) = 1/N (z) = 1/σ′(σ−1(z)). We diagonalize A(ϕ) as

SA(ϕ)S−1 =

[
κ

1
2 η

1
2 (ϕ) 0

0 −κ
1
2 η

1
2 (ϕ)

]
,

where

S =
1

2

[
1 −κ

1
2 η−

1
2 (ϕ)

1 κ
1
2 η−

1
2 (ϕ)

]
, S−1 =

[
1 1

−κ− 1
2 η

1
2 (ϕ) κ− 1

2 η
1
2 (ϕ)

]
.(4.5)

Lemma 4.1. Let ξ− ≤ ϕ ≤ ξ+ hold on QT . Let ϑ = [
ϕ
ψ′ ], where (ϕ,ψ) is the

solution of the problem (1.11)–(1.12). Then

A(ϕ)ϑt + ϑ′ =

[
Λϕ− κb2[u2(t) + y2(t)]q

′
1

0

]
, (x, t) ∈ QT ,(4.6)

where

(Λϕ)(x) = a−1/2〈ϕ, q′0〉 sinh a
1
2x− a

∫ x

0

ϕ(s) cosh a
1
2 (x− s)ds.(4.7)

Proof. From the second equation in (1.11), a computation as in (2.10) yields

ψt = B0ϕ
′ − b22ψ(0, t)q1 + 2b2u2(t)q1,

where B0 is defined in Lemma 2.1 and q1 by (2.11). We then employ (2.9), (2.8), and
b2ψ(0, t) = u2(t) − y2(t) (see (3.15) with ψ = w) to obtain

κψ′
t = κ

∂

∂x
B0ϕ

′ − κb22ψ(0, t)q′1 + 2κb2u2(t)q
′
1

= ϕ′ + a−
1
2 〈ϕ′, q0〉 sinh a

1
2x + a

1
2

∫ x

0

ϕ′(s) sinh a
1
2 (x− s)ds

− κb22ψ(0, t)q′1 + 2κb2u2(t)q
′
1

= ϕ′ − Λϕ + κb2[u2(t) + y2(t)]q
′
1.(4.8)

The formula (4.6) follows from (4.8) and the first equation in (1.11).
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Remark 4.2. Assume for a moment that b2 = 0. Using (4.8) we observe that, if
we make the change of unknowns

μ = ϕ, ν = ψ′,

then the problem (1.11)–(1.12) becomes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
μt = η−1(μ)ν′,

κνt = μ′ − Λ(μ),

μ(x, 0) = ϕ0(x), ν(x, 0) = ψ0(x),

μ(L, t) = 0,

(4.9)

with the input-output at x = 0:{
2b1u1(t) = μ(0, t) − b21ν(0, t),

2b1y1(t) = μ(0, t) + b21ν(0, t).
(4.10)

It is clear that the problem (4.9)–(4.10) represents a quasi-linear string with the
input-output structure at the boundary. The existence of global solutions of the
above problem has been studied in [18].

If b2 �= 0, then the term κ[μ′(0, t) − κν′t(0, t)]q
′
1 appears on the right-hand side of

the second equation in (4.9), and this makes things quite different.
For (x, t) ∈ QT let τi(s) = τi(s;x, t) be the solutions of

dτi
ds

= λi(s, τi), τi(x;x, t) = t, i = 1, 2,(4.11)

where

λ1(x, t) = κ
1
2 η

1
2 (ϕ(x, t)), λ2(x, t) = − κ

1
2 η

1
2 (ϕ(x, t)).

Then (s, τi(s;x, t)) are the forward and backward characteristics through (x, t), re-
spectively, for i = 1, 2. An argument similar to that in [1] implies the following
lemma.

Lemma 4.2. For i = 1, 2,

τ ′i(s;x, t) = − λi(x, t)τit(s;x, t).

Suppose that ξ− ≤ ϕ ≤ ξ+ holds on QT . There exist numbers C(ξ−, ξ+) > 0 and
c(ξ−, ξ+) > 0, which depend only on ξ−, ξ+ such that for 0 ≤ s ≤ x ≤ L, 0 ≤ t ≤ T ,

e−c(ξ−,ξ+)Ě
1
2
T ≤ τit(s;x, t) ≤ ec(ξ−,ξ+)Ě

1
2
T(4.12)

and

C−1(ξ−, ξ+)e−c(ξ−,ξ+)Ě
1
2
T ≤ |τ ′i(s;x, t)| ≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě

1
2
T ,

where Ě is defined in (4.2).
Lemma 4.3. Assume that ξ− ≤ ϕ ≤ ξ+ holds on QT and let Tξ−,ξ+ be given by

(4.1). Let ω ∈ H1(QT ) ×H1(QT ) such that

A(ϕ)ωt + ω′ = Ψ(ϕ), (x, t) ∈ QT ,(4.13)
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where A(ϕ) is defined in (4.4) and Ψ(ϕ) satisfies the estimate

|Ψ(ϕ)| ≤ C(ξ−, ξ+)
[
|Ψ0(ϕ)| + |∇ϕ|∞|Ψ1(ϕ)| + |∇ϕ|3∞ + |∇ϕ|2∞ + |∇ϕ|∞|ω|

](4.14)

for (x, t) ∈ QT , where Ψ0(ϕ) and Ψ1(ϕ) (the components of Ψ(ϕ)) are functions
determined by ϕ. Set

Υ = Sω,(4.15)

where S is given in (4.5). Then there exist numbers C(ξ−, ξ+) > 0 and c(ξ−, ξ+) > 0,
which depend only on ξ−, ξ+, such that for 2Tξ−,ξ+ ≤ t ≤ T

∫ t

0

‖Υ(·, τ)‖2dτ ≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

[
|Υ(0, ς)|2 + |Υ(L, ς)|2 + Ξ(Υ)(ς)

]
dς,

(4.16)

where ĚT is given in (4.2) and

Ξ(Υ)(t) = ‖Ψ0(ϕ)(·, t)‖2 + ‖Ψ1(ϕ)(·, t)‖2

+
[
|∇ϕ(·, t)|2∞ + |∇ϕ(·, t)|∞

]
‖Υ(·, t)‖2 + |∇ϕ(·, t)|4∞ + |∇ϕ(·, t)|3∞.(4.17)

Furthermore, denoting the components of Υ by Υ1,Υ2, we have for 2Tξ−,ξ+ ≤ t ≤ T ,

∫ t

Tζ

Υ2
1(L, τ)dτ ≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě

1
2
T

∫ t

0

[
Υ2

1(0, ς) + Ξ(Υ)(ς)
]
dς,(4.18)

∫ Tζ

0

Υ2
2(L, τ)dτ ≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě

1
2
T

∫ t

0

[
Υ2

2(0, ς) + Ξ(Υ)(ς)
]
dς.(4.19)

Proof. From the formulas (4.13) and (4.15), a simple computation yields

SAS−1Υt + Υ′ = Θ,(4.20)

where

Θ =
(
SAS−1St + S′)S−1Υ + SΨ(ϕ).(4.21)

Thus we have from (4.20) that for (x, t) ∈ QT ,

κ
1
2 η

1
2 (ϕ)Υ1t + Υ′

1 = Θ · e1, −κ
1
2 η

1
2 (ϕ)Υ2t + Υ′

2 = Θ · e2,(4.22)

where e1 = (1, 0) and e2 = (0, 1).
Let (x, t) ∈ QT be given. Using (4.22), we integrate Υ2

1 along the forward char-
acteristic (s, τ1(s)) from 0 to x to obtain

Υ2
1(x, t) = Υ2

1(0, τ1(0;x, t)) + 2

∫ x

0

Υ1
d

ds
Υ1 ds

= Υ2
1(0, τ1(0;x, t)) + 2

∫ x

0

(Υ1Θ · e1)(s, τ1(s)) ds.(4.23)
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On the other hand, from (4.21) and (4.14) we can derive that for (x, t) ∈ QT ,

|Θ| ≤ C(ξ−, ξ+)
[
|Ψ0(ϕ)| + |∇ϕ|∞|Ψ1(ϕ)| + |∇ϕ|3∞ + |∇ϕ|2∞ + |∇ϕ|∞|Υ|

]
.

By combining the above estimate with (4.23), we obtain

Υ2
1(x, t) ≤ Υ2

1(0, τ1(0;x, t)) + C(ξ−, ξ+)

∫ x

0

f(s, τ1(s;x, t))ds,(4.24)

where

f(x, t) = |Υ1(x, t)| · |Ψ0(ϕ)(x, t)| + |Ψ1(ϕ)(x, t)| · |∇ϕ(·, t)|∞|Υ1(x, t)|
+

[
|∇ϕ(·, t)|2∞ + |∇ϕ(·, t)|∞

]
|Υ(x, t)|2 + |∇ϕ(·, t)|3∞ + |∇ϕ(·, t)|4∞.

We now integrate both sides of (4.24) from Tξ−,ξ+ to t with respect to the time
(denoted ν) and arrive at

∫ t

Tξ−,ξ+

Υ2
1(x, ν) dν ≤

∫ t

Tξ−,ξ+

Υ2
1(0, τ1(0;x, ν)) dν

+ C(ξ−, ξ+)

∫ x

0

∫ t

Tξ−,ξ+

f(s, τ1(s;x, ν))dνds.(4.25)

Now we estimate the two terms on the right-hand side of (4.25) by a change of
the integration variable. By the choice of the constant Tξ−,ξ+ , it is easy to see that

0 ≤ τ1(s;x, t) ≤ t, s ∈ [0, x], x ∈ [0, L], t ∈ [Tξ−,ξ+ , T ].(4.26)

For each fixed s ∈ [0, x], we make a change of the integration variable by

ς = τ1(s;x, t)

and use the inequalities (4.12) and (4.26) to obtain

∫ t

Tξ−,ξ+

f(s, τ1(s;x, ν))dν =

∫ τ1(s;x,t)

τ1(s;x,Tξ−,ξ+
)

f(s, ς)

τ1t(s;x, τ
−1
1 (ς))

dς ≤ ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

f(s, ν)dν.

Similarly, we have∫ t

Tξ−,ξ+

Υ2
1(0, τ1(0;x, ν)) dν ≤ ec(ξ−,ξ+)Ě

1
2
T

∫ t

0

Υ2
1(0, ν)dν.

We now substitute the last two inequalities into (4.25) and then integrate both
sides from 0 to L with respect to the variable x to obtain∫ t

Tξ−,ξ+

‖Υ1(·, ν)‖2dν ≤ ε

∫ t

0

‖Υ1(·, ν)‖2dν

+ C(ξ−, ξ+, ε)e
c(ξ−,ξ+)Ě

1
2
T

∫ t

0

[
Υ2

1(0, ς) + Ξ(Υ)(ς)
]
dς,(4.27)

where we have used the inequality |Υ1||Ψ0(ϕ)| ≤ ε|Υ1|2 + |Ψ0(ϕ)|2/4ε for ε small.
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Clearly, in order to obtain an estimate for
∫ t

0
‖Υ1(·, ν)‖2dν, we have to estimate∫ Tξ−,ξ+

0 ‖Υ1(·, ν)‖2dν. To this end, we repeat the above process by using the forward
characteristic (s, τ1(s)) again but this time on the segment x ≤ s ≤ L. We integrate
Υ2

1(s, τ1(s)) from x to L and then we have

Υ2
1(x, t) ≤ Υ2

1(L, τ1(L;x, t)) + C(ξ−, ξ+)

∫ L

0

f(s, τ1(s;x, t))ds.(4.28)

From the choice of the Tξ−,ξ+ it is easy to see that

t ≤ τ1(s;x, t) ≤ τ1(L;x, t) ≤ Tξ−,ξ+ + t, s ∈ [x, L], t ∈ [0, T ].

We integrate both sides of (4.28) from 0 to Tξ−,ξ+ with respect to t. Noting that∫ Tξ−,ξ+

0

Υ2
1(L, τ1(L;x, t))dt =

∫ τ1(L;x,Tξ−,ξ+
)

τ1(L;x,0)

Υ2
1(L, ς)τ

−1
1t dς

≤ ec(ξ−,ξ+)Ě
1
2
T

∫ 2Tξ−,ξ+

0

Υ2
1(L, t)dt,

a computation similar to that for the inequality (4.27) yields∫ Tξ−,ξ+

0

‖Υ1(·, t)‖2dt ≤ ε

∫ 2Tξ−,ξ+

0

‖Υ1(·, t)‖2dt

+ C(ξ−, ξ+, ε)e
c(ξ−,ξ+)Ě

1
2
T

∫ 2Tξ−,ξ+

0

[Υ2
1(L, ς) + Ξ(Υ)(ς)]dς.

It follows from the above inequality and (4.27) that for 2Tξ−,ξ+ ≤ t ≤ T ,∫ t

0

‖Υ1(·, ν)‖2dt ≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

[
Υ2

1(0, ς) + Υ2
1(L, ς) + Ξ(Υ)(ς)

]
dς.

Now, we do the same thing along the backward characteristic (s, τ2(s)) and then
we obtain an inequality which is the same as the last one if Υ1 is changed into Υ2.
Therefore, addition of these two inequalities actually yields (4.16).

Next, we prove the inequalities (4.18) and (4.19). We go back to the inequality
(4.24) and set x = L in (4.24). Then we integrate both sides of (4.24) with respect
to time from Tξ−,ξ+ to t to give the inequality (4.18). As to the inequality (4.19), we
do the same thing on the backward characteristic (s, τ2(s)) (0 ≤ s ≤ L). Noting the
inequality

0 ≤ τ2(0;L, 0) ≤ τ2(0;L, Tξ−,ξ+) ≤ 2Tξ−,ξ+ ≤ t,

we obtain the inequality (4.19).
Lemma 4.4. Assume that ξ− ≤ ϕ ≤ ξ+ holds on QT . If T > 2Tξ−,ξ+ , then there

exist numbers C(ξ−, ξ+) > 0 and c(ξ−, ξ+) > 0, which depend only on ξ−, ξ+, such
that for 2Tξ−,ξ+ ≤ t ≤ T ,∫ t

0

E(τ)dτ ≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

(
‖u‖2

H2(0,t) + ‖y‖2
H2(0,t)

)

+ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

[
h(Λϕ, τ) + E2(τ) + E 3

2 (τ)
]

dτ,(4.29)

where Λϕ and h(Λϕ, τ) are given by the formulas (4.7) and (3.5), respectively.
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Proof. Let (ϕ,ψ) be a solution of the problem (1.11)–(1.12). Take ω = [
ϕ
ψ′ ]. The

formula (4.6) yields

A(ϕ)ωt + ω′ = Ψ(ϕ),

where

Ψ(ϕ) =

[
Λϕ− κb2[u2(t) + y2(t)]q

′
1

0

]
.(4.30)

Set Υ = Sω. Then the estimate (4.14) is trivially true for Ψ(ϕ) with Ψ1(ϕ) = 0.
From the boundary condition ϕ(L, t) = 0 in (1.11) and the formula for S in (4.5),

we have

Υ1(L, t) + Υ2(L, t) = ϕ(L, t) = 0, t ≥ 0.(4.31)

Applying the inequalities (4.18) and (4.19) to Υ = (Υ1,Υ2) and using (4.31) gives∫ t

0

|Υ(L, ν)|2dν = 2

∫ Tξ−,ξ+

0

Υ2
2(L, ν)dν + 2

∫ t

Tξ−,ξ+

Υ2
1(L, ν)dν

≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

[|Υ|2(0, ν) + Ξ(Υ)(ν)]dν.

Combining the above inequality and (4.16), we get for 2Tξ−,ξ+ ≤ t ≤ T ,∫ t

0

‖Υ(·, ν)‖2dν ≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

[
|Υ(0, ν)|2 + Ξ(Υ)(ν)

]
dν.(4.32)

On the other hand, from (3.13), (4.17), and (4.30), we obtain

Ξ(Υ)(t) ≤ C(ξ−, ξ+)
[
u2

2(t) + y2
2(t) + ‖Λϕ(·, t)‖2 + E2(t) + E 3

2 (t)
]

(4.33)

for all t ∈ [0, T ]. In addition, it is easy to check that

C1(ξ−, ξ+)[ϕ2(x, t) + ψ′2(x, t)] ≤ |Υ(x, t)|2 ≤ C2(ξ−, ξ+)[ϕ2(x, t) + ψ′2(x, t)]

for all (x, t) ∈ QT . Using the inequalities (4.33), (4.32) and the boundary values in
(3.15), where v = ϕ, w = ψ, we then obtain

(4.34)∫ t

0

[
‖ϕ(·, ν)‖2 + ‖ψ′(·, ν)‖2

]
dν

≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

[
|u(ν)|2 + |y(ν)|2 + ‖Λϕ(·, ν)‖2 + E2(ν) + E 3

2 (ν)
]
dν.

Next, we take ω = [ ϕ′

ψ′′ ]. We differentiate (4.6) with respect to x, obtaining

A(ϕ)ωt + ω′ = Ψ(ϕ),

where, this time,

Ψ(ϕ) = Ψ0(ϕ) − [A(ϕ)]′ϑt,

Ψ0(ϕ) =

[
(Λϕ)′ − κb2 [u2(t) + y2(t)] q

′′
1

0

]
.
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In order to apply Lemma 4.3 to Υ = S(ϕ′, ψ′′) this time, we have to find Ψ1(ϕ)
such that the estimate (4.14) is true, where Ψ(ϕ) is as above. In fact, using the
identity (4.8) and |Λϕ| ≤ C(ξ−, ξ+)|∇ϕ|∞, we obtain (suppressing the variable t)

|Ψ(ϕ)| ≤ C(ξ−, ξ+) [|Ψ0(ϕ)| + |∇ϕ|∞(|ϕt| + |ψ′
t|)]

≤ C(ξ−, ξ+)
[
|Ψ0(ϕ)| + |∇ϕ|∞|Ψ1(ϕ)| + |∇ϕ|2∞

]
,

where Ψ1(ϕ) = [u2(t) + y2(t)]q
′
1. Then a computation similar to that for (4.34) but

this time with Υ = S(ϕ′, ψ′′) yields

∫ t

0

[
‖ϕ′(·, ν)‖2 + ‖ψ′′(·, ν)‖2

]
dν

≤ C(ξ−, ξ+)ec(ξ−,ξ+)Ě
1
2
T

∫ t

0

[
‖(Λϕ)′(·, ν)‖2 + |u|21(ν) + |y|21(ν) + Ě2(ν) + Ě 3

2 (ν)
]
dν.

Similarly, when we apply Lemma 4.3 to Υ = S[ ϕ′′

ψ′′′ ], Υ = S[
ϕt

ψ′
t
], and Υ = [

ϕtt

ψ′
tt

],

respectively, we get the corresponding estimates for
∫ t

0
(‖ϕ′′‖2 +‖ϕ′

t‖2)dν,
∫ t

0
(‖ϕt‖2 +

‖ψ′
t‖2)dν, and

∫ t

0
(‖ϕtt‖2 +‖ψ′

tt‖2)dν, respectively. After we add all those inequalities
together, we obtain (4.29). We omit the details here.

Remark 4.3. To prove Theorem 4.1, our next step is to absorb the lower order
term

∫ t

0
h(Λϕ, τ)dτ in the inequality (4.29). Since the operator Λ: L2(QT ) → L2(QT )

(given by (4.7)) is compact,
∫ t

0
h(Λϕ, τ)dτ is a lower order term with respect to the

energy level
∫ t

0
Edτ . This is shown by a compactness/uniqueness argument in the

following lemma.
Lemma 4.5. Let ξ− ≤ ϕ ≤ ξ+ hold on Q3Tξ−,ξ+

and let ς > 0 be given. Let

Tξ−,ξ+ and Ě be defined by (4.1) and (4.2), respectively. Suppose that (ϕ0, ψ0) and
u ∈ [H2(0, 3Tξ−,ξ+)]2 are such that the solution of the system (1.11)–(1.12) satisfies

Ě3Tξ−,ξ+
≤ ς.

Then there exists C(ξ−, ξ+, ς) > 0, which may depend on ξ−, ξ+, and ς but is inde-
pendent of the initial data (ϕ0, ψ0), such that

∫ 3Tξ−,ξ+

0

h(Λϕ, ν)dν ≤ C(ξ−, ξ+, ς)
(
‖u‖2

H2(0,3Tξ−,ξ+
) + ‖y‖2

H2(0,3Tξ−,ξ+
)

)

+ C(ξ−, ξ+, ς)

∫ 3Tξ−,ξ+

0

[E2(ν) + E 3
2 (ν)]dν,

where h(Λϕ, ν) is given by the formula (3.5).
Proof. By contradiction, assume that the conclusion of the lemma does not hold.

Then, there exist initial data (ϕ0,n, ψ0,n), an input un, and the corresponding solutions
(ϕn, ψn) of (1.11)–(1.12) over (0, 3Tξ−,ξ+) such that, denoting τ = 3Tξ−,ξ+ ,

ξ− ≤ ϕn ≤ ξ+, Ěn,τ ≤ ς,

1

n

∫ τ

0

h(Λϕn, ν)dν ≥ ‖un‖2
H2(0,τ) + ‖yn‖2

H2(0,τ) +

∫ τ

0

[
E2
n(ν) + E

3
2
n (ν)

]
dν.(4.35)
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Since h(Λϕn, ν) ≤ C(ξ−, ξ+)Ěn,τ ,

‖un‖2
H2(0,τ) + ‖yn‖2

H2(0,τ) +

∫ τ

0

[
E2
n(ν) + E

3
2
n (ν)

]
dν → 0,

which further implies

‖(ϕn, ψn)‖2
H2(Qτ ) +

∫ τ

0

[ϕ′
n

2
(0, ν) + ‖ψ′

tt(·, ν)‖2]dν =

∫ τ

0

En(ν)dν → 0,(4.36)

sup
(x,t)∈Qτ

|ϕn(x, t)| → 0.(4.37)

Set

c2n =

∫ τ

0

h(Λϕn, ν)dν, ρn =
ϕn

cn
, �n =

ψn

cn
, μn =

un

cn
, νn =

yn
cn

,

E(ρn, �n)(t) = ρ′2n(0, t) + ‖�′ntt(·, t)‖2 +
∑
|α|≤2

[
‖∂αρn(·, t)‖2 + ‖∂α�n(·, t)‖2

]
.

Then

‖Λρn‖2
H2(Qτ ) +

∫ τ

0

(Λρ′n)2(0, t)dt =

∫ τ

0

h(Λρn, t)dt = 1,(4.38)

and by (4.35)

‖μn‖2
H2(0,τ) + ‖νn‖2

H2(0,τ) +
1

c2n

∫ τ

0

[
E2
n(t) + E

3
2
n (t)

]
dt → 0.(4.39)

We divide both sides of (4.29) by c2n and use the relation (4.39) to see that the
expressions below form a bounded sequence (indexed by n):

‖(ρn, �n)‖2
H2(Qτ ) +

∫ τ

0

[
ρ′2n(0, t) + ‖�′ntt(·, t)‖2

]
dt =

∫ τ

0

E(ρn, �n)(t)dt.

Since the operator Λ is compact, there are ρ ∈ H2(Qτ ) and � ∈ H1,2(Qτ )∩H2(Qτ )
such that (by taking a subsequence)

ρn → ρ weakly in H2(Qτ ),(4.40)

Λρn → Λρ strongly in H2(Qτ ),(4.41)

�n → � weakly in H1,2(Qτ ).(4.42)

Moreover, it is easy to check that (ρn, �n) and ϕn satisfy for (x, t) ∈ Qτ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρnt = N (ϕn)�′′n,

�nt = κ�′′nt − ρ′′n,

ρn(L, t) = �n(L, t) = �′′n(L, t) = 0,

ρn(0, t) = b1[μn1(t) + ν1n(t)],

�′n(0, t) = b−1
1 [ν1n(t) − μ1n(t)],

ρ′n(0, t) − κ�′nt(0, t) = b2[μ2n(t) + ν2n(t)],

�n(0, t) = b−1
2 [μn2(t) − ν2n(t)].

(4.43)
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Therefore, the relations (4.36), (4.37), (4.39), and (4.40)–(4.43) imply that

(ρ, �) ∈ H2(Qτ ) × [H1,2(Qτ ) ∩H2(Qτ )]

solves the following linear boundary-value problem for (x, t) ∈ Qτ :⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ρt = N (0)�′′,

�t = κ�′′t − ρ′′,

ρ(L, t) = �(L, t) = �′′(L, t) = 0,

ρ(0, t) = �(0, t) = 0,

ρ′(0, t) = �′(0, t) = 0.

(4.44)

However, since τ > 2Tξ−,ξ+ it is easy to check that the linear problem (4.44) has only
the zero solution, i.e., (ρ, �) = 0 on Qτ . This is a contradiction, since (4.38) and
(4.41) imply

∫ τ

0
h(Λρ, t)dt = 1.

Remark 4.4. To guarantee that the problem (4.44) has only the zero solution, it
is enough to assume that (4.44) holds on QT0 , where T0 > 2Tξ−,ξ+ .

Proof of Theorem 4.1. It suffices to prove the inequality (4.3) for s = 0. We use
a trick from Feng and Feng [5]. From Lemma 4.4 we see that (4.3) is true for s = 0
if we can find C(ξ−, ξ+, ς) > 0 such that for 3Tξ−,ξ+ ≤ t ≤ T

∫ t

0

h(Λϕ, ν)dν ≤ C(ξ−, ξ+, ς)

[
‖u‖2

H2(0,t) + ‖y‖2
H2(0,t) +

∫ t

0

[
E2(ν) + E 3

2 (ν)
]
dν

]
.

(4.45)

In fact, for any h > 0, from Lemma 4.5 we have, denoting again τ = 3Tξ−,ξ+ ,∫ τ+h

h

h(Λϕ, t)dt =

∫ τ

0

h(Λϕh, t)dt

≤ C(ξ−, ξ+, ς)

[
‖uh‖2

H2(0,τ) + ‖yh‖2
H2(0,τ) +

∫ τ

0

[
E2
h(t) + E

3
2

h (t)
]
dt

]

= C(ξ−, ξ+, ς)
[
‖u‖2

H2(h,τ+h) + ‖y‖2
H2(h,τ+h)

]

+ C(ξ−, ξ+, ς)

∫ τ+h

h

[
E2(t) + E 3

2 (t)
]
dt,(4.46)

where ϕh(t) = ϕ(t+h), uh(t) = u(t+h), yh(t) = y(t+h), and Eh is defined by (1.18)
with (ϕh, ψh) in place of (ϕ,ψ). Denote the right-hand side of (4.46) by I(h, τ + h).
Then for mτ ≤ t ≤ (m + 1)τ with m ≥ 2 an integer, we obtain∫ t

0

h(Λϕ, ν)dν ≤
∫ τ

0

h(Λϕ, ν)dν + · · · +
∫ mτ

(m−1)τ

h(Λϕ, ν)dν +

∫ t

t−τ

h(Λϕ, ν)dν

≤ I(0, τ) + · · · + I((m− 1)τ, mτ) + I(t− τ, t) ≤ 2I(0, t),

which is just the inequality (4.45).
From the definitions (1.18) and (3.9), it is easy to check that if the solution (ϕ,ψ)

of the system (1.11)–(1.12) satisfies ξ− ≤ ϕ ≤ ξ+, then there are C1(ξ−, ξ+) > 0 and
C(ξ−, ξ+) > 0 such that

C1(ξ−, ξ+)E(t) ≤ Π(t) ≤ C(ξ−, ξ+)E(t), 0 ≤ t ≤ T.(4.47)

For convenience, we rewrite Theorem 4.1 as follows.
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Theorem 4.1*. Suppose that σ− < ξ− < 0 < ξ+ < σ+, ς > 0, and T > 3Tξ−,ξ+ .
Then there exists a number C(ξ−, ξ+, ς) > 0, which depends on ξ−, ξ+ and ς, such
that if the solution (ϕ,ψ) of the system (1.11)–(1.12) satisfies the assumptions

ξ− ≤ ϕ ≤ ξ+, sup
0≤t≤T

Π(t) ≤ ς,

then for 0 ≤ s ≤ t ≤ T with t− s ≥ 3Tξ−,ξ+ ,

∫ t

s

Π(ν)dν ≤ C(ξ−, ξ+, ς)

[
‖u‖2

H2(s,t) + ‖y‖2
H2(s,t) +

∫ t

s

[
Π2(ν) + Π

3
2 (ν)

]
dν

]
.

5. Global smooth solutions. In this section we establish the existence of the
global smooth solutions and the exponential decay of the Sobolev norm for small
initial data.

Let u(t) = (u1, u2) ∈ H2(0,∞) ×H2(0,∞). Suppose that (ϕ0, ψ0) ∈ H2(0, L) ×
H3(0, L) satisfies the boundary conditions (1.15) and the compatibility conditions
(1.16). We assume that (ϕ,ψ) solves the problem (1.11)–(1.12) on QT = (0, L)×(0, T )
for some T > 0 such that the regularity (1.17) holds.

Throughout this section we fix ξ such that

σ− < − ξ < 0 < ξ < σ+.

We introduce some constants that we need later: Let C(−ξ, ξ) > 0 be given by
Theorem 3.1*, (4.47), and (3.29) for ξ− = −ξ and ξ+ = ξ. Set

ς = min

{
1,

1

C(−ξ, ξ)
,

ξ2

2LC(−ξ, ξ)

}
.

Let C(−ξ, ξ, ς) be given by Theorem 4.1* for ξ− = ξ, ξ+ = ξ, and the above ς. We
then fix γ > 0 small such that

�(γ) = C−1(−ξ, ξ, ς) − 2[2γ + γ
1
2 ] > 0,(5.1)

c(γ) = � − 2C(−ξ, ξ)[2γ + γ
1
2 ] > 0,(5.2)

T0(γ) =
1

2C(−ξ, ξ)γ
1
2

> 3T−ξ,ξ,(5.3)

where T−ξ,ξ is given by (4.11) for ξ− = ξ and ξ+ = ξ.
Proof of Theorem 1.2. We fix

0 < γ < ς/4(5.4)

such that the inequalities (5.1)–(5.3) hold.
We assume that the initial data (ϕ0, ψ0) and the input u are such that

E(0) + ‖u‖2
H2(0,∞) < min

{
ξ2

2L
,

γ

C(−ξ, ξ) + 1

}
,(5.5)

where E(t) is given by (1.18).
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Step I. We prove that, under the small initial condition (5.5), the problem (1.11)–
(1.12) has global solutions. The condition (5.5) yields

sup
x∈[0,L]

|ϕ0(x)| ≤ L
1
2 E 1

2 (0) <
ξ√
2
,(5.6)

which, by Theorem 1.1, implies that the short-time solution (ϕ,ψ) of the problem
(1.11)–(1.12) exists. For 0 ≤ s ≤ t, set

h(s, t) = Π(t) + ‖y‖2
H2(s,t),

g(s, t) = Π(s) + C(−ξ, ξ)‖u‖2
H2(s,t).(5.7)

By (4.47), (5.5), and (5.4), we have

g(0,∞) ≤ C(−ξ, ξ)[E(0) + ‖u‖2
H2(0,∞)] ≤ γ < ς/4.(5.8)

In particular, Π(0) ≤ ς/4. This inequality together with (5.6) implies that the local
solution must satisfy

−ξ ≤ ϕ ≤ ξ, x ∈ [0, L], Π(t) ≤ ς,(5.9)

for t in some interval [0, δ].
Let δ0 be the largest number such that the estimates in (5.9) hold for t ∈ [0, δ0).

We shall prove that δ0 = ∞ by contradiction. Then the problem (1.11)–(1.12) has
global solutions under the small initial data condition (5.5).

Let δ0 < ∞. Then (3.36) implies that for t ∈ [0, min{δ0, T0(γ)}]

h(0, t)≤ g(0, t) + C(−ξ, ξ)

∫ t

0

Π
3
2 (Π

1
2 + 1)dt

≤ g (0, min{δ0, T0(γ)}) + 2C(−ξ, ξ)

∫ t

0

h
3
2 (0, t)dt,(5.10)

since g(0, ·) is increasing. By (5.8), we have

min{δ0, T0(γ)} ≤ T0(γ) ≤ 1

2C(−ξ, ξ)g
1
2 (0, min{δ0, T0(γ)})

.(5.11)

We obtain from (5.8), (5.10), and (5.11) that

Π(t) + ‖y‖2
H2(0,t)≤ g (0, min{δ0, T0(γ)}) /[1 − tC(−ξ, ξ)g

1
2 (0, min{δ0, T0(γ)})]2

≤ 4g (0, min{δ0, T0(γ)}) ≤ 4γ < ς(5.12)

for 0 ≤ t ≤ min{δ0, T0(γ)}.
We assume that T0(γ) ≥ δ0. Then the inequality (5.12) shows that Π(t) ≤ 4γ < ς

holds for 0 ≤ t ≤ δ0, which gives, via (3.29),

sup
0≤x≤L

|ϕ(x, t)| ≤ L
1
2 h

1
2 (ϕ, t) ≤ [LC(−ξ, ξ)Π(t)]

1
2

≤ 2[LC(−ξ, ξ)]
1
2 γ

1
2 ≤ ξ√

2
, 0 ≤ t ≤ δ0.
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Then the conditions (5.9) are true for t ∈ [0, δ1) with δ1 > δ0. This is a contradiction.
Thus, we obtain that T0(γ) < δ0.

Now the inequality (5.12) implies

Π(t) ≤ 4γ, 0 ≤ t ≤ T0(γ).(5.13)

We apply Theorem 4.1* to give for T0(γ) ≥ t ≥ 3T−ξ,ξ

�

∫ t

0

Π(t)dt ≤ ‖u‖2
H2(0,t) + ‖y‖2

H2(0,t).(5.14)

We then add the inequalities (3.36) with ξ− = −ξ, ξ+ = ξ, and (5.14) to deduce from
(5.13) that, for 3T−ξ,ξ ≤ t ≤ T0(γ),

Π(t) + �

∫ t

0

Π(τ)dτ + ‖y‖2
H2(0,t)

≤ Π(0) + [C(−ξ, ξ) + 1]‖u‖2
H2(0,t) + ‖y‖2

H2(0,t)

+ 2C(−ξ, ξ)[2γ + γ
1
2 ]

∫ t

0

Π(τ)dτ,(5.15)

that is,

Π(t) + c(γ)

∫ t

0

Π(τ)dτ ≤ Π(0) + [C(−ξ, ξ) + 1] ‖u‖2
H2(0,t),(5.16)

for 3T−ξ,ξ ≤ t ≤ T0(γ). From (5.7), (5.16), (4.47), and (5.5) we have

g (T0(γ), ∞) ≤ Π(0) + [C(−ξ, ξ) + 1] ‖u‖2
H2(0,T0(γ)) + C(−ξ, ξ)‖u‖2

H2(T0(γ),∞)

≤ Π(0) + [C(−ξ, ξ) + 1] ‖u‖2
H2(0,∞)

≤ C(−ξ, ξ)E(0) + [C(−ξ, ξ) + 1] ‖u‖2
H2(0,∞) ≤ γ.

Next, we restart the above procedure from g (T0(γ),∞) < γ and using T0(γ) ≤
t ≤ 2T0(γ) instead of 0 ≤ t ≤ T0(γ) and we arrive at

2T0(γ) < δ0.

If we continue, by induction we obtain that for any k ∈ N,

kT0(γ) < δ0.

This is also a contradiction.
Step II. By Step I, under the condition (5.5), the estimates (5.9) hold for all

t ∈ [0,∞). In the interval [0,∞) we apply Theorems 3.1* and 4.1* and, by the
extension from [iT0(γ), (i + 1)T0(γ)] to [(i + 1)T0(γ), (i + 2)T0(γ)] for i ≥ 0, obtain
that the inequality (5.12) holds for all t ∈ [0,∞). Then, an argument similar to that
for (5.16) yields that for t ∈ [3T−ξ,ξ,∞),

Π(t) + c(γ)

∫ t

0

Π(τ)dτ ≤ Π(0) + [C(−ξ, ξ) + 1] ‖u‖2
H2(0,t).

By (4.47), the proof is complete.
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Proof of Theorem 1.3. Let the input u satisfy

u(t) = 0 ∀ t ≥ T0.

We repeat the argument in the proof of Theorem 1.2 for s ≥ t ≥ T0 to obtain that
for s ≥ t ≥ T0,

Π(s) + c(γ)

∫ s

t

Π(τ)dτ ≤ Π(t) + [C(−ξ, ξ) + 1] ‖u‖2
H2(t,∞) = Π(t),

which yields

Π(t) ≤ Π(T0)e
−c(γ)(t−T0) ∀ t ≥ T0.

The decay rate estimate (1.24) is true because of the inequality (4.47).
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Abstract. The topological asymptotic expansion gives the variation of a cost function when a
small hole is created in a domain. This approach leads to very powerful algorithms in topological
optimization. Unfortunately, these asymptotic expansions are obtained with the use of complicated
mathematical tools. The goal of this paper is to provide a straightforward way to derive a topological
asymptotic expansion using a classical gradient. We will illustrate this general approach by some
numerical experiments for the elasticity and the Stokes problems.

Key words. topological gradient, classical gradient, shape optimization, topological optimiza-
tion, differential calculus
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1. Introduction. The topological sensitivity analysis consists of studying the
variation of a cost function with respect to a modification of the topology of a domain,
such as the inclusion of holes or insertion of obstacles. It also provides an asymptotic
expansion of a cost function with respect to a finite perturbation of the physical
properties in a small region of the domain.

In order to present the basic idea, let us consider a domain Ω of R
d, d = 1, 2, 3,

and a cost function j(Ω) = J(Ω, uΩ) which is to be minimized. We denote by uΩ

the solution to a given PDE (partial differential equation) problem for d = 2, 3, or
to a differential equation for d = 1, defined in Ω. For ε > 0, let Ωε = Ω\(x0 + εω)
be the domain obtained by removing a small part (x0 + εω) from Ω, where x0 ∈ Ω
and ω ⊂ R

d is a fixed bounded domain containing the origin. Then, an asymptotic
expansion of the function j is obtained in the following form:

j(Ωε) = j(Ω) + ρ(ε)g(x0) + o(ρ(ε)),

where ρ(ε) is a scalar positive function going to zero with ε. This expression is called
the topological asymptotic expansion and g the topological gradient. The function
g is very easy to compute. In order to minimize the cost function, the best location
to insert a small hole in Ω is where g is negative. In fact if g(x0) < 0, we have
j(Ωε) < j(Ω) for small ε. The function g can be used as a descent direction of the
domain optimization process.

The optimality condition g(x0) ≥ 0 in the domain coincides with the one obtained
by Buttazzo and Dal Maso [12] for the Laplace equation using the homogenization the-
ory. The notion of topological asymptotic expansion allows us to build fast numerical
algorithms that can solve a large class of problems in applications.

In structural mechanics the total energy variation with respect to the creation of
a small hole is well known [25]. Schumacher [35] introduced the bubble method that

∗Received by the editors May 17, 2005; accepted for publication (in revised form) July 3, 2006;
published electronically January 8, 2007.

http://www.siam.org/journals/sicon/45-6/63172.html
†Campus Universitaire, ENIT-LAMSIN and FSM, Le Belvédaire B.P. 37, 1002 Tunis, Tunisia
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Γ

Ωε

∂ωε

ωε

Fig. 1. The perturbed domain Ωε.

uses this energy variation for topological optimization. Then Soko�lowski [36] extended
this idea to more general cost functions using the adjoint approach but still with a
Neumann boundary condition. A topological sensitivity framework allowing us to
consider a Dirichlet condition on the boundary of the hole has been introduced in [29].
The key ideas in this work are to use a generalized Lagrangian method and a domain
truncation technique to obtain a fixed functional space. The fundamental property
of an adjoint method [13, 29] is to provide the variation of a function with respect to
a parameter using a solution uΩ and an adjoint state vΩ which do not depend on the
chosen parameters. From the numerical point of view, only two problems have to be
solved to obtain g(x) for all x ∈ Ω. This observation leads to very efficient numerical
algorithms. The work in [29] has been generalized to the elasticity equations in the
case of arbitrarily shaped holes and a Neumann boundary condition [20].

Recently, similar results have been obtained using a Dirichlet boundary condition
and noncircular holes in the Poisson equation [23], Stokes equations [24], quasi-Stokes
equations [26], Helmholtz equations [8, 33], and Navier–Stokes equations [7]. One
can remark that in all these papers the topological gradient has the same expression.
Such a result can be interpreted by the fact that all these operators have the same
principal part. It is proved that when J is an integral over the boundary, we have
g(x) = uΩ(x).vΩ(x). Others terms may appear if J involves ∇uΩ at x.

The goal of this paper is to provide an easy way to obtain this type of topolog-
ical sensitivity in the case of Dirichlet boundary conditions. We will show that it is
possible, under weak assumptions, to derive topological asymptotic expansion using
differential calculus. Also, when these hypotheses do not hold, the classical gradi-
ent [22, 28, 32, 34] provides a “topological descent direction.” More precisely, let us
consider the following elliptic problem:

−div(α∇u) + c u = F in Ω,

where α and c are two functions defined in Ω.

Let ωε be a small domain included in Ω (see Figure 1). We suppose that ωε has
the form ωε = x0 + εω, where x0 ∈ Ω, ε > 0, and where ω is a given fixed open and
bounded domain of R

d, containing the origin, whose boundary ∂ω is connected and
of class C1. Our aim is to derive topological sensitivity information from the classical
gradient with respect to α or c. If α goes to zero in ωε, for a given ε, the corresponding
solution uα tends to the solution uε of the following problem:

−div(α∇uε) + c uε = F in Ωε,

with a Neumann boundary condition ∂nuε = 0 on ∂ωε.
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If c goes to infinity in ωε, for a given ε, the corresponding solution uc tends to
the solution uε of the following problem:

−div(α∇uε) + c uε = F in Ωε,

with a Dirichlet boundary condition uε = 0 on ∂ωε. This reminds us of the well-known
penalization technique used in the finite element method for the implementation of a
Dirichlet condition.

We will show in subsection 2.1 that the gradient with respect to c is equal to the
topological gradient in the case of a Dirichlet condition. To this end, we will consider
a topological perturbation δcε of the form

δcε(x) =

{
κ if x ∈ ωε,
0 if x ∈ Ω\ωε,

where κ is a constant and ε > 0 is small enough.
This perturbation is small in Lp(Ω) for 1 ≤ p < +∞, and the variation f(c +

δcε) − f(c) of a given differentiable functional f defined on Lp(Ω) can be estimated
by a classical gradient. But this result is not valid for the gradient with respect to
α. We will give some counterexamples in subsections 2.2 and 2.3, where the classical
gradient is not equal to the topological gradient but still provides a “topological
descent direction.” Some numerical results are given for the elasticity problem in
section 3 and for the Stokes problem in section 4.

2. From classical gradient to topological sensitivity. Let 1 ≤ p < +∞.
We denote by f a differentiable functional on Lp(Ω),

f : Lp(Ω) → R,
c 	→ f(c),

(2.1)

and we denote by g the Riesz representation of its differential f ′(c).
Then for all δc ∈ Lp(Ω), we have

f ′(c)δc =

∫
Ω

g(x) δc(x)dx.

Now, we wish to study the variation of the functional f with respect to a finite
topological perturbation δcε of c.

We make the following assumptions.
Hypothesis 2.1.

• The function f is differentiable, and there exists a constant γ1 > 0 such that

∀c ∈ Lp(Ω),
∣∣∣f(c + δc) − f(c) − f ′(c)δc

∣∣∣ ≤ γ1 ‖δc‖2
Lp(Ω) ∀δc ∈ Lp(Ω).(2.2)

• The function g is Lipschitz continuous, that is, there exists a constant γ2 > 0
such that

|g(x) − g(y)| ≤ γ2 ‖x− y‖ ∀x, y ∈ Ω.(2.3)

The following theorem gives the variation of f .
Theorem 2.2. If f is differentiable on Lp(Ω) with 1 ≤ p < 2 and if Hypothesis

2.1 holds, then we have

f(c + δcε) − f(c) = κρ(ε)g(x0) + o
(
ρ(ε)

)
,(2.4)
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where ρ(ε) = meas(ωε). The function g is called the topological gradient.
Proof. First, we have

|f(c + δcε) − f(c) − κρ(ε)g(x0)| ≤ |f(c + δcε) − f(c) − f ′(c)δcε|
+ |f ′(c)δcε − κρ(ε)g(x0)| .

(2.5)

Thanks to (2.2), we derive

|f(c + δcε) − f(c) − f ′(c)δcε| ≤ γ1 ‖δcε‖2
Lp(Ω) .

Using the fact that p < 2, we obtain

‖δcε‖2
Lp(Ω) = κ2(ρ(ε)1/p)2 = κ2ρ(ε)2/p = o

(
ρ(ε)

)
.

Therefore

|f(c + δcε) − f(c) − f ′(c)δcε| = o
(
ρ(ε)

)
.(2.6)

For the second part in (2.5), we have∣∣∣∣
∫

Ω

g(x) δcε(x)dx− κρ(ε)g(x0)

∣∣∣∣ =

∣∣∣∣
∫

Ω

(
g(x) − g(x0)

)
δcε(x)dx

∣∣∣∣ .
It follows from (2.3) that

∣∣∣∣
∫

Ω

g(x) δcε(x)dx− κρ(ε)g(x0)

∣∣∣∣ ≤ γ2

∫
Ω

‖x− x0‖ |δcε(x)| dx = γ2 |κ|
∫
ωε

‖x− x0‖ dx

≤ γ2 |κ| ερ(ε).

(2.7)

Finally, using (2.5), (2.6), and (2.7), we deduce the desired result.

2.1. The Dirichlet condition. Consider a Hilbert space V ⊂ H1(Ω)d. Let a
be a bilinear, symmetric, continuous, and coercive form on V, and let l be a linear
and continuous form on V; that is, there exist constants M > 0, γ > 0, and L > 0
such that

a(u , v) ≤ M ‖u‖ ‖v‖ ∀u, v ∈ V,
a(u , u) ≥ γ ‖u‖2 ∀u ∈ V,
l(v) ≤ L ‖v‖ ∀v ∈ V.

For all c ∈ Lp(Ω), we denote by ac the following bilinear form:

ac : V × V −→ R,

(u, v) 	−→ ac(u, v) = a(u, v) +

∫
Ω

c(x)u(x).v(x)dx.

We have the following lemma.
Lemma 2.3. The map

Lp(Ω) −→ L2(V),
c 	−→ ac

(2.8)

is continuous for p ≥ 1 if d = 1, for p > 1 if d = 2, and for p ≥ 3
2 if d = 3.
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Proof. Thanks to Theorem IX.16 from Brezis [11], we know that H1(Ω)d ⊂ Lq(Ω)d

for 1 ≤ q ≤ +∞ when d = 1, for 1 ≤ q < +∞ when d = 2, and for 1 ≤ q ≤ 6 when
d = 3.

It is well known that if u ∈ Lp1(Ω) and v ∈ Lp2(Ω), the product u.v ∈ Lp(Ω) with
1
p = 1

p1
+ 1

p2
. So, for all u and v in Lq(Ω)d, the product u.v belongs to Lq/2(Ω).

Since Ω is bounded, the map c 	→ ac is continuous for

1

p
+

2

q
≤ 1.(2.9)

Then, combining (2.9) and the conditions on q for which we have H1(Ω)d ⊂ Lq(Ω)d,
we deduce that the map is continuous for p ≥ 1 if d = 1, for p > 1 if d = 2, and for
p ≥ 3

2 if d = 3.
Next, we denote by uc ∈ V the unique solution of the following variational prob-

lem:

ac(uc, v) = l(v) ∀ v ∈ V,(2.10)

and we consider the cost function f defined by

f : Lp(Ω) −→ R,
c 	−→ f(c) = J(uc),

where J is a given functional defined on the boundary of Ω.
If J is differentiable, using the Lagrangian method, one can prove that the function

f is differentiable, and we have

f ′(c)δc =

∫
Ω

δc(x)uc(x).vc(x)dx ∀δc ∈ Lp(Ω),(2.11)

where uc is the solution to the direct problem (2.10) and vc ∈ V is the solution to the
associated adjoint problem

ac(w, vc) = −∂J

∂u
(uc)w ∀w ∈ V.(2.12)

From relation (2.11), we deduce the Riesz representation g of the differential f ′(c):

g = uc.vc.

The regularity of g depends on that of the bilinear form a, the linear mapping l, and
the functional J .

Let us now consider the following particular case:

c ≡ 0 and δc = δcε.

Denoting j(ε) = J(uδcε) and using Theorem 2.2, we deduce the following result.
Proposition 2.4. The cost function j has the following asymptotic expansion:

j(ε) − j(0) = κ ρ(ε)u0.v0 + o(ρ(ε)).(2.13)

When κ is large, the solution uδcε is close to zero in ωε. Using the penalization
technique, this corresponds to a good approximation of the solution in Ω\ωε with a
Dirichlet condition on the boundary of the hole ωε. The topological gradient g = u0.v0

is exactly what we obtain by a much more complicated approach (see [7, 8, 19, 20,
23, 24, 26]).
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2.2. Analytical examples. We consider here two one-dimensional examples for
which the solution can be calculated explicitly. In the first, we give an example in
which the classical gradient is equal to the topological gradient. In the second, we
consider the case when the classical gradient and the topological one are different.

2.2.1. First example. Consider the following one-dimensional elliptic state
equation: ⎧⎨

⎩
−u′′(x) + c(x)u(x) = 0 for x ∈]0, 1[,

u(0) = 0,
u′(1) = 1.

(2.14)

One can show that (2.14) have the following variational formulation:⎧⎨
⎩

find u ∈ V such that∫ 1

0

u′(x)w′(x)dx +

∫ 1

0

c(x)u(x)w(x)dx = w(1) ∀ w ∈ V,(2.15)

where V = {w ∈ H1(Ω) : w(0) = 0}.
If c is in L1([0, 1]), thanks to the Lax–Milgram theorem, problem (2.15) admits a

unique solution. We denote this solution by uc.
We now want to minimize the functional

f : L1([0, 1]) −→ R,
c 	−→ uc(1).

The associated Lagrangian is given by

L(c, u, w) = u(1) +

∫ 1

0

u′(x)w′(x)dx +

∫ 1

0

c(x)u(x)w(x)dx− w(1).

Using (2.15), we deduce

L(c, uc, w) = f(c) ∀w ∈ V.

Therefore,

f ′(c)δc =
∂L

∂c
(c, uc, w)δc +

∂L

∂u
(c, uc, w)

∂uc

∂c
δc ∀w ∈ V.

We denote by vc the solution to the adjoint problem

∂L

∂u
(c, uc, vc)w = 0 ∀w ∈ V.

Then, vc ∈ V is a solution to

w(1) +

∫ 1

0

w′(x)v′c(x)dx +

∫ 1

0

c(x)w(x)vc(x)dx = 0 ∀w ∈ V.(2.16)

From (2.15) and (2.16), one can observe that vc = −uc.
Thus, we derive

f ′(c)δc =
∂L

∂c
(c, uc, vc)δc = −

∫ 1

0

δc(x)u2
c(x)dx.
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Let δcε be the characteristic function of [x0, x0 + ε]:

δcε =

{
1 if x ∈ [x0, x0 + ε],
0 elsewhere.

Then, using Theorem 2.2, we derive

f(c + δcε) − f(c) = ε
(
− uc(x0)

2
)

+ o(ε).

Recall that j(ε) = J(uδcε) = f(δcε).
In the particular case when c ≡ 0, the function j has the following asymptotic

expansion:

j(ε) − j(0) = ε
(
− u0(x0)

2
)

+ o(ε).(2.17)

But, in this simple case, the solution of (2.14) can be calculated explicitly: we have
u0(x) = x, for all x ∈]0, 1[.

Equation (2.17) can thus be rewritten as

j(ε) − j(0) = ε(−x2
0) + o(ε).(2.18)

In the case when c = δcε, the solution uδcε is given by

uδcε(x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

2x

(x0 + 1)eε − (x0 − 1)e−ε
if x ∈ [0, x0],

(x0 + 1)ex−x0 + (x0 − 1)e−(x−x0)

(x0 + 1)eε − (x0 − 1)e−ε
if x ∈ [x0, x0 + ε],

x− (x0 + ε) +
(x0 + 1)eε + (x0 − 1)e−ε

(x0 + 1)eε − (x0 − 1)e−ε
if x ∈ [x0 + ε, 1].

Therefore,

j(ε) − j(0) = uδcε(1) − u0(1) = −(x0 + ε) +
(x0 + 1)eε + (x0 − 1)e−ε

(x0 + 1)eε − (x0 − 1)e−ε

= −x2
0ε + (−1 + x2

0)x0ε
2 + o(ε2).

We obtain the same result as in (2.18) which confirms that given by Theorem 2.2.

2.2.2. Second example. Let us consider the following problem:⎧⎪⎨
⎪⎩

(
c(x)u′(x)

)′
= 0 for x ∈]0, 1[,

u(0) = 0,
c(1)u′(1) = 1,

(2.19)

which admits the following variational formulation:

find u ∈ V such that ∀ w ∈ V,
∫ 1

0

c(x)u′(x)w′(x)dx = w(1),(2.20)

where V = {w ∈ H1(Ω) : w(0) = 0}.
If c is in L∞([0, 1]) and there exists γ > 0 such that c ≥ γ > 0, thanks to the

Lax–Milgram theorem, problem (2.20) admits a unique solution uc ∈ V.
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Next, we want to minimize the following functional:

f : L∞([0, 1]) −→ R,
c 	−→ uc(1).

(2.21)

The associated Lagrangian is defined by

L(c, u, w) = u(1) +

∫ 1

0

c(x)u′(x)w′(x)dx− w(1).

Taking into account that uc is the solution to (2.20), we have L(c, uc, w) = f(c) for all
w ∈ V. Therefore,

f ′(c)δc =
∂L

∂c
(c, uc, w)δc +

∂L

∂u
(c, uc, w)

∂uc

∂c
δc ∀w ∈ V.

Let vc ∈ V be the solution to the associated adjoint problem; then vc satisfies⎧⎨
⎩

vc ∈ V,

w(1) +

∫ 1

0

c(x)w′(x)v′c(x)dx = 0 ∀w ∈ V.(2.22)

As in the first example, from (2.20) and (2.22) we deduce that vc = −uc, which implies

f ′(c)δc =
∂L

∂c
(c, uc, vc)δc = −

∫ 1

0

δc(x)
(
u′
c(x)

)2

dx.

As a consequence, the classical gradient is given by g = −(u′
c)

2.
Let us consider the perturbation

δcε(x) =

{
κ if x ∈ [x0, x0 + ε],
0 elsewhere,

with κ ∈ R a fixed given constant.
As in the previous case, we can use analytic calculus.
Let c0 be a constant in R. Then if c ≡ c0, the solution of (2.19) is given by

u0(x) = x
c0

.
If c = c0 + δcε, the solution uc0+δcε of (2.19) has the following expression

uc0+δcε(x) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x

c0
if x ∈ [0, x0],

x− x0

c0 + κ
+

x

c0
if x ∈ [x0, x0 + ε],

x− ε

c0
+

ε

c0 + κ
if x ∈ [x0 + ε, 1].

Therefore,

j(ε) − j(0) = f(c0 + δcε) − f(c0) = ε

(
1

c0 + κ
− 1

c0

)
=

−κε

c20 + κc0
.(2.23)

The assumptions of Theorem 2.2 are not satisfied in this case, since the map f
(see (2.21)) is differentiable on Lp([0, 1]) only for p = +∞. But if they were, we
should have

j(ε) − j(0) = −κε

c20
+ o(ε).(2.24)
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Here is an example in which the classical gradient (2.24) is different from the
topological gradient (2.23). These two expressions are close when κ is small, but this
is no more the case when κ is close to −c0. However, when κ > −c0, both expressions
have the same sign. Thus, the classical gradient could be seen as a “topological descent
direction.”

2.3. Another example: The Maxwell problem. We consider the Maxwell
equations in a domain Ω ⊂ R

3 containing a small inhomogeneity ωε. We denote by
Hε the magnetic field. It is the solution to{

∇× (αε∇×Hε) + βεHε = 0 in Ω,
αε(∇×Hε) × n = φ on ∂Ω.

(2.25)

Here, n denotes the outward normal to ∂Ω, and the functions αε and βε are given by

αε =

{
α0 in Ω\ωε,
α1 in ωε,

βε =

{
β0 in Ω\ωε,
β1 in ωε,

where α0, α1, β0, and β1 are positive constants.
A sensitivity analysis with respect to the presence of small inhomogeneities for

the Maxwell equations is given in [4, 5, 6, 30]. A topological asymptotic expansion
is derived in [30] when inserting a dielectric object and when creating a small hole.
In the case of a spherical metallic object, it is proved that the topological gradient is
given by

g(H0, v0) = Re
(
− 2∇×H0.∇× v0 + k2 H0.v0

)
,

where H0 ∈ H(curl,Ω) = {u ∈ L2(Ω)3; ∇× u ∈ L2(Ω)3} is the magnetic field in the
absence of any inhomogeneities, v0 is the solution to the associated adjoint problem,
and k is the wave number. As we observe, the topological gradient g(H0, v0) is not
equal to the classical gradient gc(H0, v0) = Re(−2∇ × H0.∇× v0). The reason for
this is that H(curl,Ω) is a subset of L2(Ω)3, but not a subset of Lp(Ω)3 for p < 2.

The numerical experiments that are performed in [30] show that it is possible to
obtain satisfying results using the classical gradient instead of the topological one.

3. Application to the elasticity problem. The linear elasticity problem [17,
20] is described by the following system:⎧⎨

⎩
− divσ(u) = 0 in Ω,

σ(u).n = TN in ΓN ,
u = 0 in ΓD,

(3.1)

where u is the displacement, (σij)1≤i,j≤d (d = 2, 3) is the stress tensor

σij(u) = λ div u δij + 2μεij(u),

λ and μ are the Lamé coefficients, and (εij)1≤i,j≤d is the strain tensor

εij(u) =
1

2

( ∂ui

∂xj
+

∂uj

∂xi

)
, 1 ≤ i, j ≤ d.

Here δij is the Kronecker symbol, and n denotes the outward normal to the
boundary ∂Ω = ΓD ∪ ΓN , where both ΓD and ΓN have a nonnegative Lebesgue
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Table 1

Expressions of the topological gradient.

Boundary condition Topological gradient g
on ∂ωε

2D Dirichlet −4πμ(μ + η)

2μ + η
u.v

3D Dirichlet
12πμ(λ + 2μ)

2λ + 5μ
u.v

2D Neumann −π(μ + η)

2ημ
{4μσ(u) : ε(v) + (η − 2μ) trσ(u) trε(v)}

3D Neumann − π(λ + 2μ)

μ(9λ + 14μ)
{20μσ(u) : ε(v) + (3λ− 2μ) trσ(u) trε(v)}

measure and ΓD∩ΓN = ∅. Equations (3.1) describe the displacement u of an isotropic
solid which is loaded by a surface traction TN on ΓN and which is clamped on ΓD.

Structural optimization involves relaxed formulations, homogenization, and the
level-set method (see, e.g., [1, 2, 3, 9, 16, 27, 31]). In the context of the topological
sensitivity analysis, the asymptotic behavior of a design function with respect to the
creation of a small hole ωε in Ω has been studied in [20]. In the case of a spherical
hole, we present in Table 1 the different expressions of the topological sensitivity for
the Dirichlet and Neumann boundary conditions in two and three dimensions, where
v is the solution to the associated adjoint problem, trσ =

∑
i σii is the usual trace

operator, and the parameter η is given by

η =

⎧⎨
⎩

μ(3λ + 2μ)

λ + 2μ
plane stress,

λ + μ plane strain.

One can observe that in both cases, the topological gradient g(u, v) is not equal to
the classical gradient, which is given by

gc(u, v) = σ(u) : ε(v).

However, we will show on a simple two-dimensional plane stress elasticity problem
that it is possible to use the classical gradient as a “topological descent direction”
in the optimization algorithm. For the sake of completeness, we recall briefly the
optimization algorithm we use. For more details, one may consult [7, 8, 19, 20, 23,
24, 26, 33]). We apply an iterative process to build a sequence of geometries (Ωk)k≥0

with Ω0 = Ω. At the kth iteration, the topological gradient is denoted by gk, and the
new geometry Ωk+1 is defined by a level set curve of gk.

The algorithm.

• Initialization: choose Ω0 = Ω and set k = 0.
• Repeat until gk ≥ 0 in Ωk:
• Solve (4.1) and its associated adjoint problem in Ωk;
• compute the topological sensitivity gk;
• set Ωk+1 = {x ∈ Ωk, gk(x) ≥ ck}, where ck is chosen in such a way that the

cost function decreases as most as possible;
• k ←− k + 1.

This algorithm can be seen as a descent method, where the descent direction is de-
termined by the topological sensitivity gk and the step length is given by the volume
variation meas(Ωk\Ωk+1).
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Fig. 2. 2D cantilever beam.

The natural optimality condition is

gk(x) ≥ 0 ∀x ∈ Ωk.

It coincides with the one obtained by Buttazzo and Dal Maso [12] for the Laplace
equation using homogenization theory. In practice, some other stopping criteria can
be successfully implemented, such as the material volume to be removed [14, 20, 23],
the number of holes to be inserted [26], or the obstacles number to be detected [24].

We consider here the maximization of the compliance for a two-dimensional can-
tilever beam represented in Figure 2. The initial domain is a plain rectangle with one
edge clamped, and a pointwise load is applied to the middle of the opposite edge. In
the numerical results (Figures 3 and 4), 10% of the material is removed at each step,
and the optimal domains are obtained when their volumes are less than 40% of the
initial one; i.e., after nine iterations. One can observe that the results obtained with
the classical gradient are not so different from those obtained with the topological
expansion, and this is the case for various materials such as steel or concrete. The
reason for this is that the difference between the topological gradient and the classical
one is small.

Other numerical results on some structural shape optimization examples are pre-
sented in [20] that show also that it is possible to use the classical gradient as a
“topological descent direction” in the optimization algorithm.

4. Application to the Stokes equations. In this section, we consider the
Stokes equations case. Let Ω be a bounded domain of R

d, d = 2, 3. We denote by Γ
its boundary.

4.1. Formulation of the problem. The standard form of the Stokes equations
describing the motion of an incompressible fluid in Ω is given by

−νΔu + ∇p = F in Ω,
div u = 0 in Ω,

u = 0 on Γ,
(4.1)

where u is the velocity, p is the pressure, F is a given body force per unit of mass,
and ν is the kinematic viscosity of the fluid.

One can show that the velocity u satisfies the following variational problem:{
find u ∈ V such that

a(u,w) = l(w) ∀w ∈ V,(4.2)
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Fig. 3. Comparison: density obtained by the topological algorithm using the classical gradient
(top) and the topological one (bottom).
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with

V =
{
v ∈ H1

0 (Ω)d, div v = 0
}
,

a(v, w) = ν

∫
Ω

∇v∇w dx ∀v, w ∈ V,

l(w) =

∫
Ω

F w dx ∀w ∈ V.

It is easy to verify that V ⊂ H1(Ω)d is a Hilbert space; a is a bilinear, symmetric,
continuous, and coercive form on V; and l is a linear and continuous form on V.

In order to apply the tools presented in section 2, we consider the following
penalized problem:

− div (ν∇uε) + δcεuε + ∇pε = F in Ω,
div uε = 0 in Ω,

uε = 0 on Γ,
(4.3)

where δcε is a piecewise constant function defined in Ω by

δcε =

{
κ if x ∈ ωε,
0 if x ∈ Ωε,

with κ a positive constant and Ωε = Ω\ωε.
Then, if κ goes to infinity in ωε, for a given ε, the corresponding solution uε

converges to the solution of the following Stokes system:

−νΔuε + ∇pε = F in Ωε,
div uε = 0 in Ωε,

uε = 0 on Γ,
(4.4)

with a Dirichlet condition on the boundary of ωε:

uε = 0 on ∂ωε.

Consider now a cost function

j(ε) = J(uε) ∈ R,

where uε ∈ V is the solution to (4.3).
Using Proposition 2.4 (see (2.13)), we derive the asymptotic expansion for j.

Then, if J is defined on the boundary of Ω, we have

j(ε) − j(0) = κ|ω|εdu0.v0 + o(εd),

where u0 is the solution to (4.1) and v0 is the solution to the associated adjoint
problem.

Let us recall the topological asymptotic expansion obtained in [7, 24, 26]:

j(ε) − j(0) = m(ε)u0.v0 + o(m(ε)).

When ω is the unit ball B(x0, 1), we have ωε = B(x0, ε), and m(ε) is given by

m(ε) =

⎧⎪⎨
⎪⎩

−4πν

log(ε)
in two dimensions,

6πνε in three dimensions.
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Fig. 5. Design domain for the pipe bend example.

We remark that the straightforward method gives the right topological gradient,

g(x) = u0(x).v0(x), x ∈ Ω.

From the numerical point of view, the behavior with respect to ε is not so important.
In the following subsections, we give some numerical applications of this result.

4.2. Numerical results. Here, we limit ourselves to the two-dimensional case.
As an application of the previous theoretical results, we consider in this subsection
some engineering applications commonly found in the fluid mechanics literature. In
the first part of this subsection we consider two numerical examples that were also
considered in [10, 21]. In the second part, we deal with other interesting examples
concerning the shape optimization of tubes in a cavity.

Our implementation is based on the topological optimization algorithm recalled
in section 3. We proceed by iterations. At each step, we remove the zones in which
the topological gradient gk is nonpositive. In this test case, we stop the process when
gk is positive everywhere. The direct and the adjoint problems are discretized by a
finite element method using a Reynolds number Re = 100. The computation of the
approximate solution is achieved by the Uzawa algorithm.

4.2.1. A comparison. In order to test the advantage of our approach, we com-
pare our results to those obtained in [10, 21]. We consider here two numerical exam-
ples. The first one is the pipe bend that is depicted in Figure 5. This test case is
treated by Borrvall and Petersson in [10]. The second one is the double pipe shown
in Figure 7. It was also considered by Borrvall and Petersson in [10] and recently by
Guest and Prévost in [21]. The aim here is to obtain the optimal shape minimizing
the dissipated power in the fluid. In both cases the inflow and the outflow conditions
are of a prescribed parabolic flow profiles type.

Pipe bend example. We present in Figure 5 the design domain for the pipe bend
example. Here the prescribed maximum flow velocity is equal to 1 at the inlet (left)
and at the outlet (bottom). The inlet and outlet flows are shown in the figure, and
velocity is prescribed to be zero elsewhere on the boundary of the domain. The results
of this example are obtained in only three iterations. We present the geometries
obtained during the optimization process in Figure 6. The optimal solution is nearly
identical to those presented in [10]. However, we obtain this result in three iterations,
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Fig. 7. Design domain for the double pipe example.

where Borrvall and Petersson needed more than sixty. As can be seen, we have a more
torus-shaped pipe than in [10], like most pipe bends in fluid mechanics literature. It
is stated in [21] that the solution in Borrvall and Petersson [10] contains regions of
artificial material and does not sufficiently take into account the adherence condition.

Double pipe example. The design domain of this example is shown in Figure 7.
The domain has two inlet and outlet flows, each with a maximum velocity equal to
1, and velocity is prescribed to be zero elsewhere on the boundary of the domain.
The problem is solved using an 80 × 120 element mesh. We present here the solu-
tion obtained for the longer flow distances (e.g., δ = 1.5). The optimal geometry is
obtained using only five iterations (where Borrvall and Peterson needed more than
sixty iterations). The geometries obtained during the optimization process are given
in Figure 8. However, the two pipes join to form a single, wider pipe through the
center of the domain. This design decreases the length of the fluid-solid interface,
thereby decreasing the power lost. As can be seen, the optimal solution is identical to
that obtained by Guest and Prévost [21], but it does not match that of Borrvall and
Petersson [10]. As for the pipe bend example, the solution in [10] contains regions of
artificial material and does not sufficiently take into account the adherence condition.

4.2.2. Shape optimization of tubes in a cavity. In this section we treat the
shape optimization of tubes in a cavity. We consider an incompressible fluid in a
cavity Ω having one inlet Γin and some outlets Γi

out, i = 1,m. (see Figure 9).
The aim here is to determine the optimal shape of the tubes that connect the

inlet to the outlets of the cavity maximizing the outflow rate. It consists of inserting
small obstacles in the cavity in order to maximize the outflow rate at Γi

out, i = 1,m.
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We assume that the flow satisfies the steady state Stokes equations

−νΔu + ∇p = 0 in Ω,
div u = 0 in Ω.

(4.5)

On the inlet Γin we define the normal component of the stress tensor,

σ(u).n = φ on Γin,

where σ(u) = ν(∇u + ∇uT ) − pI, I is the 2 × 2 identity matrix, and n denotes the
outward normal to the boundary.

On the outlets, we use a free surface boundary condition

σ(u).n = 0 on ∪m
i=1 Γi

out.

The velocity is prescribed to be zero elsewhere on the boundary of the cavity.

The cost function measuring the outflow rate is given by

J(u) =

m∑
i=1

∫
Γi
out

|u.n| ds.

4.2.3. First case: A cavity with one inlet and two outlets. We consider
a cavity with one inlet and two outlets having the same section (see Figure 10).

The results of this case are given in Figures 11, 12, and 13. In Figure 11,
we illustrate the variation of the outflow rate. The optimal design is presented in
Figure 12. We present the topological gradient and the geometries obtained dur-
ing the optimization process in Figure 13. The topological gradient corresponding
to the initial geometry is shown in Figure 13(a). The topological gradient corre-
sponding to the final geometry is presented in Figure 13(d). One can observe that
the optimality condition is reached after only four iterations. Indeed, the topologi-
cal gradient is almost positive everywhere (see Figure 13(d)) in the current domain
(g4(x) ≥ −8.5610−4 for all x ∈ Ω4).
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4.2.4. Second case: A cavity with one inlet and three outlets. In the
second case, we use a cavity with one inlet Γin and three outlets Γ1

out, Γ2
out, and Γ3

out

(see Figure 14).
The results of this case are given in Figures 15, 16, and 17. As in the first case,

we present the variation of the outflow rate in Figure 15 and the optimal design in
Figure 16. The topological gradient and the geometries that we obtained during the
optimization process are given in Figure 17. The topological gradient corresponding to
the initial geometry is shown in Figure 17(a). The topological gradient corresponding
to the final geometry is presented in Figure 17(d). As can be seen, the optimal solution
is obtained using only four iterations.

4.2.5. Third case: A cavity with one inlet and three outlets (nonsym-
metric case). We consider now a cavity with one inlet and three nonsymmetric
outlets. The initial geometry is described in Figure 18. The obtained results are
given in Figures 19, 20, and 21. As in the previous cases, we illustrate the variation
of the outflow rate (see Figure 19), we present the optimal design (see Figure 20),
and we give the topological gradient and the geometries that we obtained during the
optimization process (see Figure 21). The initial geometry is given in Figure 21(a);
the optimal one is given in Figure 21(d).
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Fig. 13. The topological gradient describing the geometry during the optimization process (first
case).
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Fig. 14. The initial geometry for the second test case.
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Fig. 15. Variation of the outflow rate (second case).
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Fig. 16. The optimal design (second case).

Fig. 17. The topological gradient describing the geometry during the optimization process (sec-
ond case).
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Fig. 19. Variation of the outflow rate (third case).
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Fig. 20. The optimal design (third case).
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Fig. 21. The topological gradient describing the geometry during the optimization process (third
case).
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COPRIME FACTORIZATION AND DYNAMIC STABILIZATION OF
TRANSFER FUNCTIONS∗

KALLE M. MIKKOLA†

Abstract. It is known that a matrix-valued transfer function P has a stabilizing dynamic con-

troller Q (i.e.,
[ I −Q
−P I

]−1 ∈ H∞) iff P has a right (or left) coprime factorization. We show that the
same result is true in the operator-valued case. Thus, the standard Youla–Bongiorno parameteriza-
tion applies to every dynamically stabilizable function. We then derive further equivalent conditions,
one of them being that P has a stabilizing controller with internal loop; this and some others are
new even in the scalar-valued case. We also establish certain related results. For example, we extend
the classical results on coprime factorization and partial feedback (measurement-feedback) stabiliza-
tion to nonrational transfer functions. All our results apply in both discrete- and continuous-time
settings, except that in the latter it is not clear whether the controller Q can always be chosen so
that it is “continuous-time proper” (holomorphic and bounded on a right half-plane) unless, e.g.,
P (z) → 0 as Re z → +∞.

Key words. dynamic stabilization, internal stabilization, right coprime factorization, mea-
surement feedback, dynamic partial feedback, dynamically stabilizing controllers with internal loop,
operator-valued transfer functions, infinite-dimensional systems
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1. Introduction. In this introductory section we present our main results for
discrete-time transfer functions (those defined on a subset of the unit disc D :=
{z ∈ C | |z| < 1}). Corresponding results for continuous-time functions (those defined
on the right half-plane) and others are given in section 7.

Let U, W, Y, and Z be complex Hilbert spaces. By B(U, Y) we denote bounded
linear operators U → Y and by H∞(U, Y) we denote bounded holomorphic functions
D → B(U, Y) with supremum norm. We set B(U) := B(U, U), H∞(U) := H∞(U, U),
GB := {F ∈ B | there exists F−1 ∈ B}, and G H∞ := {F ∈ H∞ | there exists
F−1 ∈ H∞}. By I or IU we denote the identity operator I ∈ B(U) (or the corresponding
constant function I ∈ H∞(U)).

A holomorphic function P (“the plant”) defined on a neighborhood of the origin
is called proper. It is strictly proper if P (0) = 0. We identify a holomorphic function
on a disc rD = {z ∈ C | |z| < r} with its restriction to any open subset of rD.

A proper B(Y, U)-valued function Q is called a (dynamic feedback) proper stabi-
lizing controller for a proper B(U, Y)-valued function P if the “input-to-error” map
E :

[ uin
yin

]
�→

[ u
y

]
in Figure 1.1 is in H∞.1 The map E is obviously given by

∗Received by the editors October 3, 2005; accepted for publication (in revised form) July 12,
2006; published electronically January 8, 2007. This work was supported by the Academy of Finland
under grant 203946 and by the Magnus Ehrnrooth Foundation.

http://www.siam.org/journals/sicon/45-6/64174.html
†Helsinki University of Technology, Institute of Mathematics, P.O. Box 1100, FIN-02015 HUT,

Espoo, Finland (Kalle.Mikkola@iki.fi).
1This means that some E ∈ H∞(U × Y) satisfies E

[ I −Q
−P I

]
=

[
I 0
0 I

]
=

[ I −Q
−P I

]
E on a neigh-

borhood of 0. By a direct computation, (1.1) follows (on a neighborhood of 0). Recall that the
inverse of a holomorphic operator-valued function is always holomorphic. (This kind of algebraic,
function-theoretic and other well-known results used in this article can be found in our generality in
[11, Appendices A and D].)
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Fig. 1.1. Controller Q for the transfer function P .

E :=

[
I −Q

−P I

]−1

=

[
(I −QP )−1 Q(I − PQ)−1

P (I −QP )−1 (I − PQ)−1

]
.(1.1)

(Observe that then P is also a proper stabilizing controller for Q.)
Two functions M,N ∈ H∞ are called (Bézout) r.c. (right coprime) if

[
M
N

]
is

left-invertible in H∞, i.e., if there exist X̃, Ỹ ∈ H∞ satisfying the “Bézout identity”

X̃M − Ỹ N ≡ I.(1.2)

We call the factorization P = NM−1 a r.c.f. (right coprime factorization) of P if
N ∈ H∞(U, Y) and M ∈ H∞(U) are r.c., M(0) ∈ GB, and P = NM−1 (near 0).

The following is our main result.
Theorem 1.1 (dynamic feedback stabilization). The following are equivalent for

any proper B(U, Y)-valued function P :
(i) P has a strictly proper stabilizing controller.
(ii) P has a proper stabilizing controller.
(iii) P has a stabilizing controller with internal loop.2

(iv) P has a r.c.f.
(v)

[
P 0
0 IZ

]
has a r.c.f. for some (hence any) Hilbert space Z.

Assume that P has a r.c.f. P = NM−1. Then
[
M
N

]
∈ H∞(U, U × Y) can be

extended to an invertible element of H∞(U × Y), say
[
M Y
N X

]
. Denote its inverse

by
[

X̃ −Ỹ

−Ñ M̃

]
∈ H∞(U × Y). Then all stabilizing controllers for P are given by the

Youla(–Bongiorno) parameterization3

Q = (Y + MV )(X + NV )−1 (= (X̃ + V Ñ)−1(Ỹ + V M̃)),(1.3)

where V ∈ H∞(Y, U) is arbitrary (the controller is proper iff (X + NV )−1 is proper,
or equivalently, iff (X̃ + V Ñ)−1 is proper). The map V �→ Q is one-to-one.

If P is strictly proper, then all these controllers are proper.
Usually one excludes the values of the parameter V that make the controller (1.3)

nonproper. However, sometimes only such controllers possess the properties that one
would like to obtain in practical applications [4]. To also include such controllers, the

2These will be defined in section 3. They may be nonproper.
3For some functions P and V , the inverse (X + NV )−1 in (1.3) need not exist at the origin (or

anywhere; e.g.,
[
M Y
N X

]
=

[
1 1
1 0

]
, V = 0). Even so, the “nonproper” controller (1.3) can be interpreted

as a “stabilizing controller with internal loop,” as described in section 3, where also properness is
explained in detail. Nevertheless, for each P (and

[
M Y
N X

]
), some V ∈ H∞ makes (X + NV )(0)

invertible in B(Y). The parameterization (1.3) covers all stabilizing controllers with internal loop in
the sense described in section 3. Moreover, every proper stabilizing controller equals exactly one of
these Q on a neighborhood of the origin.
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theory of “controllers with internal loop” (which cover both the proper and nonproper
controllers) was developed in [32] and [4]. Also nonproper controllers with internal
loop can be physically realized. In section 3 we shall define them and explain their
relation to proper controllers.

Further necessary and sufficient conditions for (i) will be presented later, partic-
ularly in Theorem 2.1 and Proposition 2.2. One such condition is the existence of
a stabilizable and detectable realization. Conditions (iii) and Theorem 2.1(ii’) are
weaker forms of (ii). Their equivalence to (ii) means that if P is dynamically stabiliz-
able in any reasonable sense, then it is dynamically stabilizable in the standard sense
(possibly by a different, nonequivalent controller).

By combining the above results with [27], [30], and [7], we obtain the following
result.

Corollary 1.2 (matrix-valued case). Assume that dim U < ∞ and dim Y < ∞.
Then also the following conditions are equivalent to (i) of Theorem 1.1 for a proper
B(U, Y)-valued function P :

(vi) P has a stable (hence proper) stabilizing controller (Q ∈ H∞(Y, U)).
(vii) P = NM−1, where N,M ∈ H∞, N∗N + M∗M ≥ εI on D, ε > 0, and

detM �≡ 0.
(The corona condition in (vii) is not sufficient for coprimeness in the operator-

valued case [26]. It is not known whether (vi) is necessary in general.)
For rational transfer functions, (i)–(vii) always hold, and also the rest of Theo-

rem 1.1 is well known [6]. The study of corresponding results for nonrational functions
started in the 1970s and soon became intensive. An introduction to coprime factoriza-
tion and dynamic stabilization of infinite-dimensional systems can be found in, e.g.,
[5] or [31]. Several sufficient conditions for some of the conditions (i)–(v) have been
established earlier, but our proof of the equivalence would not have been possible
without the results in [23], [32], [11], [14], [2], and [16].

In the matrix-valued case, the implication (ii)⇒(iv) was independently established
in [9] and [22] and the enhanced converse (iv)⇒(vi) in [27] (in the scalar-valued case,
which is equivalent to the matrix-valued case, by [30, Theorem 3]; the exact statement
can be found in [19]). The “Carleson corona theorem” (iv)⇔(vii) was extended to
the matrix-valued case in [7] (see [28] for the operator-valued case, where (vii)⇒(iv)
is not true without additional assumptions).

In the general case, the implication (iv)⇒(iii) was established in [32] and [4],
and (iv)⇒(v) and (i)⇒(ii)⇒(iii) are trivial. The existence of

[
M Y
N X

]
∈ G H∞(U×Y) is

from [16] (based on [28] and [12]); the matrix-valued case is a well-known consequence
of Tolokonnikov’s lemma [25]. The Youla parameterization (including the “if” part of
the properness of Q) is straightforward [4]. The “only if” part of properness, implica-
tions (iii)⇒(v)⇒(iv)⇒(i), and the strictly proper case are new (except that (iv)⇒(i)
was already known in the matrix-valued case). The differences between continuous-
and discrete-time results are otherwise insignificant, but properness and strict proper-
ness become more complicated in continuous time; see section 7 for details.

With certain other commutative unital rings in place of H∞(C), Theorem 1.1
becomes false. Related results for such settings are given by Quadrat [19], [18], [20]
in the matrix-valued case.

In section 2 we present further conditions that are equivalent to (i), such as
coprime factorization or stabilization with invertibility at some other α ∈ D instead
of 0. In section 3 we define controllers with internal loop, present corresponding details
of Theorem 1.1, and develop related new results. The results in sections 2 and 3 are
needed in the proof of Theorem 1.1, but they are also important by themselves.
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Fig. 1.2. DPF-controller Q for P .

In section 4 we present analogous results for “measurement feedback” or dynamic
partial feedback, where the controller can use only a part of the output and can
affect only a part of the input of P =

[
P11 P12

P21 P22

]
, where P (z) ∈ B(U × W, Z × Y),

as in Figure 1.2. We obtain direct generalizations of the classical results, such as
those in [6] or [8]. In particular, we show that if P is stabilizable by dynamic partial
feedback, then a B(Y, U)-valued controller Q stabilizes P by dynamic partial feedback
iff it stabilizes P21 by dynamic feedback.

In section 5 we observe that practically all our results also hold for “power stabi-
lization” (or “exponential stabilization” in the continuous-time setting of section 7),
mutatis mutandis, where the “closed-loop” map (1.1) is required to be holomorphic
on an open set that contains D. In section 6 we show that even if we allow the domain
of Q to be an arbitrary region, we meet no ambiguity with holomorphic extensions
and the identification of controllers.

In section 7 we establish our results in the continuous-time setting, where the
properness notion is different. Proofs and some further results are given in the ap-
pendices.

In our generality, corresponding state-space results can be found in [33], [11],
and [24] (and [32]), where many assumptions can be weakened, by our results. Robust
stabilization with state-space results are given in [1]. Further state-space results will
be presented in a subsequent article by the author.

2. Dynamic stabilization. In this section we show how any reasonable variants
of the above conditions (i)–(v) are equivalent to (i). We also present realization-based
conditions that are equivalent to (i).

In the matrix-valued case, as in (vii), one need not care where M or
[

I −Q
−P I

]−1

is invertible, since it is invertible a.e. anyway (if it is invertible somewhere). In The-
orem 2.1 we show that invertibility at any reasonable point is sufficient also in the
operator-valued case. The definitions below are used to formulate these facts.

Let α ∈ D. We call NM−1 an α-r.c.f. of P if N,M ∈ H∞ are r.c., M(α) ∈ GB(U),
and NM−1 = P on a neighborhood of α. We call M̃−1Ñ an α-l.c.f. of P if Ñ , M̃ ∈ H∞

are l.c. (i.e., M̃X−ÑY = I for some X,Y ∈ H∞), M̃(α) ∈ GB(U), and M̃−1Ñ = P on
a neighborhood of α. We call

[
M Y
N X

]
∈ G H∞(U×Y) an α-d.c.f. of P if M(α) ∈ GB(U)

and P = NM−1 on a neighborhood of α (it follows that P = NM−1 is an α-

r.c.f. and P = M̃−1Ñ is an α-l.c.f., where
[

X̃ −Ỹ

−Ñ M̃

]
:=

[
M Y
N X

]−1
[11]; conversely, any

α-r.c.f. and α-l.c.f. can be extended to an α-d.c.f., by Lemma 3.4). A 0-d.c.f. (resp.,
0-l.c.f.) is called a d.c.f. (resp., l.c.f.).

Now we can present further equivalent conditions (see section 3 for (iii’)).

Theorem 2.1 (dynamic feedback stabilization). Assume that ΩP ⊂ D is open
and connected, P : ΩP → B(U, Y) is holomorphic, and 0, α, β ∈ ΩP . Then the follow-
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ing conditions are equivalent to (iv) of Theorem 1.1:

(iv’) P has an α-r.c.f.
(iv”) P has an α-l.c.f.
(iv”’) P has an α-d.c.f.

(ii’) For some open and connected ΩQ ⊂ ΩP there exists a holomorphic function

Q : ΩQ → B(Y, U) such that
[

I −Q
−P I

]−1 ∈ H∞.
(ii”) For some neighborhood ΩQ of α, condition (ii’) holds with Q(α) = 0.
(iii’) P has a stabilizing canonical controller.

Any α-r.c.f. of P is a β-r.c.f. of P . The same holds with “l.c.f.” or “d.c.f.” in
place of “r.c.f.”

Note that, by duality, we get “left results” from all “right results” of this article
(because, e.g., P = M̃−1Ñ is an α-l.c.f. iff P d = Ñd(M̃d)−1 is an ᾱ-r.c.f., where the
dual P d is defined by P d(s) := P (s̄)∗). See section 6 for further variants of (ii’).

We recall the following from [16] (which contains the definitions of (viii)–(viii”’)).

Proposition 2.2 (realizations). Assume that P is a proper B(U, Y)-valued func-
tion. Then also the following are equivalent to (i) of Theorem 1.1:

(viii) P has a jointly stabilizable and detectable realization.
(viii’) P has a stabilizable and detectable realization.
(viii”) P has an output-stabilizable and input-detectable realization.
(viii”’) P has a realization Σ such that Σ and its dual satisfy the finite cost condition.

See [2] or [16] for an equivalent condition in terms of Riccati equations, which
also yield a constructive formula for the r.c.f. The original proof of “(viii’)⇒(iv)” is
due to [2], and that of “(viii)⇔(iv”’)” due to [23], both in continuous time.

By combining Proposition 2.2 and Theorem 1.1 with [11] one can obtain fur-
ther equivalent conditions, such as having a dynamically stabilizable realization. For
(continuous-time) exponential dynamic stabilization of realizations, the necessity of
exponential stabilizability and detectability was shown in [33]; their sufficiency follows
from [17] (or [33]), Remark 5.1, and Theorems 1.1 and 7.3.

Constructive formulae for doubly coprime factorizations in terms of realizations
can be found in, e.g., [2], [3], and [11] under different assumptions; in [32], [11],
and [1] formulae for stabilizing dynamic controllers are given. They also provide
further historical remarks. For constructive formulae for mere r.c.f.’s, see also the end
of section 7.

3. Controllers with internal loop. In this section we present certain results
on controllers with internal loop and explain the rest of Theorem 1.1. As before, we
work in the discrete-time setting, but we show in section 7 that practically everything
below holds in the continuous-time setting too.

Controllers with internal loop were defined in [32] both to complete the theory of
dynamic stabilization of nonrational transfer functions and to cover also the “short
circuit control”-type applications. Their theory has been further developed in [4], [33],
and [11]. As explained in [32] and [4], without them some aspects of the standard
theory for finite-dimensional systems cannot be satisfactorily generalized to general
infinite-dimensional systems. For example, the standard observer-based controller
need not have a proper transfer function, but it can be identified with a proper 2× 2-
matrix-valued transfer function [32, Example 6.5], which has a well-posed realization.
See also the rational SISO example at the end of this section.

We start this section from the definitions and then explain the correspondence to
the proper controllers presented in the introduction.
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Fig. 3.1. Controller R with internal loop for P .

We say that R is a (possibly nonproper) stabilizing controller with internal loop
for P if R =

[
R11 R12

R21 R22

]
is a proper B(Y × Ξ, U × Ξ)-valued function for some Hilbert

space Ξ and

(I − PR)−1 ∈ H∞(U× Y× Ξ), where PR =

⎡
⎣0 R11 R12

P 0 0
0 R21 R22

⎤
⎦ .(3.1)

Note that (I − PR)−1 maps
[ uin
yin

ξin

]
�→

[ u
y
ξ

]
in Figure 3.1. Thus, R is stabilizing iff the

maps
[ uin
yin

ξin

]
�→

[ u
y
ξ

]
are “well-posed and stable.”

If R =
[
Q 0
0 0

]
, then R is completely equivalent to the stabilizing controller Q.

Thus, the proper controllers presented in the introduction essentially form a subset
of the controllers with internal loop.

In general, R corresponds to “R11 + R12(I − R22)
−1R21” (cf. Lemma 3.2); this

“function” need not be proper (we may even have R22 ≡ I). In the nonproper case
the ξ-loop in Figure 3.1 becomes ill-posed if R is disconnected from P ; i.e., physically
one must connect R to P before closing the internal loop.

A nonproper controller is a proper controller for an extended system.
Lemma 3.1. A proper B(Y×Ξ, U×Ξ)-valued function R is a stabilizing controller

with internal loop for P iff R is a stabilizing controller for PI :=
[
P 0
0 IΞ

]
.

(This follows because
[

I −R
−PI I

]−1
consists of (I−PR)−1 and of some copies of its

elements, as observed in [11, Proposition 7.2.5(c)]. An alternative proof is to observe
that the equations that determine the latter reduce to those that determine the former.
In fact, this is rather obvious, since IΞ corresponds to the identity feedthrough of ξ
in Figure 3.1.)

Two stabilizing controllers with internal loop are considered equivalent for P iff
they lead to the same closed-loop map

[ uin
yin

]
�→

[ u
y

]
(i.e., if the (1–2, 1–2)-blocks of

corresponding (I − PR)−1’s are equal), even if the maps from ξin and the maps to ξ
(i.e., those describing the internal loop in the controller) would differ.

In the lemma below we show that R corresponds to a proper controller Q iff the
internal loop of R can be closed (while R is disconnected from P ).

Lemma 3.2 (proper R). Assume that R =
[
R11 R12

R21 R22

]
is a stabilizing controller

with internal loop for P .
Then R is equivalent to a stabilizing controller with internal loop of form R̃ =[

Q 0
0 0

]
iff I − R22(0) ∈ GB. If I − R22(0) ∈ GB, then the unique solution is given by

Q = R11 + R12(I −R22)
−1R21.

(Note that then
[

I −Q
−P I

]−1 ∈ H∞, as in the introduction, and that if we close

the internal loop of R, then its top-left block becomes R11 + R12(I −R22)
−1R21.)
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Any such R is called a proper stabilizing controller (with internal loop) for P (and
R is identified with Q). Since equivalence is an equivalence relation, R is equivalent
to a proper stabilizing controller with internal loop iff R is proper, by Lemma 3.2.

If Y ∈ H∞(Y, U) and X ∈ H∞(U) are r.c., then R :=
[

0 Y
I I−X

]
is called a canonical

controller (see [4] or [11]; in [11], the term controller with a coprime internal loop
was used). Sometimes we denote it by Y X−1, as in the Youla parameterization
(1.3) above. In particular, we say that Y X−1 stabilizes P iff

[
0 Y
I I−X

]
is a stabilizing

controller with internal loop for P .

(If Y X−1 is a stabilizing canonical controller for P , then it is equivalent to[
0 I
Ỹ I−X̃

]
(or X̃−1Ỹ ), where X̃ and Ỹ are obtained by

[
X̃ −Ỹ

−Ñ M̃

]
:=

[
M Y
N X

]−1
for

any r.c.f. NM−1 of P , as one observes from Lemma 3.5 and its dual.)

Modulo equivalence, there are no other controllers than the canonical ones.

Lemma 3.3 (equivalent canonical controller). Let R be a stabilizing controller
with internal loop for P . Then some stabilizing canonical controller X̃−1Ỹ for P is
equivalent to R (and so is one of form Y X−1).

The Youla parameterization (1.3) gives all stabilizing canonical controllers for P .
Here we have identified the canonical controllers that are equivalent (see above), i.e.,
the ones determined by

[
Y
X

]
V for a fixed r.c. pair

[
Y
X

]
and arbitrary V ∈ G H∞(U).

Any stabilizing controller with internal loop is equivalent to exactly one stabiliz-
ing canonical controller, so actually all stabilizing controllers with internal loop are
covered by (1.3) modulo equivalence. In particular, this parameterization contains all
proper stabilizing controllers, by Lemma 3.2. (Indeed, any proper stabilizing controller
is equivalent to one of form R̃ :=

[
Q 0
0 0

]
and to a canonical controller R :=

[
0 Y
I I−X

]
.

By Lemma 3.2, X(0) = I −R22(0) ∈ GB and Q = Y X−1.)

Since any r.c.f. and l.c.f. can be extended to a d.c.f. (Lemma 3.4), we can apply
(1.3) when we have either.

A “Bézout identity” X̃M − Ỹ N = I (or M̃X − ÑY = I) can always be extended
to a d.c.f.

Lemma 3.4 (r.c.f.→d.c.f.). Let M,N, X̃, Ỹ ∈ H∞ be such that NM−1 is a
B(U, Y)-valued r.c.f. and X̃M − Ỹ N = I. Then, for any l.c.f. M̃−1Ñ of NM−1,

there exist X,Y ∈ H∞ such that
[
M Y
N X

]
=

[
X̃ −Ỹ

−Ñ M̃

]−1 ∈ G H∞(U× Y).

(This follows from the proof of [23, Lemma 4.3(iii)]; observe from Theorem 2.1
that the l.c.f. necessarily exists.)

A canonical controller Y X−1 stabilizes P iff
[
Y
X

]
can be extended to a d.c.f. of

P . We state the dual result here.

Lemma 3.5. Let P be a proper B(U, Y)-valued function and R′ =
[

0 I
Ỹ I−X̃

]
∈

H∞(Y× U, U× U).

Then R′ is a stabilizing controller with internal loop for P iff for some (hence
any) r.c.f. NM−1 of P we have X̃M − Ỹ N ∈ G H∞(U), or equivalently, iff P has a
r.c.f. NM−1 such that X̃M − Ỹ N = I.

Assume that R′ is a stabilizing controller with internal loop for P . Then there

exists a d.c.f.
[
M Y
N X

]
=

[
X̃ −Ỹ

−Ñ M̃

]−1 ∈ H∞(U × Y) of P with these particular X̃ and

Ỹ . Moreover, for any such d.c.f., we have

⎡
⎣ I −R11 −R12

−P I 0
0 −R21 I −R22

⎤
⎦
−1

=

⎡
⎣Y Ñ + I MỸ ∗

XÑ NỸ + I ∗
∗ ∗ ∗

⎤
⎦ =

⎡
⎣MX̃ Y M̃ ∗
NX̃ XM̃ ∗
∗ ∗ ∗

⎤
⎦ ,(3.2)
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where R is any stabilizing controller with internal loop that is equivalent to X̃−1Ỹ . If
R =

[
0 I
Ỹ I−X̃

]
, then

⎡
⎣ I −R11 −R12

−P I 0
0 −R21 I −R22

⎤
⎦
−1

=

⎡
⎣ MX̃ MỸ M

NX̃ NỸ + I N

MX̃ − I MỸ M

⎤
⎦ .(3.3)

(Thus, any such stabilizing R′ is actually a canonical controller. However, also
some noncanonical functions R′ =

[
0 I
Ỹ I−X̃

]
∈ H∞ do lead to (3.2), but the ∗’s (which

denote unimportant entries) do not become stable unless X̃ and Ỹ are l.c.)
We record here an obvious consequence of the dual of Lemma 3.5.
Corollary 3.6. Let P be a proper B(U, Y)-valued function. If a canonical con-

troller Y X−1 stabilizes P , then P has a r.c.f. and any r.c.f. NM−1 of P satisfies[
M Y
N X

]
∈ G H∞. Conversely, if there exists

[
M Y
N X

]
∈ G H∞ such that M(0) ∈ GB(U)

and P = NM−1, then Y X−1 stabilizes P .
If P is strictly proper, then the X in Corollary 3.6 is necessarily invertible at 0.
Lemma 3.7. If P is strictly proper, then any stabilizing controller with internal

loop for P is proper.
(This follows from Lemmata 3.2, 3.3, and 3.5, because P (0) = 0 ⇒ N(0) = 0 ⇒

X̃(0)M(0) = I ⇒ X̃(0) = M(0)−1 ∈ GB(U).)
Example. The function P = NM−1 = (1−z)−1, where N = 1, M = 1−z, has the

stabilizing controller R :=
[

0 1
−1 1

]
with internal loop (the canonical controller X̃ = 0,

Ỹ = −1). Since 1−R22 is nowhere invertible, this controller is not equivalent to any
proper controller, by Lemma 3.2. However, by Theorem 1.1, there are also proper
stabilizing controllers for P (e.g., Q(z) = −z). The continuous-time equivalent of this
example was presented in [32, p. 6], where the nonproper controller was shown to be
the natural engineering solution (short circuit tracking) for the problem.

Notes for section 3. The “if” part of Lemma 3.2 is from [32]. With the additional
assumption that P has a d.c.f., Lemma 3.3 is contained in [4]. However, the proof
in [4] is seven pages long, so we present a short, self-contained proof in Appendix A.
Also most of Lemma 3.5 can be found in [4]. For further similar results, see [11]; for
practical examples, see [32] and [4]. Lemma 3.7 becomes less obvious and even more
important in the continuous-time setting of Theorem 7.3.

4. Partial feedback. In this section we treat dynamic partial feedback (DPF),
where the controller Q sees only a part of the output and can affect only a part of
the input.

Throughout this section we assume that P is a proper B(U × W, Z × Y)-valued
function. A proper B(Y, U)-valued function Q is called a stabilizing DPF-controller for
P if

[
0 Q
0 0

]
is a stabilizing controller for P . This obviously corresponds to Figure 1.2.

Analogously, a B(Y× Ξ, U× Ξ)-valued proper function R is called a stabilizing DPF-
controller with internal loop for P if

RDPF :=

⎡
⎣0 R11 R12

0 0 0
0 R21 R22

⎤
⎦ (whose values lie in (Z× Y× Ξ, U× W× Ξ))(4.1)

is a stabilizing controller with internal loop for P ; see Figure 4.1. If such an R exists,
then we call P DPF-stabilizable (with internal loop). (Further details are given in
[11, section 7.3]. Observe that the [DPF-]controller R =

[
Q 0
0 0

]
with internal loop

functions exactly as the [DPF-]controller Q; we identify the two.)
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Fig. 4.1. DPF-controller R with internal loop for P .

We call two stabilizing controllers with internal loop for P (say, R and R′)
equivalent if they lead to same maps uin, yin �→ u, y (or equivalently, to same maps
uin, w, yin �→ u, y, z, or equivalently, if RDF and R′

DF are equivalent for P , or equiva-
lently, if R and R′ are equivalent for P21; see [11, Lemma 7.3.8] for this equivalence).

DPF is the standard setting in the general (four-block) H∞ regulator problem
(see [11, Chapter 12] for this general case with internal loops).

Note that the second input (column) of P is the exogenous input (or disturbance)
and the first input (column) is the one connected to the controller output, not vice
versa (both variants can be found in the literature; the other choice would move the
I’s out of the diagonal in Theorem 4.2 below).

With the aid the Theorem 1.1, we can derive the following two theorems, which are
direct generalizations of well-known results for rational functions. The first theorem
reduces DPF-stabilization problems to ordinary dynamic stabilization problems.

Theorem 4.1 (P iff P21). Assume that P is DPF-stabilizable. Then a proper
B(Y × Ξ, U × Ξ)-valued function R is a stabilizing DPF-controller with internal loop
for P iff R is a stabilizing controller with internal loop for P21.

In particular, a proper B(Y, U)-valued function Q is a stabilizing DPF-controller
for P iff Q is a stabilizing controller for P21. It also follows that every stabilizing DPF-
controller with internal loop for P is equivalent to one of the canonical controllers (for
P21) given by the Youla parameterization.

Observe that P21 : u �→ y − yin is the control-to-measurement part of P .

A function is DPF-stabilizable iff it has a coprime factorization “through P21.”

Theorem 4.2 (DPF). The following are equivalent:

(i) P has a strictly proper stabilizing DPF-controller.
(ii) P has a proper stabilizing DPF-controller.
(iii) P has a stabilizing DPF-controller with internal loop.

(iv) P has a r.c.f. of the form P =
[
N11 N12

N21 N22

] [
M11 M12

0 I

]−1
such that N21 and M11

are r.c.
(v) P has a l.c.f. of the form P =

[
I M̃12

0 M̃22

]−1 [ Ñ11 Ñ12

Ñ21 Ñ22

]
such that Ñ21 and M̃22

are l.c.

Assume (iv) and (v). Then N21M
−1
11 is a r.c.f. of P21 and M̃−1

22 Ñ21 is a l.c.f.
of P21.

(Thus, the above r.c.f. of P contains a r.c.f. of P21 that can be used for the
Youla parameterization of all stabilizing DPF-controllers with internal loop for P , by
Theorem 4.1.)
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One can also derive sufficient conditions for DPF-stabilizability in terms of real-
izations. One sufficient condition is the power stabilizability and detectability of the
subsystem corresponding to P21; see [11, Lemma 7.3.6(c)] for details.

Notes for section 4. For rational matrix-valued functions, the above two theorems
can be found in, e.g., [6] or [8]; most of them were extended to the Callier–Desoer
class in [5].

If (iv) holds, then the stabilizing DPF-controllers for P are, modulo equiva-
lence, exactly the canonical controllers X̃−1Ỹ for any X̃, Ỹ ∈ H∞ such that X̃M11 −
Ỹ N21 = I, by Lemma 3.5. An equivalent characterization is those Y X−1 for which[M11 M12 Y
M21 M22 0
N21 N22 X

]
∈ G H∞(U× W× Y) for some (hence any) r.c.f. NM−1 of P [11, Lemma

7.3.22]. A third equivalent characterization is the Youla parameterization (for P21).
By Theorem 4.1, also all proper stabilizing DPF-controllers for P are contained in
any of these (as in Theorem 1.1).

The coprimeness condition in (iv) cannot be weakened: the r.c.f. P = NM−1 :=[
1 0
0 0

] [
(z+1)/(z+2) 0

0 1

]−1
is of the form

[ ∗ ∗
∗ ∗

] [ ∗ ∗
0 I

]−1
(hence P and P21 both have a

d.c.f. and thus have stabilizing controllers), but yet P is not DPF-stabilizable with in-
ternal loop, since P11 = (z+2)/(z+1) is unstable (/∈ H∞) and unaffected by any DPF-
controller, because P21 = 0. However, if some P is DPF-stabilizable, then any r.c.f. of

that P of the form P =
[
N11 N12

N21 N22

] [
M11 M12

0 I

]−1
has N21,M11 r.c. [11, Corollary 7.3.17].

A corresponding continuous-time example is given by P (s) =
[

1 0
0 0

] [
s/(s+1) 0

0 1

]−1
.

A rational right factorization is r.c. iff M has no other zeros than the poles of P .
The coprimeness condition on N21 and M11 says that as we multiply the zeros of P
away by M11, we do not introduce to N21 = P21M11 any new zeros (in addition to
those of P21), i.e., that the poles of P are also poles of P21. In other words, this says
that the poles of P are visible through P21; other kind of poles of P could not be
stabilized by partial feedback having access to P21 only, as is the case in the above

example P =
[

1 0
0 0

] [
(z+1)/(z+2) 0

0 1

]−1
.

Using the above two theorems and the other results in this article, [16], and [14],
one could generalize to nonrational functions also the other classical results, as pre-
sented in, e.g., [6] or [8]. Part of this can be found in [11], whose Hypothesis 7.3.15
holds iff P is DPF-stabilizable with internal loop, by Theorem 4.2. This simplifies
section 7.3 of [11] significantly; similarly, Theorem 1.1 simplifies sections 7.1 and 7.2.
Partially the same applies to state-space results.

5. Power stabilization. One sometimes wants to power-stabilize systems or
transfer functions (or stabilize exponentially in the continuous-time setting). In this
section we observe that the “power-variants” of our results hold and follow easily.
(However, from the “power-variants” one cannot obtain the original results. More-
over, in the power stabilization of systems, there are some results whose nonpower-
stabilization variants are false.)

We write N ∈ H∞
power if N(r·) ∈ H∞ for some r > 1 (i.e., N ∈ H∞ has a

holomorphic extension to an open disc that contains D). We define power-variants
of the following definitions by replacing H∞ by H∞

power: r.c., l.c., r.c.f., l.c.f., d.c.f.,
α-r.c.f., α-l.c.f., α-d.c.f., stabilizing [DPF-]controller, stabilizing [DPF-]controller with
internal loop, canonical controller, DPF-stabilizable. Thus, e.g., a d.c.f.

[
M Y
N X

]
is a

power-d.c.f. iff
[
M Y
N X

]
,
[
M Y
N X

]−1 ∈ H∞
power, and Q is a power-stabilizing controller for

P iff
[

I −Q
−P I

]−1 ∈ H∞
power.
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Remark 5.1 (power stabilization). With the above “power-”concepts in place
of the original ones and H∞

power in place of H∞, Theorem 2.1, Lemmata A.5, A.10,
and A.11, and the results of sections 1, 3, and 4 hold.

(Also the power form of Proposition 2.2 holds in the sense explained in [16].)

Proof. This follows easily from the original results. For example, if P has a
power-stable r.c.f. NM−1, then P (r·) = N(r·)M(r·)−1 is a r.c.f. for some r > 1;
hence then P (r·) has a proper stabilizing controller Q̃, and hence Q := Q̃(r−1·) is

power-stabilizing for P (because
[

I −Q
−P I

]−1
=

[
I −Q̃

−P (r·) I

]−1
(r−1·) ∈ H∞

power), by

Theorem 1.1.

Observe that a rational function is in H∞ iff it does not have a pole in D, or
equivalently, iff it is in H∞

power. Similarly, also finite-dimensional state-space stability
coincides with state-space power stability. In the infinite-dimensional setting, both
forms of stability are very popular.

6. Nonproper controller functions. In this section we study “stabilizing con-
trollers” of the form of a possibly nonproper function. We also show that all such
controllers are canonical controllers and explain how they relate to each other.

In the matrix-valued case, a factorization NM−1 is well defined everywhere on D

except possibly for some isolated points (assuming that M,N ∈ H∞, detM �≡ 0). In
the operator-valued case, one may easily end up with functions having disconnected
domains. Moreover, in dynamic stabilization one often meets the question whether
two functions can be identified when they coincide on the intersection of their domains.

We show that if a function Q stabilizes P in a reasonable sense, then Q = Y X−1,
where Y X−1 is a stabilizing canonical controller for P in the standard sense, and then
Y X−1 (on the subset of D where X−1 exists) is the maximal holomorphic extension of
Q (within D). A similar claim holds for P . It follows that any such function element
of Q stabilizes any such function element of P (on the intersection of their domains)
in the same sense.

Lemma 6.1. Let Ω ⊂ D be open and let α, β ∈ Ω. Let P : Ω → B(U, Y) and
Q : Ω → B(Y, U).

Then some E ∈ H∞(Y× U) satisfies E
[

I −Q
−P I

]
= I =

[
I −Q

−P I

]
E on Ω iff there

exists
[
M Y
N X

]
∈ G H∞(U×Y) such that M(z), X(z) ∈ GB for all z ∈ Ω and P = NM−1

and Q = Y X−1 on Ω.

If such a quadruple
[
M Y
N X

]
exists, and P = N1M

−1
1 and Q = Y1X

−1
1 are α-

r.c.f.’s, then they are β-r.c.f.’s and
[
M1 Y1

N1 X1

]
∈ G H∞(U × Y). Moreover, then any

holomorphic extension (to a connected open subset of D) of any restriction of NM−1

(to an open set) is a restriction of NM−1 (with domain {z ∈ D | M(z)−1 exists}).
(Obviously, then

[
X N
Y M

]
is a β-d.c.f. of Q.)

We observed above that even if the domain of P and Q is not connected, a single
d.c.f. applies at each component of the domain (if Q stabilizes P “at each component
with the same inverse E”; otherwise the different components of P could be arbitrary).
Moreover, there is no problem of extending P or Q holomorphically within the unit
disc (the values of the functions at a certain point do not depend of the domain). This
is an alternative proof of the fact that the function P = log (or any other function
with different branches) is not dynamically stabilizable.

Next we define (possibly nonproper) stabilizing controller functions. Assume, for
awhile, that ΩP ⊂ D is open and connected. Let P : ΩP → B(U, Y) be holomorphic.
If Ω ⊂ ΩP is open and Q : Ω → B(Y, U) is holomorphic, then we call Q a stabilizing
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controller function for P if
[

I −Q
−P I

]−1 ∈ H∞.4 We define stabilizing DPF-controller
functions analogously (i.e., we do not require them to be proper).

By Lemma 6.1, the above definitions are in a complete accordance with the old
ones and any stabilizing controller function is a stabilizing canonical controller. In
particular, the existence of a stabilizing controller function (for a proper function P )
is equivalent to Theorem 1.1(i). However, not all canonical controllers are functions,
as one observes from the example at the end of section 3.

7. Continuous-time results. In this section we shall show that almost all DT
(discrete-time) results of the other sections also hold in their CT (continuous-time)
forms, even if we use the standard CT properness (defined later). But first we record
the following obvious consequence of the Riemann mapping theorem.

Remark 7.1 (Cayley). The results in sections 1–4, section 6, and Appendix A
except Proposition 2.2 hold true even if we replace D by any simply connected open
D

′
� C and the origin 0 by any ζ ∈ D

′.
(We shall often use this implicitly when referring to those results. In fact, many of

these results would hold even if D
′ was not simply connected (some results would hold

with essentially the same proof; some others could be reduced to the simply connected
case if, e.g., D

′ is a finite union of simply connected open sets containing ζ).)
In the most important special case, where D

′ := C
+ and ζ ∈ C

+, we can use the
“Cayley” mapping f : s �→ ζ−s

ζ̄+s
to map C

+ → D conformally with ζ �→ 0. Then we

can apply the earlier results to P ◦ f−1, M ◦ f−1, N ◦ f−1, etc. in place of P , M , N ,
etc.

In CT, the right half-plane C
+ takes the role of D. Therefore, for the rest of this

section, we redefine some concepts (cf. Theorem 7.3).
Definition 7.2 (CT forms). Given ω ∈ R we set C

+
ω := {z ∈ C | Re z > ω},

and by H∞
ω (U, Y) we denote the Banach space of bounded holomorphic functions C

+
ω →

B(U, Y) with the supremum norm.
We call P proper if P ∈ H∞

∞ := ∪ω∈R H∞
ω , i.e., if P is a bounded holomorphic

function on some right half-plane. (We identify a holomorphic function on a right
half-plane C

+
ω with its restriction to any open subset of C

+
ω .) It is strictly proper if,

in addition, P (z) → 0 as Re z → +∞.5 We set C
+ := C

+
0 , H∞ := H∞

0 . Moreover, in
all definitions and results in the other sections, we replace D by C

+ and invertibility
at 0 by the existence of a proper inverse.

(The main motivation for the above properness concept is that a function is proper
iff it is the transfer function of a well-posed linear system [21].)

Thus, e.g., if N,M ∈ H∞ are r.c., M−1 ∈ H∞
∞(U) and P = NM−1 (on a right

half-plane), then we call P = NM−1 an r.c.f. of P ; similarly, if P and Q are proper

and
[

I −Q
−P I

]−1 ∈ H∞, then Q is a proper stabilizing controller for P . Recall that

(I − PR)−1 ∈ H∞ in (3.1) means that (I − PR)−1 is the restriction of some element
of H∞, or equivalently, that some E ∈ H∞ satisfies E(I − PR) = I = (I − PR)E on
some right half-plane (since P and R were assumed to be proper in (3.1)). If I −R22

has a proper inverse, then we again (see below Lemma 3.2) identify R with the proper
controller R11 + R12(I −R22)

−1R21.

4Naturally, this means that there exists E ∈ H∞ such that E
[ I −Q
−P I

]
≡ I ≡

[ I −Q
−P I

]
E on

Ω. Note that if(f) 0 ∈ Ω, then this is equivalent to the definition of a proper stabilizing controller.
Thus, “proper stabilizing controller function” means the same as “proper stabilizing controller.”

5This means that for each ε > 0 there exists ωε ∈ R such that ‖P (z)‖ < ε for all z ∈ C such that
Re z > ωε.
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When N and M are r.c., α ∈ C
+, M(α) ∈ GB(U), and P = NM−1 on a neigh-

borhood of α, we call P = NM−1 an α-r.c.f. of P .
Next we define (possibly nonproper) stabilizing controller functions. Let, for

awhile, ΩP ⊂ C
+ be open and connected. Let P : ΩP → B(U, Y) be holomorphic. If

Ω ⊂ ΩP is open and Q : Ω → B(Y, U) is holomorphic, then we call Q a stabilizing

controller function for P if
[

I −Q
−P I

]−1 ∈ H∞.6 We define stabilizing DPF-controller
functions analogously (i.e., we do not require them to be proper, whereas we still
require that a stabilizing [DPF-]controller with internal loop is determined by a proper
function R, as above).

By the arguments of Remark 7.1, the corresponding DT comments (below Lemma
6.1) apply here too (with Theorem 7.4 in place of Theorem 1.1).

Theorem 7.3 (CT forms). Propositions A.1 and A.2, Lemmata A.3, A.4, A.9,
A.10, and A.11, and the results in sections 1–3 and 6 hold in their CT forms too
if we replace Theorem 1.1 (resp., Theorem 2.1, Lemma 3.2) by Theorem 7.4 (resp.,
Theorem 7.5, Lemma 7.7).

See Theorem 7.8 (resp., Theorem 7.9, Remark 7.10) for Theorem 4.1 (resp., The-
orem 4.2, Remark 5.1). See [16] for the CT definitions for Proposition 2.2.

The main theorem, Theorem 1.1, holds in its CT form too once we remove
“[strictly] proper” from (i) and (ii). We write this explicitly below with a new condi-
tion (i).

Theorem 7.4 (CT: Dynamic feedback stabilization). Let P be a proper B(U, Y)-
valued function, i.e., P ∈ H∞

ω (U, Y) for some ω ≥ 0. Let ζ ∈ C
+
ω . Then the following

are equivalent:
(i) There exists a holomorphic B(Y, U)-valued function Q on a neighborhood of ζ

such that
[

I −Q
−P I

]−1 ∈ H∞.
(ii) P has a stabilizing controller function.
(iii) P has a stabilizing controller with internal loop.
(iv) P has a r.c.f.
(v)

[
P 0
0 IZ

]
has a r.c.f. for some (hence any) Hilbert space Z.

Assume that P has a r.c.f. P = NM−1. Then
[
M
N

]
∈ H∞(U, U × Y) can be

extended to an invertible element of H∞(U × Y), say
[
M Y
N X

]
. Denote its inverse

by
[

X̃ −Ỹ

−Ñ M̃

]
∈ H∞(U × Y). Then all stabilizing controllers for P are given by the

Youla(–Bongiorno) parameterization

Q = (Y + MV )(X + NV )−1 (= (X̃ + V Ñ)−1(Ỹ + V M̃)),(7.1)

where V ∈ H∞(Y, U) is arbitrary (the controller is proper iff (X + NV )−1 is proper,
or equivalently, iff (X̃ + V Ñ)−1 is proper). The map V �→ Q is one-to-one.

If P is strictly proper, then all these controllers are proper.
(Note that in PDE systems, the transfer function is usually strictly proper. That

is also the case for well-posed systems having a bounded input or output operator
and no feedthrough [13, Theorem 1.2].)

If, in Theorem 7.4, we set ΩP := C
+
ω and fix some α, β ∈ ΩP , then also the six

conditions listed below become equivalent to (i).
Theorem 7.5. Assume that ΩP ⊂ C

+ is open and connected and contains a
right half-plane, P : ΩP → B(U, Y) is holomorphic and proper, and α, β ∈ ΩP .

6Naturally, this means that there exists E ∈ H∞ such that E
[ I −Q
−P I

]
≡ I ≡

[ I −Q
−P I

]
E on Ω.

Note that if(f) Ω contains a right half-plane and P and Q are proper, then this is equivalent to the
definition of a proper stabilizing controller.
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Then the conditions (ii’), (ii”), (iii’), (iv’), (iv”), and (iv”’) of Theorem 2.1 are
equivalent to (iv) of Theorem 7.4. Moreover, then any α-r.c.f. of P is a β-r.c.f. of P .
The same holds with “l.c.f.” or “d.c.f.” in place of “r.c.f.”

(See Proposition 2.2 and Corollary 1.2 for further equivalent conditions.)

Condition (ii”) says that for any point α in the domain ΩP of P , there exists a
stabilizing controller function whose domain includes α. We do not know whether a
proper stabilizing controller always exists even if we assume that P is proper. Natu-
rally, a similar comment applies to Theorem 7.9. In the matrix-valued case, a proper
stabilizing controller Q ∈ H∞ exists, by Corollary 1.2(vi) (through Theorem 7.3). If
P is strictly proper, then any stabilizing controller (with or without internal loop) for
P is proper, by Lemma 3.7. Moreover, whenever P has a sufficiently regular right
factorization, a strictly proper Q exists.

Theorem 7.6 (CT: strictly proper Q). Assume that P has a r.c.f. and that
P = NM−1, where N ∈ H∞(U, Y), M ∈ H∞(U), and M−1 is proper. If M(+∞) :=

limRe s→+∞ M(s) exists, then there exists a strictly proper Q such that
[

I −Q
−P I

]−1 ∈
H∞(Y× U).

(Note that this NM−1 need not be a r.c.f.; the existence of a r.c.f. is needed only
for guaranteeing the existence of a stabilizing controller.)

A r.c.f. of P (if any exists) can be determined from the LQR Riccati equation
for an output-stabilizable realization as the resulting closed-loop transfer function[
N
M

]
; see [2] or [14]. For sufficient regularity (for Theorem 7.6) of this particular

factorization, many different assumptions can be found in the literature, such as the
analytic semigroup setting of [10] or certain assumptions on the unboundedness of the
control and/or observation operators [29], [11].

Next we rewrite Lemma 3.2, which says that a controller with internal loop is
proper iff (I −R22)

−1 is proper.

Lemma 7.7 (CT: proper R). Assume that R =
[
R11 R12

R21 R22

]
is a stabilizing con-

troller with internal loop for P .

Then R is equivalent to a stabilizing controller with internal loop of form R̃ =[
Q 0
0 0

]
iff (I −R22)

−1 ∈ H∞
∞. If (I −R22)

−1 ∈ H∞
∞, then the unique solution is given

by Q = R11 + R12(I −R22)
−1R21.

(This holds by the original proof (with H∞
∞-invertibility in place of invertibility

at the origin).)

As in Theorem 4.1, we can reduce DPF-stabilization problems to ordinary dy-
namic stabilization problems.

Theorem 7.8 (CT: P iff P21). Assume that P is a proper B(U × W, Z × Y)-
valued DPF-stabilizable function. Then a proper B(Y×Ξ, U×Ξ)-valued function R is
a stabilizing DPF-controller with internal loop for P iff R is a stabilizing controller
function with internal loop for P21.

Moreover, a B(Y, U)-valued function Q is a stabilizing DPF-controller function for
P iff Q is a stabilizing controller fucntion for P21. It also follows that every stabilizing
DPF-controller with internal loop for P is equivalent to one of the canonical controllers
(for P21) given by the Youla parameterization.

(Also Theorem 4.1 holds in this CT terminology (and vice versa); the only differ-
ence is that here we do not require Q to be proper.)

As in Theorem 4.2, a function P is DPF-stabilizable iff it has a coprime factor-
ization “through P21.”

Theorem 7.9 (CT: DPF). The following are equivalent for a proper B(U × W,
Z× Y)-valued function P :
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(ii) P has a stabilizing DPF-controller function.
(iii) P has a stabilizing DPF-controller with internal loop.

(iv) P has a r.c.f. of the form P =
[
N11 N12

N21 N22

] [
M11 M12

0 I

]−1
such that N21 and M11

are r.c.
(v) P has a l.c.f. of the form P =

[
I M̃12

0 M̃22

]−1 [ Ñ11 Ñ12

Ñ21 Ñ22

]
such that Ñ21 and M̃22

are l.c.
Assume (iv) and (v). Then N21M

−1
11 is a r.c.f. of P21 and M̃−1

22 Ñ21 is a l.c.f. of
P21.

(The changes above are essentially the same as those in Theorem 7.4. Naturally,
by Theorem 7.8, we could add a condition resembling Theorem 7.4(i).)

Also Remark 5.1 holds in CT, mutatis mutandis.
Remark 7.10 (exponential stabilization). Define the power concepts above Re-

mark 5.1 with H∞
exp := ∪ω<0 H∞

ω in place of H∞
power.

With such “power-”concepts in place of the original ones and H∞
exp in place of

H∞, Theorems 7.4–7.6, Lemma 7.7, Theorems 7.8 and 7.9, and the CT forms (see
Definition 7.2, Theorem 7.3, and the text between them) of Corollary 1.2, Theo-
rem 2.1, Lemmata A.10 and A.11, and the results of section 3 hold if we rewrite the
CT form of Corollary 1.2(vii) as follows:

(vii) P = NM−1, where N,M ∈ H∞
exp, N∗N + M∗M ≥ εI on C

+
−ε, ε > 0, and

detM �≡ 0.
(Also the “power form” of Proposition 2.2 holds in the sense explained in [15].

Thus, all results in sections 1–4 are covered with some slight modifications.)
In the CT terminology for the “power concepts” of section 5, one usually replaces

the component “power-” by the word “exponential[ly]” (see, e.g., [24] or [11] for
details).

Despite the “different properness and different power stability” in CT, the “same”
results hold as in DT, with the exception that we do not guarantee the existence of a
proper stabilizing [DPF-]controller in general (just in the three special cases mentioned
below Theorem 7.5) and we made the slight “change” (C+

−ε instead of C
+) in (vii) at

the end of Remark 7.10.

Appendix A. Discrete-time proofs. In this appendix we shall prove all our
nontrivial results except those of section 7. We start by showing that every dynami-
cally stabilizable function has a r.c.f. For that purpose we need to recall part of [16],
particularly the fact that any H∞ /H∞ fraction can be written as a fraction of so-
called weakly r.c. functions. This requires the following definitions.

If N ∈ H∞(U, Y), M ∈ H∞(U), and M(0) ∈ GB(U), then we call NM−1 a right
factorization (of P , if P = NM−1 near 0). We call such a factorization a weakly right
coprime factorization (w.r.c.f.) if, in addition,[

N
M

]
f ∈ H2 ⇒ f ∈ H2(A.1)

for every proper U-valued function f , i.e., if a holomorphic U-valued function f defined
on a neighborhood of 0 is a restriction of an element of H2(U) whenever

[
N
M

]
f is a

restriction of an element of H2(Y× U).
We recall the following two propositions from [16].
Proposition A.1 (w.r.c.f.). A B(U, Y)-valued function P has a right factorization

iff it has a w.r.c.f.
Moreover, if P = NM−1 is a w.r.c.f., then all right factorizations of P are

parameterized by P = (NV )(MV )−1, where V ∈ H∞(U) and V −1 is proper. The
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w.r.c.f.’s are those for which V −1 ∈ H∞ too. In particular, if a function P has a
r.c.f., then every w.r.c.f. of P is a r.c.f.

Proposition A.2. If NM−1 is a w.r.c.f. with M ∈ H∞(U), R is a proper
B(Z, U)-valued function, and NR,MR ∈ H∞, then R ∈ H∞.

Lemma A.3. If P = NM−1 is a w.r.c.f. and (I−P )−1 ∈ H∞, then (M−N)−1 ∈
H∞.

Proof. Since I − P = (M −N)M−1, we have M(M −N)−1 = (I − P )−1 ∈ H∞

and

N(M −N)−1 = NM−1M(M −N)−1 = P (I − P )−1 = (I − P )−1 − I ∈ H∞.(A.2)

By Proposition A.2, it follows that (M −N)−1 ∈ H∞.
Now we are ready to prove the implication (ii)⇒(iv) in Theorem 1.1.
Lemma A.4. If Q is a proper stabilizing controller to a proper B(U, Y)-valued

function P , then P has a r.c.f.
In the proof we take the factorizations (of P and Q) determined by (1.1), re-

place them by weakly coprime factorizations (P = NM−1 and Q = Y X−1), and use
Lemma A.3 to prove the invertibility of

[
M Y
N X

]
in H∞.

Proof of Lemma A.4. By (1.1), P = N1M
−1
1 , where M1 := (I − QP )−1 ∈ H∞

and N1 := PM1 ∈ H∞. By Proposition A.1, P has a w.r.c.f. P = NM−1. Similarly,
Q has a w.r.c.f. Q = Y X−1. It obviously follows that

[
0 Q
P 0

]
=

[
0 Y
N 0

] [
M 0
0 X

]−1

(A.3)

is a w.r.c.f. Since
(
I −

[
0 Q
P 0

])−1 ∈ H∞ (see (1.1)), it follows from Lemma A.3 that

([
M 0
0 X

]
−
[

0 Y
N 0

])−1

=

[
M −Y
−N X

]−1

∈ H∞.(A.4)

Therefore,
[
M Y
N X

]−1
=

([
I 0
0 −I

] [
M −Y
−N X

] [
I 0
0 −I

])−1 ∈ H∞.
(The main part of the above is essentially the proof of [11, Lemmata 7.1.5 and

6.6.6] with w.r.c.f.’s in place of r.c.f.’s.)
Next we observe that a r.c.f. can be extended to a d.c.f. that has Y (0) = 0 and

X(0) ∈ GB.
Lemma A.5. Let NM−1 be a B(U, Y)-valued r.c.f. Then NM−1 has a d.c.f.[

M Y
N X

]
=

[
X̃ −Ỹ

−Ñ M̃

]−1 ∈ H∞(U × Y) such that X(0), X̃(0), M̃(0) ∈ GB and Y (0) = 0.

Moreover, the strictly proper function Q := Y X−1 = X̃−1Ỹ stabilizes P := NM−1 in

the sense that
[

I −Q
−P I

]−1 ∈ H∞. Furthermore, we can have above X(0) = I = M̃(0)

(and X̃(0) = I = M(0) if we replace N by NV and M by MV , where V := M(0) ∈
GB(U)).

Proof. By [16], we can extend the function
[
M
N

]
to a d.c.f.

[
M Y0

N X0

]
. Set

[
M Y1

N X1

]
:=[

M Y0

N X0

] [
I −M(0)−1Y0

0 I

]
to have Y1(0) = 0. It follows that X1(0) must be invertible. Set[

M Y
N X

]
:=

[
M Y1

N X1

] [ I 0
0 X1(0)

−1

]
to have X(0) = I; hence

[
X̃ −Ỹ

−Ñ M̃

]
(0) =

[
M(0)−1 0
P (0) I

]
,

where P := NM−1 (and
[

X̃ −Ỹ

−Ñ M̃

]
:=

[
M Y
N X

]−1
). The final claim obviously follows.

One easily verifies that
[

I −Q
−P I

]−1
=

[
MX̃ Y M̃
NX̃ XM̃

]
= I.

Lemma A.6. Conditions (i)–(v) of Theorem 1.1 are equivalent.
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Proof. 1◦ (i), (ii), (iv), and (v): By Lemmata A.4 and A.5, (i), (ii), and (iv) are

equivalent. If P = NM−1 is a r.c.f., then obviously so is
[
P 0
0 I

]
=

[
N 0
0 I

] [
M 0
0 I

]−1
;

thus, (iv) implies (v). Assume then (v). By Proposition 2.2,
[
P 0
0 I

]
has a realization

Σ̃ that satisfies the finite cost condition and its dual. Remove the bottom row of Σ̃
to obtain a realization Σ of P that satisfies the finite cost condition and its dual (this
follows very easily). By Proposition 2.2, this shows that P has a r.c.f.

2◦ (iii): Trivially, (i) implies (iii) (take R :=
[
Q 0
0 0

]
). If (iii) holds, then so does (v),

by Lemmata 3.1 and A.4 (with
[
P 0
0 I

]
in place of P ).

The following is well known [24].
Proposition A.7 (Schur decomposition). (a) If A = B−1 ∈ GB(X1×X2, Y1×Y2),

then A22 ∈ GB(X2, Y2) ⇔ B11 ∈ GB(Y1, X1) ⇒ B−1
11 = A11 −A12A

−1
22 A21.

(b) If A ∈ B(X1 × X2, Y1 × Y2) and A22 ∈ GB(X2, Y2), then A ∈ GB ⇔ A11 −
A12A

−1
22 A21 ∈ GB(X1, Y1).

Now we can prove the results of section 3.
Proof of Lemma 3.2. 1◦ Set

A := I − PR =

⎡
⎣ I −R11 −R12

−P I 0

0 −R21 I −R22

⎤
⎦ ,(A.5)

B := A−1. Assume that A22(0) := I − R22(0) ∈ GB. By Proposition A.7(a), B−1
11 =

A11−A12A
−1
22 A21 =

[
I −Q

−P I

]
, where Q := R11−R12(I−R22)

−1R21; hence B11 = B̃11,

where B̃ := (I − P R̃)−1, R̃ :=
[
Q 0
0 0

]
. Thus, R and R̃ are “equivalent.” But B̃21 = 0,

B̃12 = 0, and B̃22 = I; hence B̃ ∈ H∞, so also R̃ is stabilizing.
2◦ Assume that R and R̃ are equivalent. Then we again have B11 = B̃11. But

B̃−1
11 =

[
I −Q

−P I

]
is proper; hence B11(0) ∈ GB. By Proposition A.7(a), this implies

that GB � A22(0) = I −R22(0).
Proof of Lemma 3.3. By Lemma A.6, P has a r.c.f. NM−1. Set

T :=

⎡
⎣T11 T12 T13

T21 T22 T23

T31 T32 T33

⎤
⎦ := (I − PR)−1, X̃ := M−1T11, Ỹ := M−1T12.

(A.6)

Since T (I−PR) = I = (I−PR)T , we have (see (A.5)) T11I−T12P = I, −PT11+T21 =
0, and −PT12 + T22 = I; hence X̃ − Ỹ P = M−1, i.e., X̃M − Ỹ N = I, and also
−NX̃ + T21 = 0, −NỸ + T22 = 0. Thus, NX̃,NỸ ∈ H∞. But MX̃ = T11 ∈ H∞ and
MỸ = T12 ∈ H∞; hence X̃, Ỹ ∈ H∞, by Proposition A.2, and hence X̃ and Ỹ are l.c.
By duality (because Rd is stabilizing for P d), we get X and Y .

The following is a direct consequence of Proposition A.7.
Lemma A.8. Let P be B(U, Y)-valued and proper and let R =

[
0 I
Ỹ I−X̃

]
be B(Y×U,

Y × Y)-valued and proper. Then R(0) ∈ GB iff (X̃ − Ỹ P )(0) ∈ GB. Moreover, if
R(0) ∈ GB, then (set M := (X̃ − Ỹ P )−1)

(I − PR)−1 =

⎡
⎣ I + MỸ P MỸ M

P (I + MỸ P ) I + PMỸ PM

MỸ P MỸ M

⎤
⎦ =

⎡
⎣ MX̃ MỸ M

PMX̃ I + PMỸ PM

MX̃ − I MỸ M

⎤
⎦ .

(A.7)
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Proof of Lemma 3.5. 1◦ One easily verifies (3.3). By the definition of equivalence

(and the equation
[
M Y
N X

] [
X̃ −Ỹ

−Ñ M̃

]
= I), (3.2) follows.

2◦ If P = NM−1 is a r.c.f., X̃, Ỹ ∈ H∞, and Δ := X̃M − Ỹ N ∈ GH∞ (by
Proposition A.1, the same then holds for all r.c.f.’s of P ), then N1 := NΔ−1, M1 :=
MΔ−1 form a r.c.f. of P and satisfy X̃M1 − Ỹ N1 = I. By Lemma 3.4 and (3.3), only
the “only if” from the first “iff” remains to be proved.

3◦ Assume that R′ is stabilizing. By the proof of Lemma 3.3, R′ is equivalent to
X̃−1

1 Ỹ1, where X̃1, Ỹ1 ∈ H∞ and X̃1M1 − Ỹ1N1 = I for some r.c.f. P = N1M
−1
1 . By

(A.7) and the equivalence of R′ to X̃−1
1 Ỹ1, we have

[
M1X̃1 M1Ỹ1

]
=

[
MX̃ MỸ

]
;

hence X̃ = ΔX̃1 and Ỹ = ΔỸ1, where

Δ := M−1M1 = X̃M1 − Ỹ N1 ∈ H∞(U)(A.8)

(because M−1 = X̃ − Ỹ P ). But Δ−1 = M−1
1 M ; hence M1Δ

−1 = M and N1Δ
−1 =

PM . Since M,PM ∈ H∞, by (A.7), we have Δ−1 ∈ H∞, by Proposition A.2. Thus,
X̃M1 − Ỹ N1 = Δ ∈ G H∞.

Now we are ready to complete the proof of our main result.

Proof of Theorem 1.1. Lemma A.6 contains the equivalence. Assume then that
P = NM−1 is a r.c.f. By [16],

[
M
N

]
can be extended to a d.c.f. It obviously follows

that M̃(0) ∈ GB and P = M̃−1Ñ (see [11] or [24]). The Youla parameterization is
essentially from [4, Theorem 5.5] or [11, Theorem 7.2.14] (and can easily be obtained
from Lemmata 3.3 and 3.5). The claim on properness is from Lemma 3.2 and that
on strict properness is from Lemma 3.7.

Proof of Theorem 2.1. 1◦ If P = NM−1 is an α-r.c.f. and X̃M − Ỹ N = I,
X̃, Ỹ ∈ H∞, then X̃ − Ỹ P = M−1 near α, hence on ΩP ; hence then P = NM−1 is a
β-r.c.f. too. The rest of the last paragraph follows analogously.

2◦ (iii)–(iv”’): By 1◦, (iv) and (iv’) are equivalent. The implication (iv’)⇒(iv”’)
is from Theorem 1.1 (and Remark 7.1) and the converse is trivial. By duality, we get
(iv”)⇔(iv”’). The equivalence of (iii) and (iii’) follows from Lemma 3.3.

3◦ As in Remark 7.1, we observe that Theorem 1.1 holds with α in place of 0,
so the equivalence of (ii”) and (iv’) follows from that of (i) and (iv). Similarly, if
(ii’) holds and z ∈ ΩQ, then P has a z-r.c.f.; hence then (iv) holds, by 1◦. Trivially,
(ii”) implies (ii).

Proof of Corollary 1.2. The implications (vi)⇒(ii) and (iv)⇒(vii) are trivial (take
ε := 1/‖[X̃ − Ỹ ]‖2). Implication (iv)⇒(vi) is from [19, Corollary 6.6] and (vii)⇒(iv’)
(see Theorem 2.1) holds for some suitable α ∈ D by [7].

(In fact, (vii) is equivalent to (i)–(v) even if dim Y = ∞; it suffices that dim U <
∞.)

Next we need the following generalization of a classical result.

Lemma A.9 (R stabilizes P21). If R is stabilizing DPF-controller with internal
loop for P , then R is a stabilizing controller with internal loop for P21.

(This was shown rigorously in [11, Lemma 7.3.5], but this can be observed
from Figure 4.1: For w = 0 the closed-loop equations obviously define the map
(I − (P21)

R)−1 (see (3.1)) if we ignore the equation for z; thus, (I − (P21)
R)−1 is

contained in the “DPF closed-loop map” (I − PRDPF)−1 ∈ H∞ for P and R.)

Proof of Theorems 4.1 and 4.2. 1◦ We first note that if R DPF-stabilizes P with
internal loop, then it stabilizes P21, by Lemma A.9; hence then P21 has a d.c.f. and
R is equivalent to a canonical controller, by Theorem 1.1.
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2◦ (iii)⇒(iv): Let X̃−1Ỹ be a canonical controller that DPF-stabilizes P . Then

X̃−1Ỹ stabilizes P21. One can verify that
[
X̃ 0
0 I

]−1 [
0 Ỹ
0 0

]
is a canonical controller that

stabilizes P (see [11, Lemma 7.3.10] for details). By Lemma 3.5 it follows that there
exists a r.c.f. P = NM−1 such that[

I 0
0 I

]
=

[
X̃ 0
0 I

]
M −

[
0 Ỹ
0 0

]
N =

[
X̃M11 − Ỹ N21 X̃M12 − Ỹ N22

M21 M22

]
;(A.9)

in particular, X̃M11 − Ỹ N21 = I, M21 = 0, and M22 = I, and hence (iv) holds.
3◦ (iv)⇒(iii): Assume (iv). By Lemma 3.5 and (A.9), X̃−1Ỹ DPF-stabilizes P

iff we have [
X̃M11 − Ỹ N21 X̃M12 − Ỹ N22

0 I

]
∈ G H∞(U× W),(A.10)

or equivalently, X̃M11 − Ỹ N21 ∈ G H∞(U), or equivalently, iff the canonical controller
X̃−1Ỹ stabilizes N21M

−1
11 = P21. By Theorem 1.1 (applied to P21), such X̃, Ỹ ∈ H∞

do exist.
4◦ By duality, we get “(iii)⇔(v)”; hence (iii)–(v) are equivalent. Moreover, in 3◦

we observed that if (iv) holds, then a canonical controller DPF-stabilizes P iff it
stabilizes P21. By Theorem 1.1, all such canonical controllers are given by the Youla
parameterization (1.3) and at least one of them is strictly proper; hence (i) and (ii)
are equivalent to (iii). Moreover, by Lemmata A.9 and 3.3, any DPF-stabilizing
controller with internal loop for P is equivalent to some canonical controller. Thus,
both theorems have been established.

In a r.c.f. P = NM−1, the inverse M−1 has the same maximal domain as P .
Lemma A.10. If P : Ω → B(U, Y) is holomorphic, where Ω ⊂ D is connected,

and P = NM−1 is a α-r.c.f. for some α ∈ Ω, then P = NM−1 is a z-r.c.f. for every
z ∈ Ω.

(Indeed, if X̃M − Ỹ N = I, then I = (X̃ − Ỹ P )M = M(X̃ − Ỹ P ) near α, hence
on Ω.)

Thus, then any connected holomorphic extension of P (within D) is a restriction
of NM−1.

Next we conclude the same with a “possibly nonconnected Ω.” For example, if
NM−1 has an α1-r.c.f. and an α2-r.c.f., then these are the same (modulo a unit).

Lemma A.11. Let α1, α2 ∈ D, N ∈ H∞(U, Y), M ∈ H∞(U), M(α1),M(α2) ∈
GB(U). Let NkM

−1
k be an αk-r.c.f. of NM−1 (k = 1, 2). Then

[
N2

M2

]
=

[
N1

M1

]
V for

some V ∈ G H∞(U); in particular, N1M
−1
1 is also an α2-r.c.f. of NM−1.

Proof. Set F :=
[
N
M

]
, Fk :=

[
Nk

Mk

]
, and pick Gk ∈ H∞ such that GkFk = I

(k = 1, 2). By Proposition A.1 (and Remark 7.1), we have F = FkVk for some
Vk ∈ H∞(U) such that Vk(αk) ∈ GB(U) (k = 1, 2). Therefore V1 = G1F2V2 and
V2 = G2F1V1 = G2F1G1F2V2; hence G2F1G1F2 = I near α2, hence on D. Similarly,
TS = I, where T := G1F2, S := G2F1. But F2V2 = F1V1 = F1TV2; hence F2 = F1T
near α2, hence on D. Set V := T .

Proof of Lemma 6.1. 1◦ “If”: Set
[

X̃ −Ỹ

−Ñ M̃

]
:=

[
M Y
N X

]−1
. By (3.2) (and Re-

mark 7.1 and Lemma 3.2),
[

I −Q
−P I

]−1
=

[
Y Ñ+I Y M̃

XÑ XM̃

]
=: E on Ω.

2◦ “Only if”: By (1.1), N0,M0 ∈ H∞, where N0 := P (I − QP )−1 and M0 =
(I −QP )−1. Since P = N0M

−1
0 on Ω, P has an α-r.c.f. and a β-r.c.f., by Lemma A.4

(cf. Remark 7.1). By Lemma A.11, any α-r.c.f. of P is a β-r.c.f. of P .
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By Lemmata 3.3, 3.5, and 3.2, there exists an α-d.c.f.
[
M Y
N X

]
=

[
X̃ −Ỹ

−Ñ M̃

]−1

of P such that X(α) ∈ GB(Y) and Q = Y X−1 on a neighborhood of α. By the
above,

[
M Y
N X

]
is also a β-d.c.f. of P . Exchange the roles of P and Q to observe that

Q = Y X−1 is also a β-r.c.f. (in particular, X(β) ∈ GB(Y)).
3◦ By Proposition A.1 (cf. Remark 7.1),

[
M1 Y1

N1 X1

]
=

[
M Y
N X

] [
V 0
0 VQ

]
for some

V ∈ G H∞(U), VQ ∈ G H∞(Y); hence the claim on β-r.c.f.’s follows. The last claim
now follows from Lemma A.10.

Appendix B. Continuous-time proofs (for section 7). In this appendix we
prove the results of section 7.

Proof of Remark 7.1. This is straightforward, but we give some examples below.
For clarity, in this proof we add the prefix “(D′, ζ)-” when we refer to the redefined
terminology of Remark 7.1; otherwise we refer to the original DT terminology of
sections 1–6.

By the Riemann mapping theorem, there exists a holomorphic function f : D
′ → D

that has a holomorphic inverse and satisfies f(ζ) = 0. Obviously, a function P ′ is
(D′, ζ)-proper (resp., (D′, ζ)-H∞) iff P := P ′ ◦ f−1 is proper (resp., H∞). Moreover,
a function Q is a proper stabilizing controller for P iff Q′ := Q ◦ f is a (D′, ζ)-proper

stabilizing controller for P ◦ f = P ′, i.e., iff Q′ is (D′, ζ)-proper and
[

I −Q′

−P ′ I

]−1

is a bounded holomorphic function on D
′ (because

[
I −Q′

−P ′ I

]−1
=

[
I −Q

−P I

]−1 ◦ f

wherever either exists).
Similarly, also all other required old terminology is mapped to corresponding new

(D′, ζ)-terminology; hence all results mentioned in Remark 7.1 hold also for this new
(D′, ζ)-terminology.

For example, if a ζ-proper function P ′ has a (D′, ζ)-proper stabilizing controller,
then P := P ′ ◦ f−1 has a r.c.f. P = NM−1, by Theorem 1.1; hence then P ′ has the
r.c.f. N ′(M ′)−1 with N ′ := N ◦ f , M ′ := M ◦ f .

The original proofs of all DT results apply in their CT forms too except that part
of the proof of Theorem 1.1 would require additional details. Also Remark 7.1 (with
some additional work) could be used to prove almost all CT results, but in some cases
it becomes more cumbersome than the use of the original proofs, so we shall in each
proof below select the simplest method.

From now on we use the CT terminology defined in Definition 7.2 and below it
unless we explicitly use the prefix DT- (when referring to the original DT terminol-
ogy of sections 1–6)) or the prefix ζ- (when referring to the terminology defined in
Remark 7.1 for fixed ζ ∈ C

+ and D
′ := C

+). Thus, e.g., proper means H∞
∞, but

DT-proper (resp., ζ-proper) means holomorphic on a neighborhood of 0 (resp., ζ).
Observe that in, e.g., ζ-canonical controller or ζ-H∞ the prefix is redundant (but
DT-H∞ means holomorphic and bounded on D, not on C

+).
However, when referring to some result, we refer to its original form unless we

use the prefix “CT-” or “ζ-”. When we write, e.g., CT-Corollary 3.6, we refer to the
CT-form of Corollary 3.6 that is established in Theorem 7.3 (its proof is given later
below). Similarly, ζ-Corollary 3.6 refers to the form established in Remark 7.1 (with
D

′ = C
+).

We shall often need the fact that the (CT) r.c.f.’s of a proper function are the
same as its α-r.c.f.’s:

Lemma B.1 (α-r.c.f.). Let ω ≥ 0, P ∈ H∞
ω (U, Y), and α ∈ C

+
ω . Then an α-

r.c.f. of P is a r.c.f., and a r.c.f. of P is an α-r.c.f. A similar claim obviously holds
for l.c.f.’s and d.c.f.’s.
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Proof. If X̃, Ỹ ,M,N ∈ H∞, I = X̃M − Ỹ N (on C
+), and NM−1 = P on a

neighborhood Ω of α, then I = (X̃ − Ỹ P )M on C
+
ω and M(α)−1 exists; hence then

I = M(X̃ − Ỹ P ) on a neighborhood of α, hence on C
+
ω too, so then P = NM−1 is a

(CT) r.c.f. The converse is analogous.
Proof of Theorem 7.5. As in the proof of Lemma B.1, we observe that also

here α-r.c.f.’s coincide with r.c.f.’s. The rest of Theorem 7.5 is already contained in
ζ-Theorem 2.1 (for any fixed ζ ∈ ΩP ).

Proof of Theorem 7.4 except CT-Lemma 3.7. Pick ω ≥ 0 such that P ∈ H∞
ω , and

set ΩP := C
+
ω (and D

′ := C
+). Observe that a (CT) “canonical controller” is such

also in terms of Remark 7.1 (when, e.g., ζ ∈ C
+
ω ).

1◦ The equivalence of (i)–(v) follows from Theorem 7.5 as follows: The equivalence
“(iv)⇔(iv’)” is contained in Theorem 7.5. For α = ζ ∈ C

+
ω , we get “(iv)⇔(v)” from

“(iv)⇔(iv’)” (twice) and ζ-Theorem 1.1 (P has a r.c.f. ⇔ it has a ζ-r.c.f. ⇔
[
P 0
0 I

]
has

a ζ-r.c.f. ⇔
[
P 0
0 I

]
has a r.c.f.). Each of conditions (i) and (ii) is obviously equivalent

to (ii’) and/or (ii”) (of Theorem 7.5). (iii’) implies (iii); if (iii) holds, then P has a
ζ-r.c.f. for some ζ ∈ C

+
ω (pick one in the definition of the controller), by ζ-Theorem

1.1(iii) and (iv); i.e., then (iv’) holds (take α = ζ).
2◦ For any ζ ∈ C

+
ω , we get the d.c.f. from ζ-Theorem 1.1 and Lemma B.1. Ob-

viously, a canonical controller
[

0 Y
I I−X

]
stabilizes P iff it ζ-stabilizes P (for some ζ ∈

C
+
ω ). A stabilizing controller R ∈ H∞

∞ with internal loop for P is a ζ-stabilizing con-
troller with internal loop for P (for some ζ ∈ C

+
ω ), hence equivalent to a [ζ-]canonical

controller, by ζ-Lemma 3.3, so the Youla parameterization claim holds (recall Lemma
7.7).

Proof of Theorem 7.3. All propositions: The CT forms are given in [15].
Lemmata A.3, A.4, and 3.3: Use the original proofs.
Lemmata 3.4 and 3.5 and Corollaries 3.6 and 1.2: Use the original proofs, mutatis

mutandis (see Definition 7.2).
Lemmata A.9, A.10, A.11, and 3.1: These follow easily from Remark 7.1.

Lemma 3.7: Pick a d.c.f.
[
M Y
N X

]
=

[
X̃ −Ỹ

−Ñ M̃

]−1 ∈ H∞(U × Y) of P . Pick

ω′ > 0 such that ‖X̃(s) − M−1(s)‖ = ‖Ỹ (s)P (s)‖ < 1/2‖M‖H∞ for all s ∈ C
+
ω′

to have X̃(s)−1 bounded on C
+
ω′ . Thus, all canonical controllers are proper (see CT-

Corollary 3.6). By CT-Lemmata 3.2 and 3.3, all stabilizing controllers with internal
loop for P are proper.

Lemma 6.1: This follows easily from Remark 7.1 and Lemma B.1.
Proof of Theorem 7.6. One easily verifies that M(+∞) ∈ GB(U) [11, Proposition

6.3.1(c)]. Let P = N0M
−1
0 be a r.c.f. By CT-Proposition A.1,

[
N
M

]
=

[
N0

M0

]
V for

some V ∈ H∞ such that V −1 is proper. Let
[
M0 Y
N0 X

]
∈ G H∞(Y×U) (see Theorem 7.4)

and set

[
M0 Y0

N0 X0

]
:=

[
M0 Y
N0 X

] [
I −VM(+∞)−1Y
0 I

]
=

[
M0 (1 −MM(+∞)−1)Y
N0 X −NM(+∞)−1Y

]
.

(B.1)

Set
[

X̃ −Ỹ

−Ñ M̃

]
:=

[
M0 Y0

N0 X0

]−1 ∈ G H∞. Since Y0(+∞) = 0, the function M̃X0 =

I − ÑY0 is boundedly invertible on some right half-plane; hence so is X0 (because so
is M̃). Thus, Q = Y0X

−1
0 is strictly proper (and stabilizing, by Theorem 7.4).

Proof of Theorem 7.9. The equivalence of (ii) and (iii) follows from Theorem 7.4
(and the definitions). The rest follows from ζ-Theorem 4.2 and Lemma B.1 for a
suitable ζ.
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Proof of Theorem 7.8. From ζ-Theorem 4.1 (for some ζ in the domain of P and
R) we observe that the first equivalence and the last claim hold.

If Q is a stabilizing DPF-controller function for P , then it is a [ζ-]stabilizing
canonical controller for P21 given by the Youla parameterization (pick some ζ in the
domain of Q), by ζ-Theorem 4.1. The same holds when Q is a stabilizing controller
function for P21, by Theorem 7.4. Therefore, the second equivalence in Theorem 7.8
follows from the first.

Proof of Remark 7.10. In the proof of Remark 5.1, use (· − r) in place of (r·), for
a suitable r > 0.
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SIMPLIFIED FORMULA FOR A CONTROLLER IN OPTIMAL
CONTROL PROBLEMS∗

JOVAN STEFANOVSKI†

Abstract. We derive a simplified frequency-domain formula for a controller transfer matrix
for LQ optimal output feedback control of stochastic systems. For this purpose we apply a gen-
eralization of the Wiener–Hopf method. The generalization is characterized by the following three
properties: (1) We generalize the usual operator {·}+ on rational matrices in the traditional Wiener–
Hopf approach. The same algorithms as for computation of {·}+ are applicable to compute the
new operator. (2) The matrices of the Youla–Kučera parametrization do not appear in the opti-
mal controller transfer matrix C (they appear only in its derivation), even if the plant is unstable.
(3) Unlike the traditional Wiener–Hopf method [D. C. Youla, H. A. Jabr, and J. J. Bongiorno, Jr.,
IEEE Trans. Automat. Control, AC-21 (1976), pp. 319–338], where the spectral factors in the two
spectral factorizations are both stable and minimum phase, our spectral factors need to be minimum
phase only. Finally, three state-space applications of the formula are presented.

Key words. parametrization of stabilizing controllers, Laplace transformation, Wiener–Hopf
approach, partial fraction expansion, spectral factorization
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1. Introduction. Consider the system of Figure 1. This system is classical in
control theory and practice and it originates from the problem of optimal tracking with
rejection of disturbances in the presence of measurement noise, which is one of the
most important control problems. The variable w represents the plant disturbances,
v is measurement noise, and r is reference input (to-be-tracked signal).

� � �
�

C(s) � G(s),Gw(s) �

�

�

+
+ v

��

r + u y

−

w

controller plant

Fig. 1. Control scheme for tracking and disturbance rejecting.

The two approaches for linear quadratic (LQ) optimal control by output feed-
back are the time-domain approach, operating with state-space equations, and the
frequency-domain approach, operating with polynomial and/or rational matrices.

The state-space approach (see [3], [13], and references therein), did not solve the
optimization control problem for the system of Figure 1, where the spectral char-
acteristics of the signals r, w, and v are arbitrary, because problems with colored
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measurement noise, problems with a singular covariance matrix of a white measure-
ment noise, problems with a colored reference signal, problems with shape-deterministic
inputs, and problems with frequency-dependent weighting functions are not close to
the philosophy of this approach. In particular, the methodology of [3] and its gen-
eralization in [13] cannot directly solve our state-space applications presented in sec-
tions 4.1 and 4.3, because they require frequency-dependent spectral characteristics
of inputs, or shape-deterministic inputs. The application in section 4.2 have zero
matrix D12, where the matrix D12 is defined in [3], but the algorithm of [3] requires
D12 =

[
0
I

]
.

The second approach, with polynomial and/or rational matrices (see [17], [8],
[5], [2], [4], [6], [7], [11], and references therein), is based on solving a Wiener–Hopf
problem in the frequency domain [17], and uses the parametrization of all stabiliz-
ing controllers, known in the control literature as Youla–Kučera parametrization [17],
[5]. Unlike the state-space approach, this approach can handle colored input signals,
frequency-dependent weighting matrices, shape-deterministic inputs, and any struc-
ture at infinity of the plant, so the general LQ optimization problem of the system of
Figure 1 can be solved by the existing frequency-domain algorithms.

However, a disadvantage of the frequency-domain algorithms is that the matrices
of the Youla–Kučera parametrization appear in the controller transfer matrix, so
that it is quite complex, and unsuitable for large-scale systems because the pole-
zero cancellation in the controller transfer matrix among its products cannot be done
numerically in a reliable way. As a result, the controller order is greater than necessary,
and, more important, if the cancellation among the products in C is not done correctly,
the closed-loop system of Figure 1 can be unstable.1

On the other hand, given the optimal controller transfer matrix in the frequency
domain, when state-space equations are employed, matrices of Youla–Kučera param-
etrization can be removed from the optimal controller transfer matrix. Two different
approaches for this removal are presented in [10] and [14]. These results are satis-
factory, from a viewpoint of practical controller construction, but the solved class of
systems is limited. For example, in [10], the inputs are white noises (except the refer-
ence signal), having positive definite spectral densities, the weighting matrices in the
minimizing criterion are also positive definite, the plant transfer matrices are strict
proper, and the minimal realizations of Gw and G have the same poles.

In this work we solve the problem of obtaining a simplified controller transfer
matrix (see (4.1)), which is free of the matrices of Youla–Kučera parametrization.
This result allows us to solve, in respect to the cited results, more general optimal
control problems.

Before we proceed with an explanation of our contribution, some remarks are in
order.

Remarks on the notation and techniques used. All considered stochastic processes
are stationary. By E{·} we denote the mean value of a stochastic variable.

Vectors are denoted by lowercase symbols and matrices are denoted by uppercase
symbols.

If x(t) is a vector stochastic variable, then the matrix autocorrelation function is
defined by Φxx(τ) = E

{
x(t) · xT(t− τ)

}
.

By Φ(s) we denote the two-sided Laplace transformation of a function Φ(t), i.e.,
Φ(s) =

∫∞
−∞ Φ(t)e−stdt, α1 ≤ �(s) ≤ α2, α1 < 0 < α2, where by �(s) we denote the

1The matrices of the Youla–Kučera parametrization do not appear in the controller in Corollary 1
in [17], if the plant is stable.
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real part of s, and the inverse Laplace transformation is Φ(t) = 1
2πi

∫ i∞
−i∞ Φ(s)estds.

All considered functions of s are rational and with real coefficients. If not ambiguous,
we shall omit the Laplace argument s in the functions.

Poles and zeros of a rational matrix are defined through its McMillan form.
The notation Φ(s) ≤ O(sν) means that no entry of Φ grows faster than sν as

s → ∞. The rational matrix Φ(s) is proper if Φ(s) ≤ O(1) and is strict proper if
Φ(s) ≤ O(s−1). If Φ1 ≤ O(sν1) and Φ2 ≤ O(sν2), then Φ1Φ2 ≤ O(sν1+ν2).

The transfer matrix H(s) is stable if H(s) is analytic in �(s) ≥ 0. The transfer
matrix H(s) is minimum phase if the zeros of H(s) are in �(s) < 0. Matrix A is
stable if (sI −A)−1 is stable.

If Φ(s) is a rational matrix that is analytic on the imaginary axis, the integral∫ i∞
−i∞ Φ(s)ds is finite if and only if Φ(s) ≤ O(s−2). If Φ(s) ≤ O(s−2) and Φ is analytic

in �(s) ≥ 0 (or �(s) ≤ 0), then
∫ i∞
−i∞ Φ(s)ds = 0.

By Tr{·} we denote the trace of a square matrix, and by the superscript T we
denote the matrix transposition. By H∼ we denote the matrix HT(−s). By H−∼ we
denote the matrix (H∼)−1.

We introduce a generalization of the usual operators {·}+ and {·}− [8], [17]. Let
τ be a set of complex numbers and Φ be a rational matrix. There exists a partial
fraction expansion Φ = Φτ + Φσ such that the poles of Φτ are in τ , the poles of Φσ

are not in τ , and Φσ is strict proper. Then we define the operators {Φ}σ = Φσ and
{Φ}τ = Φτ . If τ is the open right complex half-plane, then {Φ}+ = {Φ}σ.

The operators {·}σ and {·}τ can be computed exactly as the operators {·}+ and
{·}−, that is, by partial fraction expansion.

To state the problem of the paper, consider the plant in Figure 1 with its proper
transfer matrices G and Gw, so that

y = Gu + Gww .

Define the tracking error as e = r − y. In respect to Figure 1, we have

e = r − y = Hx + (I − H)v ,(1.1)

u = CH(x − v) ,(1.2)

where H is the sensitivity matrix

H = (I + GC)
−1

,

and

x = r − Gww .(1.3)

We assume the following minimization criterion:

J = E
{
eT(t)Qee(t) + uT(t)Quu(t)

}
= Tr {QeΦee(0)} + Tr {QuΦuu(0)}

=
1

2πi

∫ i∞

−i∞
(Tr {QeΦee} + Tr {QuΦuu}) ds ,(1.4)

where Qe and Qu are some positive semidefinite weighting matrices, for an unknown
stabilizing controller.
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We assume that the stochastic signals r, w, and v are pairwise stochastically
independent and with spectral densities that are proper and positive semidefinite on
the imaginary axis. We also allow shape-deterministic inputs r, w, and v (or parts of
them) [1], [16].

We have

Φee = HΦxxH
∼ + (I − H)Φvv(I − H)∼ ,(1.5)

Φxx = Φrr + GwΦwwG∼
w ,

Φuu = CH(Φxx + Φvv)(CH)∼ .(1.6)

The criterion (1.4) depends on the controller transfer matrix C nonquadratically.
As usual, we shall transform the problem into an LQ problem, so that the criterion
depends on the unknown rational matrix (Youla–Kučera parameter) quadratically.
In section 2 we formulate a general theorem, which presents a solution of the above
problem, and in section 3 we present the proof of the theorem. In section 4 we
present three applications of the theorem, i.e., state-space solutions of optimal control
problems.

2. Formulation of main result. Throughout this paper we assume the follow-
ing.

Assumption 1. The rational matrix Φxx is strict proper.
There are two reasons for such an assumption: (1) The criterion (1.4) can be

finite only if Tr {QeHΦxxH
∼} ≤ O(s−2). If Φxx is only proper (not strict proper),

having in mind that H can be only proper when dealing with proper controllers and
plants, this condition is a constraint on optimal C. Such a constrained optimization
problem is not a topic of this paper. (2) There is not a physical meaning stating the
reference signal r to contain white noise or impulsive shape-deterministic signal, when
dealing with strict proper GwΦwwG∼

w , as we do in our applications in section 4.
Proposition 2.1. Given a proper transfer matrix G without unstable hidden

modes [17], and symmetric positive semidefinite matrices Qu and Qe, if Assumption 2
below holds, then there exist proper and stable rational matrices Ψ, Θ, U, V, Ψ1,
Θ1, U1, and V1, of which Θ, Θ1, U, and U1 are biproper, and V and V1 are strict
proper, such that

G = Θ−1
1 Ψ1 = ΨΘ−1 ,(2.1)

[
U V

−Ψ1 Θ1

] [
Θ −V1

Ψ U1

]
=

[
Θ −V1

Ψ U1

] [
U V

−Ψ1 Θ1

]
=

[
I 0
0 I

]
,(2.2)

Ψ∼QeΨ + Θ∼QuΘ = I .(2.3)

If G is strict proper, then Ψ and Ψ1 are strict proper.
Assumption 2. Rational matrix Qu + G∼QeG is biproper and without zeros on

the imaginary axis.
Proposition 2.1 is proved in [9], but for the case of positive definite matrices Qu

and Qe.
The system of Figure 1 is internally stable if and only if the four transfer matrices

H, HG, CH, and CHG are proper and stable. A controller that stabilizes the system
is called a stabilizing controller.
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To represent the class of all stabilizing controllers [15], we consider plant transfer
matrix G, satisfying Assumption 2.

Proposition 2.2. A controller C is stabilizing if and only if there exists a proper
and stable rational matrix S such that

C = ΘW (I − ΨW)
−1

,(2.4)

det (I − ΨW) �≡ 0 ,(2.5)

where

W = V + SΘ1 .(2.6)

By Proposition 2.2, transfer matrices H and CH can be expressed as

H = I − ΨW , CH = ΘW .(2.7)

Equations (1.1) and (1.2), having in mind (1.3), are[
y
u

]
=

[
−H −HGw

CH CHGw

] [
r − v
−w

]
+

[
r − v

0

]
;

therefore, besides internal system stability, transfer matrices HGw and CHGw have
to be also proper and stable. We satisfy that condition by assuming that the proper
plant transfer matrix Gw is

Gw = Θ−1
1 Ψ2(2.8)

for some proper stable rational matrix Ψ2. With (2.4), (2.6), and (2.8), it is easy to
prove that transfer matrices HGw and CHGw are proper and stable.

Remark 2.1. If G is strict proper, by Proposition 2.2 we have that (1) every
stabilizing controller is proper, and (2) the condition (2.5) is void. (See [15] also.)

In the following proposition we present conditions on the possible unstable inputs
r, w, and v such that the outputs e and u are strict proper and stable. This result we
apply when dealing with shape-deterministic inputs [1], [16], for example, when r or
w includes step or ramp functions, the most important inputs in respect to tracking
and disturbance rejection.

Proposition 2.3. Let C be a stabilizing controller of Proposition 2.2, parame-
trized by S. A necessary and sufficient condition for u and e to be strict proper and
stable is that Θ1r − Ψ2w and Wv are strict proper and stable.

Since we do not impose constraints on optimal W (or on optimal C) in this paper,
and since we cannot count on cancellation of the unstable terms of Θ1r and Ψ2w in
Θ1r−Ψ2w because of uncertainty in w, when dealing with shape-deterministic inputs
r and/or w and/or v, we assume the following.

Assumption 3. The rational functions Θ1r, Ψ2w, and v are strict proper and
stable.

We also introduce the following.
Assumption 4. There exists the spectral factorization

Φvv + Φxx = ΦΦ∼ ,

where Φ is nonsingular and minimum phase.
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If possible, we choose spectral factor Φ so that the following holds.
Assumption 5. Rational matrix Θ1Φ is stable and minimum phase.
This condition is not hard to satisfy, at least for the purpose of our applications

in section 4.
By Assumptions 3 and 4, rational matrix ΦvvΦ

−∼ does not have poles on the
imaginary axis.

Denote by τ the union of the sets of poles of Ψ∼, Θ∼, and unstable poles of
ΦvvΦ

−∼. Introduce rational matrices L, Lσ, and Lτ by

L = Ψ∼QeΦxxΦ
−∼ = Lσ + Lτ , Lσ

def
= {L}σ , Lτ

def
= {L}τ .(2.9)

Theorem 2.4. Suppose in addition to Assumptions 1–5 one has the following.
Assumption 6. No pole of Φ belongs to τ .
Assumption 7. Φ−1 ≤ O(s).
Then an optimal controller is given by (2.4), i.e.,

C = ΘW (I − ΨW)
−1

,(2.10)

where

W = LσΦ
−1 ,(2.11)

under condition (2.5) (which is void if G is strict proper).
A consequence of Theorem 2.4 is the following.
Corollary 2.5. Under Assumptions 1–7, if v is a white noise, then an optimal

controller is given by (2.10) and (2.11), where Lσ is given by

Lσ = {Ψ∼QeΦ}σ .(2.12)

3. Proof of main result. We start with the following.
Proof of Proposition 2.1. Since G is proper, there exist matrices A, B, C, and

D, with an (A,B) stabilizable pair and a (C,A) detectable pair, such that

G = D + C(sI −A)−1B
def
=

[
A B

C D

]
.(3.1)

Define matrices

[
U V

−Ψ1 Θ1

]
=

⎡
⎣ A− FC B − FD F

NuK Nu 0
−C −D I

⎤
⎦ ,(3.2)

[
Θ −V1

Ψ U1

]
=

⎡
⎣ A−BK BN−1

u F

−K N−1
u 0

C −DK DN−1
u I

⎤
⎦ ,(3.3)

where matrices Nu, K, and F are arbitrary with the properties that matrix Nu is
nonsingular and matrices A − BK and A − FC are stable. It can be checked that
identities (2.1) and (2.2) hold.

We shall choose matrices Nu and K so that (2.3) is satisfied.
By Assumption 2, matrix Qu1 = Qu+DTQeD is nonsingular, and rational matrix

Qu + G∼QeG does not have zeros on the imaginary axis. The zeros of that rational
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matrix are the same as the eigenvalues of the Hamiltonian matrix, associated with
the following continuous time algebraic Riccati equation (CARE):

Y A + ATY − (Y B + CTQeD)Q−1
u1 (BTY + DTQeC) + CTQeC = 0 .(3.4)

We shall use the following lemma [3].
Lemma 3.1. Consider CARE

Y A + ATY − (Y B + Σ12)Σ
−1
22 (BTY + Σ21) + Σ11 = 0 ,(3.5)

where

Σ =

[
Σ11 Σ12

Σ21 Σ22

]
= ΣT .

Sufficient conditions for existence of a stabilizing solution Y of CARE (3.5), i.e.,
such that matrix A−BΣ−1

22 (BTY + Σ21) is stable, are as follows:
(i) Σ ≥ 0;
(ii) the Hamiltonian matrix associated with (3.5) does not have eigenvalues on the

imaginary axis;
(iii) the matrix pair (A,B) is stabilizable.
By Lemma 3.1, the conditions of the positive semidefiniteness of Qe and Qu,

nonsingularity of Qu1, absence of purely imaginary eigenvalues of the Hamiltonian
matrix, and stabilizability of the pair (A,B) are sufficient for existence of a stabilizing
solution Y of CARE (3.4), i.e., for the stability of matrix A−BK, where

K = Q−1
u1 (BTY + DTQeC) .(3.6)

Using (3.4), it is easy to check the following spectral factorization:

Qu + G∼QeG = Δ∼Δ ,(3.7)

where

Δ = Nu(I + KΩB) , N2
u = Qu1 , Ω = (sI −A)−1 .(3.8)

Now define

Θ = Δ−1 = (I −KΩY B)N−1
u , ΩY = (sI −A + BK)−1(3.9)

and

Ψ = GΘ = [D + (C −DK)ΩY B]N−1
u .(3.10)

These Ψ and Θ coincide with Ψ and Θ defined in (3.3). The identity (3.7) becomes
(2.3).

Proof of Proposition 2.3. Express, at first, u and e:

u = CH(x − v) = Θ(V + SΘ1)(x − v)

= (V1Θ1 + ΘSΘ1)(x − v) = (V1 + ΘS)Θ1(x − v) ,

e = H(x − v) + v = (I − ΨW)(x − v) + v

= (I − ΨV − ΨSΘ1)(x − v) + v = (U1 − ΨS)Θ1(x − v) + v .
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Further we have

Uu − Ve = U(V1 + ΘS)Θ1(x − v) − V(U1 − ΨS)Θ1(x − v) − Vv

= SΘ1(x − v) − Vv = SΘ1x − Wv = S(Θ1r − Ψ2w) − Wv ,

Ψ1u + Θ1e = Ψ1(V1 + ΘS)Θ1(x − v) + Θ1(U1 − ΨS)Θ1(x − v) + Θ1v

= Θ1(x − v) + Θ1v = Θ1x = Θ1r − Ψ2w ,

i.e., [
U V

−Ψ1 Θ1

] [
−u
e

]
=

[
−S(Θ1r − Ψ2w) + Wv

Θ1r − Ψ2w

]
.

Therefore, the necessity is proved. The sufficiency is obvious if we solve the above
matrix system for −u and e, using (2.2).

Proof of Theorem 2.4. Rational matrix L (2.9) is strict proper. This fact easily
follows by Assumptions 1 and 7.2

Introduce the rational matrix

K = L − VΦ = Ψ∼QeΦxxΦ
−∼ − VΦ ,(3.11)

which is also strict proper, because V is strict proper.
To find another representation of K besides (3.11), which will be crucial in our

proof, we use the equation

UΘ + VΨ = I(3.12)

for U and V, which is contained in (2.2). Having in mind that a particular solution
of (3.12) for U, V, by (2.3), is Θ∼Qu, Ψ∼Qe, the general solution of (3.12) is

U = Θ∼Qu − RΨ1 ,(3.13)

V = Ψ∼Qe + RΘ1 ,(3.14)

where R is a rational matrix. Using the identities (3.13), (3.14), and (2.2), we obtain

R = −Ψ∼QeU1 + Θ∼QuV1 .(3.15)

Conversely, it is easy to check that this R satisfies the pair of equations (3.13) and
(3.14). So, we have

K = Ψ∼QeΦxxΦ
−∼ − VΦ = Ψ∼Qe (ΦΦ∼ − Φvv)Φ

−∼ − (Ψ∼Qe + RΘ1)Φ

= −Ψ∼QeΦvvΦ
−∼ − RΘ1Φ

= −Ψ∼QeΦvvΦ
−∼ − (−Ψ∼QeU1 + Θ∼QuV1)Θ1Φ .(3.16)

By (3.16), matrix K does not have purely imaginary poles.

2Rational matrix L is strict proper without Assumption 7 (see Remark 3.3).
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Using matrix K defined in (3.11), and (1.5), (1.6), and (2.7), the integrand-
function in the criterion (1.4) can be expressed as

Tr {QeΦee} + Tr {QuΦuu}

= Tr {Qe [HΦxxH
∼ + (I − H)Φvv(I − H)∼]} + Tr {QuCH(Φxx + Φvv)(CH)∼}

= Tr {Qe [(I − ΨW)Φxx(I − W∼Ψ∼) + ΨWΦvvW
∼Ψ∼]}

+ Tr {QuΘW(Φxx + Φvv)W
∼Θ∼}

= Tr {Qe [Φxx − ΦxxW
∼Ψ∼ − ΨWΦxx + ΨW(Φxx + Φvv)W

∼Ψ∼]}

+ Tr {QuΘW(Φxx + Φvv)W
∼Θ∼}

= Tr {Qe (Φxx − ΦxxW
∼Ψ∼ − ΨWΦxx)}

+ Tr {(Ψ∼QeΨ + Θ∼QuΘ)W(Φxx + Φvv)W
∼}

= Tr {QeΦxx} − Tr {LΦ∼W∼} − Tr {WΦL∼} + Tr {WΦΦ∼W∼}

= Tr {QeΦxx} − Tr {LL∼} + Tr
{(

W − LΦ−1
)
ΦΦ∼ (

W − LΦ−1
)∼}

= Tr {QeΦxx} − Tr {LL∼} + Tr {(SΘ1Φ − K) (SΘ1Φ − K)
∼} ,(3.17)

where identities (2.3) and W − LΦ−1 = (SΘ1Φ − K)Φ−1 have been also used.
With respect to (3.17), we shall prove the following.
Lemma 3.2. Rational function Tr {QeΦxx} − Tr {LL∼} is ≤ O(s−2) and does

not have purely imaginary poles.
Proof. The first property is obvious. Concerning the absence of purely imaginary

poles, compute at first

Tr {QeΦxx} − Tr {LL∼} = Tr {Qe(ΦΦ∼ − Φvv)} − Tr {(K + VΦ)(K + VΦ)∼}

= Tr {(V∼Ψ∼Qe + QeΨV −Qe)Φvv} − Tr {KK∼}

+ Tr {Φ∼ (Qe + V∼RΘ1 + Θ∼
1 R∼V − V∼V)Φ} ,(3.18)

where expression (3.11) for K is used. The matrices in the first two traces of (3.18)
do not have purely imaginary poles.

Concerning the matrix in the third trace of (3.18), we have

Qe + V∼RΘ1 + Θ∼
1 R∼V − V∼V = Z + Θ∼

1 R∼RΘ1 ,(3.19)

where identity (3.14) is used, and matrix Z by

Z = Qe −QeΨΨ∼Qe

is introduced. We shall prove that matrix Z can be represented as

Z = Θ∼
1 M̂Θ1(3.20)

for some matrix M̂ that does not have purely imaginary poles. Since matrices Θ1Φ
and R (3.15) do not have purely imaginary poles, by (3.18) and (3.19) it will follow
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that rational function Tr {QeΦxx}−Tr {LL∼} does not have purely imaginary poles,
as required.

Define matrix Ĝ, which is analytic on the imaginary axis, by

Ĝ =

[
Q

1
2
uΘ

Q
1
2
e Ψ

]
.(3.21)

By Ĝ∼Ĝ = I, it has full column rank on the imaginary axis. Define matrix Ẑ, which
is analytic on the imaginary axis, by

Ẑ = I − ĜĜ∼ .

We have, on the imaginary axis s = jω,

0 ≤
[

I

Ĝ∼

] [
I, Ĝ

]
=

[
I Ĝ

Ĝ∼ I

]
∼=

[
I − ĜĜ∼ 0

0 I

]
=

[
Ẑ 0
0 I

]
,

where ∼= stands for the congruency relation of hermitian matrices. Therefore, matrix
Ẑ is positive semidefinite on the imaginary axis and of constant rank, and there exists
its factorization

Ẑ = Q∼Q

for some rational matrix Q.
By ẐĜ = (I − ĜĜ∼)Ĝ = 0, it follows that

QĜ = 0 .(3.22)

We have

Z = Qe −QeΨΨ∼Qe = Q
1
2
e

(
I − [0, I]ĜĜ∼

[
0
I

])
Q

1
2
e

= Q
1
2
e [0, I]Ẑ

[
0
I

]
Q

1
2
e = Q

1
2
e [0, I]Q∼Q

[
0
I

]
Q

1
2
e = Q

1
2
e Q∼

2 Q2Q
1
2
e ,(3.23)

where matrix Q is partitioned on Q = [Q1,Q2],
It follows from (3.22), i.e.,

Q1Q
1
2
uΘ + Q2Q

1
2
e Ψ = 0 ,

that

Q1Q
1
2
u = −MΨ1 , Q2Q

1
2
e = MΘ1(3.24)

for some rational matrix M, i.e.,

Q

[
Q

1
2
u 0

0 Q
1
2
e

]
= M [−Ψ1, Θ1] .

By right multiplication of the above identity with the matrix
[−V1

U1

]
, using (2.2), we

obtain

M = Q

[
Q

1
2
u 0

0 Q
1
2
e

] [
−V1

U1

]
.
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Now define matrix M̂ by

M̂ = M∼M = [−V∼
1 ,U

∼
1 ]

[
Q

1
2
u 0

0 Q
1
2
e

]
Ẑ

[
Q

1
2
u 0

0 Q
1
2
e

] [
−V1

U1

]
.

Matrix M̂ does not have purely imaginary poles, and, by (3.23) and (3.24), identity
(3.20) holds, as required.

By (3.17), Lemma 3.2, and the fact that K is strict proper and without poles on
the imaginary axis, criterion (1.4) is finite if and only if SΘ1Φ is strict proper.

By (3.16), since Θ1Φ is stable, the unstable poles of K are contained in the union
of the sets of poles of Ψ∼, Θ∼, and the unstable poles of ΦvvΦ

−∼, i.e., the complex
numbers in τ .

So, if we extract the poles in τ off the rational matrix K by partial fraction
expansion, we shall obtain a stable rational matrix. Therefore, the rational matrix

Kσ
def
= {K}σ = {L − VΦ}σ = Lσ − VΦ ,(3.25)

where we have used Assumption 6, is stable.
Further on, since matrices S, Θ1Φ, Kσ, and K∼

τ are stable and matrices SΘ1Φ,

Kσ, and K∼
τ are strict proper, where Kτ

def
= {K}τ , we have∫ i∞

−i∞
(SΘ1Φ − Kσ)K∼

τ ds = 0 .(3.26)

The integrand (3.17) can be expressed as

Tr {QeΦxx} − Tr {LL∼} + Tr {(SΘ1Φ − Kσ) (SΘ1Φ − Kσ)
∼}

− Tr {(SΘ1Φ − Kσ)K∼
τ } − Tr {Kτ (SΘ1Φ − Kσ)

∼} + Tr {KτK
∼
τ } .

Having in mind (3.26), it remains to integrate

Tr {QeΦxx} − Tr {LL∼} + Tr {LτL
∼
τ }

+ Tr {(SΘ1Φ − Kσ) (SΘ1Φ − Kσ)
∼} ,(3.27)

where the identity Kτ = Lτ has been used.
The integral of the function (3.27) is minimal if we take

SΘ1Φ − Kσ = 0 .

The parameter-matrix

S = KσΦ
−1Θ−1

1(3.28)

is indeed proper (by Assumption 7) and stable (because rational matrix Θ1Φ is min-
imum phase).

Optimal W is also proper and stable, and, by (3.28) and (3.25),

W = V + SΘ1 = V + KσΦ
−1 = V + (Lσ − VΦ)Φ−1 = LσΦ

−1 .

The finiteness of the criterion with optimal C follows by Lemma 3.2 and
(3.27).



2022 JOVAN STEFANOVSKI

Remark 3.1. By (3.27), the minimum of the criterion (1.4) is obtained by inte-
grating Tr {QeΦxx} − Tr {LL∼} + Tr {LτL

∼
τ }. To compute the minumum, we can

transform this problem into computing an H2 norm of possibly unstable transfer
matrices. In applying such an algorithm, care must be taken to prevent existence of
purely imaginary poles in the integrand-functions. For instance, if shape-deterministic
inputs are present, the two functions Tr {QeΦxx} and Tr {LL∼} may have purely
imaginary poles (although the function Tr {QeΦxx} − Tr {LL∼} does not).

Remark 3.2. Assumptions 1, 3, and 5 are consistent. In particular, if r, w,
and v are shape-deterministic signals satisfying Assumption 3, then Φxx = Φrr +
GwΦwwG∼

w = Θ−1
1 (Θ1ΦrrΘ

∼
1 +Ψ2ΦwwΨ∼

2 )Θ−∼
1 is strict proper. Conversely, if Φxx

is strict proper, then Θ1r and Ψ2w are strict proper. Further on, under Assumption 3,
from Θ1ΦΦ∼Θ∼

1 = Θ1ΦvvΘ
∼
1 + Θ1ΦrrΘ

∼
1 + Ψ2ΦwwΨ∼

2 , it follows that Θ1Φ does
not have purely imaginary poles.

Remark 3.3. If we relax the definition of internal stability of the system of Fig-
ure 1 so that we do not impose properness of the four transfer matrices H, HG, CH,
and CHG, and if we relax Assumption 3 so that we do not impose strict properness
of Θ1r, Ψ2w, and v when we deal with shape-deterministic inputs, we can generalize
Theorem 2.4 so that we avoid Assumption 7. In this new optimal control problem,
parameter-matrix S in (3.28) need not be proper.

To prove the generalization, it suffices to prove that matrix L is strict proper
without Assumption 7. By (2.9), it suffices to prove that ΦxxΦ

−∼ is strict proper.
Without loss of generality, assume that Φvv = UvU

∼
v and Φxx = UxU

∼
x , for some

possibly nonsquare proper matrices Uv and Ux. Then

Φvv + Φxx = UvU
∼
v + UxU

∼
x = [Uv,Ux]

[
U∼

v

U∼
x

]
= ΦΦ∼ .

It follows that Φ−1[Uv,Ux] is proper and in particular, that Φ−1Ux is proper. By
the fact that Φxx = UxU

∼
x is strict proper, U∼

x is strict proper. As a consequence,
Φ−1Φxx = (Φ−1Ux)U∼

x is strict proper.
Remark 3.4. Another generalization of Theorem 2.4 can be made by considering

set τ being of as few elements as possible, but including all unstable poles of K. Such
a decrease in the number of elements of τ is required because of Assumption 6, and it
does not affect Lσ. If we consider the minimal τ , i.e., consisting of all unstable poles
of K, matrices U1 and V1 will appear in the controller transfer matrix implicitly. To
compromise we assume that τ is a union of the sets of the poles of Ĝ∼ (3.21) and the
unstable poles of Ψ∼QeΦvvΦ

−∼.
Remark 3.5. Concerning the satisfaction of Assumption 5, we could take a sys-

tematic approach to finding a stable and minimum phase factor Θ1Φ in the factoriza-
tion Θ1ΦΦ∼Θ∼

1 = Θ1(Φvv +Φrr)Θ
∼
1 +Ψ2ΦwwΨ∼

2 , but we regard such an approach
as more complex, at least when the plant is given by state-space equations, because
matrices Θ1 and Ψ2 will appear in the controller transfer matrix.

Proof of Corollary 2.5. We have

Lσ =
{
Ψ∼QeΦxxΦ

−∼}
σ

=
{
Ψ∼Qe (ΦΦ∼ − Φvv)Φ

−∼}
σ

= {Ψ∼QeΦ}σ −
{
Ψ∼QeΦvvΦ

−∼}
σ

= {Ψ∼QeΦ}σ ,

because rational matrix Ψ∼QeΦvvΦ
−∼ has its poles in τ .

Example 3.1. This example illustrates the possibilities we have of satisfying
Assumption 5. Let G be given by (3.1), Φww = 0, Φrr = 0, and Φvv = M =
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Const > 0. We have at least two possibilities: to take the constant matrix Φ = N ,
N2 = M , or to take the matrix Φ = (I + CΩXCTM−1)N , where Ω = (sI − A)−1

and X is the stabilizing solution of CARE:

AX + XAT −XCTM−1CX = 0 ,

i.e., a solution such that matrix ΩX = (sI−A+XCTM−1C)−1 is stable. To achieve
the property of minimum phase and stability of Θ1Φ, we take the second solution.
Indeed, by (3.2), we have Θ1 = I − CΩFF , ΩF = (sI −A + FC)−1 and

Θ1Φ =
[
I − CΩF (F −XCTM−1)

]
N ,

(Θ1Φ)−1 = N−1
[
I + CΩX(F −XCTM−1)

]
.

Therefore, Θ1Φ is minimum phase and stable. Optimal controller C can be easily
found (see section 4).

Example 3.2. This example illustrates that Assumption 6 cannot be avoided in
general. Let G = (1 + s)/(1− s), Qe = Qu = 1, Φvv = 0, Φxx = 1/(1− s2). We have
that

Ψ =
1√
2
, Δ = Θ−1 =

√
2
1 + s

1 − s
, Θ1 = Θ , Φ =

1

1 − s
;

hence τ = {1}. Since Θ1Φ = 1√
2(1+s)

, Assumption 5 is satisfied. By L = 1√
2(1−s)

, it

follows that Lσ = 0, so application of (2.10) and (2.11) gives C = 0. This controller
renders the system unstable; hence it is not optimal. However, Assumption 6 is not
satisfied because the pole at 1 of Φ belongs to τ .

4. Applications. The first purpose of this section is to illustrate the applica-
tion of the simplified formulas (2.10) and (2.11), in particular, to show how the new
operator {·}σ can be computed, and to show that Assumptions 1–7 are not unreal-
istic, especially the most important assumption that rational matrix Θ1Φ is stable
and minimum phase. The other purpose of this section is to solve three important
optimal control problems explicitly.

We assume the plant transfer matrix G given by (3.1), and the plant transfer
matrix

Gw = C(sI −A)−1Bw = CΩBw .

These G and Gw are in the required forms (2.1) and (2.8), correspondingly, with
Ψ2 = C(sI −A + FC)−1Bw.

We shall use the following form of optimal controller (see (2.10) and (2.11)):

C =
(
Δ − LσΦ

−1G
)−1

LσΦ
−1 ,(4.1)

where matrix Δ = Θ−1 is defined in (3.8).

4.1. Output zeroing: Colored measurement noise is present. In this
subsection we assume the output zeroing case, i.e., r = 0, and white disturbance noise
with Φww = W ≥ 0. We have

Φxx = CΩSΩ∼CT , S = BwWBT
w .
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Also we assume colored measurement noise with the following covariance matrix

Φvv = ΩvV Ω∼
v , Ωv = (sI −Av)

−1 ,

for some stable matrix Av and positive semidefinite V .
To apply Theorem 2.4, we have to solve the following spectral factorization:

Φvv + Φxx = CΩSΩ∼CT + ΩvV Ω∼
v = ΦΦ∼ ,

where Φ is minimum phase.
Since the rational matrix Ωv is minimum phase already, we can search Φ in the

form

Φ = ΩvΦ1 ,

where Φ1 is a minimum phase spectral factor in the factorization

Ω−1
v CΩSΩ∼CTΩ−∼

v + V = Φ1Φ
∼
1 .(4.2)

Having in mind the identity

Ω−1
v CΩ = C + QΩ , Q = CA−AvC ,(4.3)

the problem (4.2) transforms into

M + CSΩ∼QT + QΩSCT + QΩSΩ∼QT = Φ1Φ
∼
1 ,(4.4)

where

M = V + CSCT .

Using Assumption 7, we deduce that matrix M is positive definite. Introduce the
matrix N by N2 = M , and consider the following CARE:

XAT + AX + S − (SCT + XQT)M−1(CS + QX) = 0 .

To prove the existence of a stabilizing solution X of CARE, it suffices to prove that
the matrix pair (AT, QT) is stabilizable (see Lemma 3.1). We have, identically[

sI −Av −C
0 I

] [
C

sI −A

]
=

[
Q

sI −A

]
.

Since the eigenvalues of matrix Av are stable and matrix pair (C,A) is detectable, the
pencil

[
Q

sI−A

]
has full column rank for every s, �(s) ≥ 0; i.e., matrix pair (AT, QT)

is stabilizable.
The spectral factor Φ1 in (4.4) is

Φ1 = N + QΩ
(
SCT + XQT

)
M−1N .

To check Assumption 5, write at first,

Φ = ΩvΦ1 = Ωv

[
N + QΩ(SCT + XQT)M−1N

]
= ΩvN1 + CΩN2 ,
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where N2 = (SCT + XQT)M−1N , N1 = N − CN2. We have, by (3.2),

Θ1Φ = (I − CΩFF )(ΩvN1 + CΩN2)

= ΩvN1 + CΩN2 − CΩFFΩvN1 − CΩFFCΩN2

= ΩvN1 + CΩN2 − CΩFFΩvN1 − C(Ω − ΩF )N2

= ΩvN1 − CΩFFΩvN1 + CΩFN2 ,

so, Θ1Φ is stable, because ΩF = (sI −A+FC)−1 is stable. To check that it is mini-

mum phase, introduce the rational matrix ΩX =
[
sI −A+ (SCT +XQT)M−1Q

]−1
.

The matrix identity

ΩX(SCT + XQT)M−1QΩ = Ω − ΩX(4.5)

is easy to check. We have

(Θ1Φ)
−1

= Φ−1Θ−1
1 = N−1

[
I −QΩX(SCT + XQT)M−1

]
Ω−1

v (I + CΩF )

= N−1
[
I −QΩX(SCT + XQT)M−1

]
(Ω−1

v + CF + QΩF )

= N−1
[
I −QΩX(SCT + XQT)M−1

]
(Ω−1

v + CF ) + N−1QΩF −N−1Q(Ω − ΩX)F

= N−1
[
I −QΩX(SCT + XQT)M−1

]
(Ω−1

v + CF ) + N−1QΩXF ,

so, Θ1Φ is minimum phase.
From the identity ΦvvΦ

−∼ = ΩvV Ω∼
v Ω−∼

v Φ−∼
1 = ΩvV Φ−∼

1 , it follows that the
set τ consists of the poles of Ω∼

X and Ω∼
Y , where ΩY is given in (3.9).

To find optimal controller C, at first compute, using (4.5),

(CT + Ω∼QT)
[
I −M−1(CS + QX)Ω∼

XQT
]

= CT − CTM−1(CS + QX)Ω∼
XQT + Ω∼QT − Ω∼QTM−1(CS + QX)Ω∼

XQT

= CT − CTM−1(CS + QX)Ω∼
XQT + Ω∼QT − (Ω∼ − Ω∼

X)QT

= CT +
[
I − CTM−1(CS + QX)

]
Ω∼

XQT .(4.6)

Further on, using (4.6) and the matrix identity

ΩS
[
I − CTM−1(CS + QX)

]
Ω∼

X = ΩX + XΩ∼
X ,

compute

ΩS(CT + Ω∼QT)
[
I −M−1(CS + QX)Ω∼

XQT
]

= ΩSCT + ΩS
[
I − CTM−1(CS + QX)

]
Ω∼

XQT

= ΩSCT + (ΩX + XΩ∼
X)QT

= Ω(SCT + XQT) + XΩ∼
XQT .(4.7)
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Using (3.10), (4.3), (4.7), and the matrix identity

Ω∼
Y (CT −KTDT)QeCΩ = Ω∼

Y Y + Y Ω ,(4.8)

where Y , K, and ΩY are given by (3.4), (3.6), and (3.9), we compute

L = Ψ∼QeΦxxΦ
−∼

=
[
DN−1

u + (C −DK)ΩY BN−1
u

]∼
QeCΩSΩ∼CTΩ−∼

v

·
[
I + QΩ(SCT + XQT)M−1

]−∼
N−1

= N−1
u

[
DT + BTΩ∼

Y (CT −KTDT)
]
QeCΩS(CT + Ω∼QT)

·
[
I −M−1(CS + QX)Ω∼

XQT
]
N−1

= N−1
u

[
DT + BTΩ∼

Y (CT −KTDT)
]
QeC

[
Ω(SCT + XQT) + XΩ∼

XQT
]
N−1

= N−1
u

[
DTQeCΩ(SCT + XQT) + DTQeCXΩ∼

XQT

+ BT(Ω∼
Y Y + Y Ω)(SCT + XQT) + BTΩ∼

Y (CT −KTDT)QeCXΩ∼
XQT

]
N−1 .

Since the poles of Ω∼
X and Ω∼

Y belong to τ , we have

Lσ =
{
Ψ∼QeΦxxΦ

−∼}
σ

= NuKΩ(SCT + XQT)N−1 .

To compute W, we use the identity (4.5):

W = LσΦ
−1

= NuKΩ(SCT + XQT)M−1
[
I −QΩX(SCT + XQT)M−1

]
Ω−1

v

= NuK
[
Ω(SCT + XQT)M−1 − (Ω − ΩX)(SCT + XQT)M−1

]
Ω−1

v

= NuKΩX(SCT + XQT)M−1Ω−1
v .

Further on, using identities (3.8), (4.3), and (4.5), we obtain

N−1
u (Δ − WG) = I + KΩB −KΩX(SCT + XQT)M−1Ω−1

v (D + CΩB)

= I + KΩB −KΩX(SCT + XQT)M−1(Ω−1
v D + CB + QΩB)

= I + KΩB −KΩX(SCT + XQT)M−1(Ω−1
v D + CB) −K(Ω − ΩX)B

= I + KΩX

[
B − (SCT + XQT)M−1(Ω−1

v D + CB)
] def

= I + KΩXHv .

Introduce the matrices

E1 = I − (SCT + XQT)M−1DK ,

A1 = A−BK − (SCT + XQT)M−1(Q + AvDK − CBK) .
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To achieve proper controller C, assume that matrix E1 is nonsingular; then we have,
for optimal controller C,

C = (Δ − WG)
−1

W

= (I + KΩXHv)
−1

KΩX(SCT + XQT)M−1Ω−1
v

= K
[
sI −A + (SCT + XQT)M−1Q + HvK

]−1
(SCT + XQT)M−1Ω−1

v

= K
(
sI − E−1

1 A1

)−1
E−1

1 (SCT + XQT)M−1Ω−1
v

= Dc + K
(
sI − E−1

1 A1

)−1
Bc ,

where

Dc = KE−1
1 (SCT + XQT)M−1 , Bc = E−1

1

[
A1Dc − (SCT + XQT)M−1Av

]
.

The order of the controller is n.
Concerning Assumption 6, we shall give its interpretation for this particular

application. The poles of Φ are a union of the eigenvalues of A and eigenvalues
of Av, and the set τ is a union of the eigenvalues of −(A − BK) and eigenval-
ues of −

[
A − (SCT + XQT)M−1Q

]
. Therefore, Assumption 6 means that the

unstable eigenvalues of A are not eigenvalues of −(A − BK) and eigenvalues of
−
[
A− (SCT + XQT)M−1Q

]
.

4.2. Output zeroing: Measurement noise is absent. To apply Corollary 2.5
on case r = 0, v = 0, and white disturbance noise with Φww = W ≥ 0, the following
spectral factorization requires

GwWG∼
w = ΦΦ∼ ,(4.9)

where Φ is a minimum phase spectral factor. Since Gw is strict proper, the spec-
tral factorization (4.9) is not obvious. Using Assumption 7, we deduce that matrix
CBwWBT

wC
T is positive definite. Without loss of generality, we assume matrix A in

block-triangular form

A =

[
A1 A3

0 A2

]
,

where A1 is a square matrix of dimension p, p being the number of outputs, and
A2 is a square matrix of dimension n − p. In addition, we assume the matrix C1 is
nonsingular, where

C = [C1, C2] , Bw =

[
B1

B2

]
.

For reduction of the matrix A in the above form by orthogonal similarity trans-
formation matrices, the QR-algorithm can be applied. We do not have additional
requirements on the eigenvalues of the matrices A1 and A2. We have

Gw = [C1, C2]

[
Ω1 Ω1A3Ω2

0 Ω2

] [
B1

B2

]
= C1Ω1B1 + C1Ω1A3Ω2B2 + C2Ω2B2 ,
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where Ω1 = (sI − A1)
−1, Ω2 = (sI − A2)

−1. Introduce the matrices P and Q by
P = C−1

1 C2 and Q = PA2 −A1P . Then Ω−1
1 C−1

1 C2Ω2 = P + QΩ2 and

Gw = C1Ω1 [B1 + PB2 + (A3 + Q)Ω2B2] .

The rational matrix C1Ω1 is minimum phase already; therefore it remains to
factorize the rational matrix

[B1 + PB2 + (A3 + Q)Ω2B2]W [B1 + PB2 + (A3 + Q)Ω2B2]
∼

= Φ1Φ
∼
1 ,

where Φ1 is a minimum phase spectral factor. Since the matrix

M = (B1 + PB2)W (B1 + PB2)
T

= C−1
1 CBwWBT

wC
TC−T

1

is positive definite, we can introduce matrix N by N2 = M , and the following CARE:[
B2WBT

1 + B2WBT
2 P

T + X(A3 + Q)T
]
M−1

[
B1WBT

2 + PB2WBT
2 + (A3 + Q)X

]
−XAT

2 −A2X −B2WBT
2 = 0 .

We shall prove that it has a stabilizing solution X. For that purpose, having in mind
Lemma 3.1, it suffices to prove that matrix pair (AT

2 , (A3 + Q)T) is stabilizable. The
matrix pencil ⎡

⎣ C1 C2

sI −A1 −A3

0 sI −A2

⎤
⎦ ∼

⎡
⎣ C1 0
sI −A1 −[A3 + (sI −A1)P ]

0 sI −A2

⎤
⎦

has full column rank, for every complex s, �(s) ≥ 0, because the pair (C,A) is de-
tectable, where ∼ stands for the strict equivalence relation of matrix pencils. There-
fore, the matrix pencil[

A3 + (sI −A1)P
sI −A2

]
∼

[
A3 + PA2 −A1P

sI −A2

]
=

[
A3 + Q
sI −A2

]

has full column rank for every s, �(s) ≥ 0. Therefore matrix pair (AT
2 , (A3 +Q)T) is

stabilizable.
The spectral factorization (4.9) is solved by

Φ = C1Ω1Φ1 ,(4.10)

where

Φ1 = N + (A3 + Q)Ω2ZN ,(4.11)

Z =
[
B2WBT

1 + B2WBT
2 P

T + X(A3 + Q)T
]
M−1 .

It is easy to check that another form of Φ is

Φ = CΩU , U =

[
I − PZ

Z

]
N .(4.12)
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Having solved the factorization (4.9), we have to check Assumption 5. Concerning
stability of Θ1Φ, we have, by (3.2) and (4.12),

Θ1Φ = (I − CΩFF )CΩU = CΩU − CΩFFCΩU

= CΩU − C(ΩF − Ω)U = CΩFU ,

where ΩF = (sI − A + FC)−1. Hence Θ1Φ is stable. Further on, Θ1Φ is minimum
phase, because it has the same zeros as CΩU .

Now, proceed with computation of Lσ in (2.12). We have, by (3.10), (4.12), (4.8),
and (3.6),

Lσ = {Ψ∼QeΦ}σ =
{
N−1

u

[
DT + BTΩ∼

Y (CT −KTDT)
]
QeCΩU

}
σ

=
{
N−1

u

[
DTQeCΩ + BT(Ω∼

Y Y + Y Ω)
]
U
}
σ

= N−1
u (BTY + DTQeC)ΩU

= NuKΩU ,

because the set τ consists of the poles of Ω∼
Y . Introduce matrix ΩX = [sI − A2 +

Z(A3 + Q)]−1. We shall need the following three matrix identities:

ΩUN−1(A3 + Q)ΩX = ΩC⊥ − C⊥ΩX ,

where

C⊥ =

[
−P
I

]
,

UN−1 − C⊥Z =

[
I
0

]
,

and

ΩXZΩ−1
1 = Z + ΩXR , R = −ZA1 + A2Z − Z(A3 + Q)Z ,

which can be easily checked. We have

W = LσΦ
−1 = NuKΩUN−1 [I + (A3 + Q)Ω2Z]

−1
Ω−1

1 C−1
1

= NuKΩUN−1 [I − (A3 + Q)ΩXZ]Ω−1
1 C−1

1

= NuK
[
ΩUN−1 − ΩUN−1(A3 + Q)ΩXZ

]
Ω−1

1 C−1
1

= NuK
(
ΩUN−1 − ΩC⊥Z + C⊥ΩXZ

)
Ω−1

1 C−1
1

= NuK

(
Ω

[
I
0

]
+ C⊥ΩXZ

)
Ω−1

1 C−1
1

= NuK

([
I
0

]
+ C⊥ΩXZΩ−1

1

)
C−1

1

= NuK

([
I
0

]
+ C⊥(Z + ΩXR)

)
C−1

1

= NuK
(
U + C⊥ΩXRN

)
N−1C−1

1 .
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To find controller transfer matrix C, we shall need the following two identities:

ΩXRC−1
1 CΩ = ΩXL− LΩ , L = [Z, ZP − I] ,

and

I − UN−1C−1
1 C + C⊥L = 0 .

We have

N−1
u (Δ − WG)

= I + KΩB −K
(
U + C⊥ΩXRN

)
N−1C−1

1 (D + CΩB)

= I −KUN−1C−1
1 D + K(I − UN−1C−1

1 C)ΩB

−KC⊥ΩXRC−1
1 D −KC⊥ΩXRC−1

1 CΩB

= I −KUN−1C−1
1 D −KC⊥LΩB −KC⊥ΩXRC−1

1 D −KC⊥(ΩXL− LΩ)B

= N−1
u N1 −KC⊥ΩX(RC−1

1 D + LB) ,

where Δ is given by (3.8), and the matrix

N1 = Nu(I −KUN−1C−1
1 D)

= N−1
u

[
Qu + DTQeD − (BTY + DTQeC)UN−1C−1

1 D)
]

= N−1
u (Qu −BTY UN−1C−1

1 D)

has been introduced. To achieve proper controller C, assume that N1 is nonsingular
and introduce the rational matrix

ΩXY =
[
sI −A2 + Z(A3 + Q) − (RC−1

1 D + LB)N−1
1 NuKC⊥]−1

.

The last matrix identity we shall need is

ΩXY (RC−1
1 D + LB)N−1

1 NuKC⊥ΩX = ΩXY − ΩX .

We have

C = (Δ − WG)
−1

W

= N−1
1

[
I + NuKC⊥ΩXY (RC−1

1 D + LB)N−1
1

]
NuK(U + C⊥ΩXRN)N−1C−1

1

= N−1
1

[
NuKU + NuKC⊥ΩXRN + NuKC⊥ΩXY (RC−1

1 D + LB)N−1
1 NuKU

+ NuKC⊥(ΩXY − ΩX)RN
]
N−1C−1

1

= N−1
1 NuK

{
U + C⊥ΩXY

[
RN + (RC−1

1 D + LB)N−1
1 NuKU

]}
N−1C−1

1 .

This is a state space realization of optimal controller C. Note that its order is minimal,
equal to n− p.

Concerning Assumption 6, we shall give its interpretation for this particular ap-
plication. By (4.12), the poles of Φ are the eigenvalues of A, and the set τ consists
of the eigenvalues of −(A−BK). Therefore, Assumption 6 means that the unstable
eigenvalues of A are not eigenvalues of −(A−BK).

Remark 4.1. In the above example we have assumed that rational matrix GwW
is right invertible. If it is not right invertible, under very general conditions, we can
apply an observer of arbitrary pole distribution, in which the disturbance variable w
is absent [12] (of minimal order n − p), and detect the state variable x arbitrarily
fast.
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4.3. Tracking: White measurement noise is present. In this subsection
we assume white noises with Φvv = M > 0, N2 = M , Φww = W ≥ 0, and G strict
proper (i.e., D = 0 in (3.1)).

For some symmetric positive definite matrix H, let the spectral density of a shape-
deterministic reference signal r be

Φrr = CrΩrBrHBT
r Ω∼

r C
T
r , Ωr = (sI −Ar)

−1 ,

where (Ar, Br) and (Cr, Ar) are controllable and observable matrix pairs, correspond-
ingly.

To solve the formulated optimal control problem, we shall apply Corollary 2.5.
By Assumption 1, the condition of stability of Θ1r has to be satisfied. We have

Θ1r = (I − CΩFF )CrΩrBr = CrΩrBr − CΩFFCrΩrBr

= CrΩrBr − C(ΩFUr − UrΩr)Br = (Cr + CUr)ΩrBr − CΩFUrBr ,

where Ur is a solution of the Sylvester equation

UrAr − (A− FC)Ur + FCr = 0 .(4.13)

If the pair (C,A) is observable, we can take the eigenvalues of A−FC pairwise distinct
of the eigenvalues of Ar; hence (4.13) has a solution for Ur. Since the pair (Ar, Br)
is controllable, from the condition of stability of (Cr + CUr)ΩrBr, we obtain the
condition of stability of (Cr + CUr)Ωr.

To find Φ, write

Φvv + Φxx = M + Φrr + GwWG∼
w

def
= M + C̄(sI − Ā)−1B̄Φ̄B̄T(−sI − ĀT)−1C̄T

def
= M + ḠΦ̄Ḡ∼ = ΦΦ∼ ,

where

C̄ = [Cr, C] , Ā =

[
Ar 0
0 A

]
, B̄ =

[
Br 0
0 Bw

]
, Φ̄ =

[
H 0
0 W

]
,

Ḡ = C̄(sI − Ā)−1B̄
def
= C̄Ω̄B̄ .

We have

Φ = N + C̄Ω̄XC̄TM−1N ,(4.14)

and X is the stabilizing solution of CARE

ĀX + XĀT −XC̄TM−1C̄X + B̄Φ̄B̄T = 0 .

The stabilizing solution exists because, by Lemma 3.1, matrix pair (Cr, Ar) is observ-
able and (C,A) is observable; i.e., matrix pair (C̄, Ā) is observable.

Consider the following Sylvester equation for the unknown matrix K1:

K1Ar + (A−BQ−1
u BTY )TK1 + CTQeCr = 0 .(4.15)
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We shall prove that it has a solution. By (4.14), the poles of Φ are a union of the
eigenvalues of A and eigenvalues of Ar, and the set τ consists of the eigenvalues of
−(A − BK) and eigenvalues of −(Â − XĈTMĈ). Therefore, Assumption 6 means
that the unstable eigenvalues of A and unstable eigenvalues of Ar are not eigenval-
ues of −(A − BK) and of −(Â − XĈTMĈ). In particular, the eigenvalues of Ar

and eigenvalues of −(A − BK)T = −(A − BQ−1
u BTY )T are pairwise distinct; hence

Sylvester equation (4.15) has a solution.
We shall need the matrix identity

Ω∼
Y C

TQeCrΩr = Ω∼
Y K1 + K1Ωr ,

where K1 is the solution of Sylvester equation (4.15), and the identity (4.8) with
D = 0.

Compute {
Ω∼

Y C
TQeC̄Ω̄

}
σ

=
[
Ω∼

Y C
TQeCrΩr, Ω∼

Y C
TQeCΩ

]
σ

= [Ω∼
Y K1 + K1Ωr, Ω∼

Y Y + Y Ω]σ

= [K1Ωr, Y Ω] = [K1, Y ]

[
Ωr 0
0 Ω

]
= ZΩ̄ ,

where Z = [K1, Y ]. Further we have

Lσ = {Ψ∼QeΦ}σ =
{
N−1

u BTΩ∼
Y C

TQe

(
N + C̄Ω̄XC̄TM−1N

)}
σ

= N−1
u BTZΩ̄XC̄TM−1N

and

W = LσΦ
−1 = N−1

u BTZΩ̄XC̄TM−1
(
I + C̄Ω̄XC̄TM−1

)−1

= N−1
u BTZ

(
I + Ω̄XC̄TM−1C̄

)−1
Ω̄XC̄TM−1

= N−1
u BTZ

(
sI − Ā + XC̄TM−1C̄

)−1
XC̄TM−1

= N−1
u BTZΩXXC̄TM−1 ,

where ΩX =
(
sI − Ā + XC̄TM−1C̄

)−1
. It is easy to check that

ΩXXC̄TM−1CΩ = LΩ − ΩXL ,

where L =
[

0
I

]
. Therefore

C = (Δ − WG)
−1

W

=
[
Nu + NuQ

−1
u BTY ΩB −N−1

u BTZΩXXC̄TM−1CΩB
]−1

W

=
[
Nu + NuQ

−1
u BTY ΩB −N−1

u BTZ(LΩ − ΩXL)B
]−1

W

= (I + Q−1
u BTZΩXLB)−1Q−1

u BTZΩXXC̄TM−1

= Q−1
u BTZ(I + ΩXLBQ−1

u BTZ)−1ΩXXC̄TM−1

= Q−1
u BTZ(sI − Ā + XC̄TM−1C̄ + LBQ−1

u BTZ)−1XC̄TM−1 ,
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because ZL = Y . This is a state-space realization of optimal controller C. Its order
is n + nr, where nr is the dimension of the matrix Ar.

It remains to check Assumption 5. We have

Θ1Φ = (I − CΩFF )(N + C̄Ω̄XC̄TM−1N)

= N + C̄Ω̄XC̄TM−1N − CΩFFN − CΩFFC̄Ω̄XC̄TM−1N

= N + C̄Ω̄XC̄TM−1N − CΩFFN − C(ΩFU − UΩ̄)XC̄TM−1N ,

where U = [Ur,−I]. Further we have

Θ1Φ = N + (Cr + CUr)Ωr[I, 0]XC̄TM−1N − CΩF (F + UXC̄TM−1)N .

Since (Cr + CUr)Ωr is stable, Θ1Φ is stable. Further we have

(Θ1Φ)
−1

= Φ−1Θ−1
1 = N−1(I − C̄ΩXXC̄TM−1)(I + CΩF )

= N−1
[
I + CΩF − C̄ΩXXC̄TM−1 − C̄(LΩ − ΩXL)F

]
= N−1

[
I − C̄ΩX(XC̄TM−1 − LF )

]
.

Therefore, Θ1Φ is minimum phase.
Remark 4.2. It can be proved that the property Θ1r being stable is independent

of the matrix F in (3.2) and (3.3), introduced to define Θ1.

Conclusions. We have presented solutions to an LQ output tracking controller
in the presence of plant disturbances with or without measurement noise, in which
matrices of Youla–Kučera parametrization do not appear. Further research can be as
follows:

• Although matrices of Youla–Kučera parametrization are not present in the
optimal controller transfer matrix, they are still present in the expression for the
minimal value of the criterion (see (3.18) and (3.19)). On the other hand, if we
deal with the LQG control problem, the minimal value of the criterion can be easily
expressed in explicit form, without matrices of Youla–Kučera parametrization. Can
it be expressed in a similar explicit form in general?

• Generalize the application from subsection 4.1 to consider Φvv = V1ΩvV Ω∼
v V

T
1

for some matrix V1. The augmentation method of subsection 4.3 can be applied, and
then spectral factorization of strict proper matrices of subsection 4.2 can be applied.

Acknowledgment. The author is grateful to a reviewer for many helpful
remarks.
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ON THE PARAMETRIZATION OF ALL REGULARLY
IMPLEMENTING AND STABILIZING CONTROLLERS∗

C. PRAAGMAN† , H. L. TRENTELMAN‡ , AND R. ZAVALA YOE‡

Abstract. In this paper we deal with problems of controller parametrization in the context
of behavioral systems. Given a full plant behavior, a subbehavior of the manifest plant behavior
is called regularly implementable if it can be achieved as the controlled behavior resulting from
the interconnection of the full plant behavior with a suitable controller behavior, in such a way
that the controller does not impose restrictions that are already present in the plant. We establish
a parametrization of all controllers that regularly implement a given behavior. We also obtain a
parametrization of all stabilizing controllers.

Key words. linear differential system behaviors, implementability, stabilization, parametriza-
tion of controllers, Youla parametrization
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1. Introduction. An important issue in the behavioral approach to control is
that of implementability. The concept of implementability has been successfully ap-
plied to resolve a number of important synthesis problems in the behavioral approach,
in particular the synthesis of dissipative systems [11] and the behavioral versions of
the problems of pole placement and stabilization [2]. The concept was also studied in
[3], for nD behaviors in [7], and for general behaviors in [8]. A nice overview can also
be found in [1]. Implementability deals with the issue which system behaviors can be
achieved (“implemented”) by interconnecting a given system with a controller, and
is thus concerned with the limits of performance of a given plant. In the behavioral
framework this is made precise as follows. Given is a system behavior (plant) with
two types of variables: the variable w to be controlled, and the variable c (the control
variable) on which we are allowed to put restrictions. A controller for our plant behav-
ior is an additional system behavior, called controller behavior. Interconnecting the
plant with the controller simply means requiring c to be an element of the controller
behavior. The space of all w trajectories that are possible after interconnecting the
plant behavior with the controller behavior forms the so-called manifest controlled be-
havior. A behavior is called implementable (w.r.t. the given plant behavior) if it can
be achieved as manifest controlled behavior in this way. In the contexts of synthesis of
dissipative systems, pole placement, and stabilization, an important role is also played
by regular implementability. A given behavior is called regularly implementable if it
can be achieved by a controller behavior that does not impose restrictions on the
control variable that are already present in the plant; equivalently, the number of
outputs of the associated full controlled behavior is equal to the sum of the number
of outputs of the plant and the number of outputs of the controller. In [11], for a
given plant behavior a characterization was given of all implementable behaviors, and
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in [2] a characterization was given of all regularly implementable behaviors. Once a
given behavior is (regularly) implementable, it is important to know which controller
behaviors implement it. In this paper we establish a parametrization of all controller
behaviors that regularly implement a given behavior.

A controller is called a stabilizing controller if it regularly implements a stable
behavior. In [2], conditions on the plant behavior were given for the existence of a
stabilizing controller. Once a stabilizing controller exists, it is important to have a
parametrization of all stabilizing controllers. In fact, a result of paramount impor-
tance in feedback control is the celebrated Youla parametrization of all stabilizing
controllers; see [12] and [9]. In this paper we find a parametrization of all stabiliz-
ing controllers in the behavioral framework. In this framework, the parametrization
problem was considered before in [4] for the so-called full interconnection case. Here,
we resolve the general, partial interconnection case.

The outline of this paper is as follows. In section 2 we review the basic material
on linear differential systems needed in this paper and some less known material on
left and right minimal annihilators. In section 3 we formulate the main problems that
we treat in this paper, the problems of parametrizing all regularly implementing con-
trollers and all stabilizing controllers. We also give some motivating examples there.
Section 4 deals with the special case of full interconnection. We review the basic facts
on implementability by full interconnection and present a new condition for regular
implementability. Next, we solve the problems of parametrizing all regularly imple-
menting controllers and all stabilizing controllers, both for the full interconnection
case. Section 5 solves the parametrization problem for the case that in the plant be-
havior the control variable is observable from the manifest variable. Next, in section
6, we reduce the general, nonobservable, case to the observable case by describing
two reduction steps. Then, in section 7 we give a parametrization of all stabilizing
controllers, first in the observable case, and next by reducing the general case to the
observable case. Finally, in section 8, we provide a number of worked out examples
to illustrate the theory of this paper.

In several places in this paper we denote by col(A,B) the matrix obtained by
stacking A over B. A polynomial p is called Hurwitz if all its zeros are contained in
the open left half complex plane C

− := {λ ∈ C | Re(λ) < 0}. A square polynomial
matrix P is called Hurwitz if det(P ) is Hurwitz. Finally, we denote C

+ := {λ ∈ C |
Re(λ) ≥ 0}.

2. Linear differential systems. In the behavioral approach to linear systems,
a dynamical system is given by a triple Σ = (R,Rq,B), where R is the time axis, R

q is
the signal space, and the behavior B is a subset of C∞(R,Rq) (the space of all infinitely
often differentiable functions from R to R

q) consisting of all solutions of a set of higher
order, linear, constant coefficient differential equations. More precisely, there exists a
real polynomial matrix R with q columns such that B = {w ∈ C∞(R,Rq) | R( d

dt )w =
0}. Any such dynamical system Σ is called a linear differential system. The set of all
linear differential systems with q variables is denoted by Lq. Since the behavior B

of the system Σ is the central item, we will speak mostly about the system B ∈ Lq

(instead of Σ ∈ Lq). Henceforth, in this paper we will suppress the notation d
dt and

write Rw instead of R( d
dt )w.

The behavioral approach makes a distinction between the behavior as the space
of all solutions to a set of (differential) equations and the set of equations itself. A
set of equations in terms of which the behavior is defined is called a representation of
the behavior. If a behavior B is represented by Rw = 0, then we call this a kernel
representation of B and often write B = ker(R).
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Suppose R has p rows. Then the kernel representation is said to be minimal if ev-
ery other kernel representation of B has at least p rows. A given kernel representation
B = ker(R) is minimal if and only if the polynomial matrix R has full row rank (see
[5, Theorem 3.6.4]). The number of rows in any minimal kernel representation of B is
denoted by p(B). This number is called the output cardinality of B. It corresponds to
the number of outputs in any input/output representation of B (see [5, section 3.3]).

A linear differential system is defined as the solution space B of a differential
equation of the form Rw = 0. However, such a system can have other representations
as well. One of these is the image representation. Let M be a real polynomial matrix
with q rows and, say, l columns. If

B = {w ∈ C
∞(R,Rq) | there exists � ∈ C∞(R,Rl) such that w = M�},

then we call w = M� an image representation of the system behavior B and often
write B = im(M). The linear differential system B has an image representation if and
only if it is controllable (see [5, Theorem 6.6.1]). If B = ker(R), then B is controllable
if and only if the rank of the complex matrix R(λ) is independent of λ for λ ∈ C.
If B is a linear differential system, then we denote by Bcont the largest controllable
subbehavior of B (see [5, Theorem 5.2.14]). The system B is stabilizable if and only
if the rank of R(λ) is independent of λ for λ ∈ C

+ (see [5, Theorem 5.2.30]).
We now recall the concepts of minimal (left and right) annihilator. If M is a

polynomial matrix, then the polynomial matrix R is called a minimal left annihilator
(MLA) of M if im(M) = ker(R). Since, for any M , im(M) is a linear differential
behavior (see [5, section 6.6]), and since every linear differential behavior has a kernel
representation ker(R), every M has an MLA. For a given polynomial matrix R, the
polynomial matrix M is called a minimal right annihilator (MRA) of R if im(M) =
(ker(R))cont. Given R, the controllable part (ker(R))cont of ker(R) admits an image
representation im(M) (see [5, Theorem 6.6.1]). Thus every R has an MRA.

In many places in this paper, we will use, for a given M , an MLA of R with full
row rank. If the given M has full row rank, say q, then for consistency we define such
a full row rank MLA as the “void” matrix R with 0 rows and q columns. Likewise we
often use, for a given R, an MRA with the property that M(λ) has full column rank
for all λ. If R has full column rank q, we define such an M to be the void matrix with
q rows and 0 columns. In that case, if K is a given matrix with q columns, then KM
is again void. Finally, we use the convention that if R is void, with zero rows and q
columns, then a full column rank MRA is given by the q × q identity matrix Iq.

Note that if R is a full row rank MLA, say of M , then automatically R(λ) has full
row rank for all λ ∈ C. Indeed, if ker(R) = im(M), then ker(R) is controllable so its
rank is independent of λ. As an immediate consequence of this, if R is a full row rank
MLA, then there exists a polynomial matrix R′ such that col(R,R′) is unimodular.

Next, we review some facts on observability. Suppose B ∈ Lq with system variable
w = (w1, w2), where w1 and w2 take values in R

q1 and R
q2 , respectively, q = q1 + q2.

We call w2 observable from w1 if (w1, w2), (w1, w
′
2) ∈ B implies w2 = w′

2. We call w2

detectable from w1 if (w1, w2), (w1, w
′
2) ∈ B implies limt→∞(w2(t) − w′

2(t)) = 0. If B

is represented by R1w1+R2w2 = 0, then w2 is observable from w1 if and only if R2(λ)
has full column rank for all λ ∈ C ([5, Theorem 5.3.3]). Also, w2 is detectable from
w1 if and only if R2(λ) has full column rank for all λ ∈ C

+ ([5, Theorem 5.3.17]).
We now review some facts on elimination. Again, let B ∈ Lq with system variable

w = (w1, w2). Let Pw1
denote the projection onto the w1-component. Then the

set Pw1B of all w1 for which there exists w2 such that (w1, w2) ∈ B is again a
linear differential system. In this paper we denote Pw1

B by Bw1
. We call Bw1

the
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system obtained by eliminating w2 from B ([5, section 6.2.2]). If B = ker(R1 R2),
then a representation of Bw1 is obtained as follows: choose a unimodular matrix
V such that V R2 = col(R12, 0), with R12 full row rank, and conformably partition
V R1 = col(R11, R21). Then Bw1 = ker(R21) (see [5, section 6.2.2]). This is due to the
fact that R12 is a full row rank polynomial matrix, which therefore induces a surjective
differential operator from C∞(R,Rq2) to C∞(R,Rr), with r := rowdim(R12).

Sometimes, system behaviors are represented by latent variable representations of
the form Rw = M�, with latent variable �. Of course, this equation represents the full
behavior of all (w, �) that satisfy the differential equation. The w-behavior B obtained
by eliminating � from this full behavior is called the manifest behavior associated
with this latent variable representation. On several occasions in this paper we need
to compute the output cardinality p(B) of this behavior in terms of the polynomial
matrices R and M . It was shown in [2, Lemma 8], that p(B) = rank(R,M) −
rank(M).

Finally, we recall some facts on autonomous systems. If the behavior B has the
property that p(B) = q (the number of variables; thus all variables are output), then
we call B autonomous. An autonomous system is called stable if limt→∞ w(t) = 0 for
all w ∈ B (see [5, section 7.2]).

3. Problem formulation. In this section we introduce the main problems that
are considered in this paper. We first briefly review the relevant definitions on inter-
connection and implementability. For an extensive treatment, see [2]. Let Pfull ∈ Lq+k

be a linear differential system, with system variable (w, c), where w takes its values
in R

q and c in R
k. The variables w should be interpreted as the variables to be con-

trolled, and the variables c are those through which we can interconnect the plant to
a controller and are called the control variables. Let C ∈ Lk be a controller behavior,
with variable c.

Definition 1. The interconnection of Pfull and C through c is defined as the
system behavior Kfull(C) ∈ Lq+k, given by Kfull(C) = {(w, c) | (w, c) ∈ Pfull and c ∈
C}. This behavior is called the full controlled behavior.

Definition 2. The interconnection of Pfull and C through c is called regular if the
output cardinality of the full controlled behavior is the sum of the output cardinalities
of the plant and the controller, i.e., p(Kfull(C)) = p(Pfull) + p(C).

This condition is equivalent to the following: C does not reimpose restrictions on
Kfull(C) that are already present in Pfull (see also [7, Definition 3.1]).

Definition 3. The behavior (Kfull(C))w ∈ Lq that is obtained by eliminating c
from Kfull(C) is called the manifest controlled behavior.

Let K ∈ Lq be a given behavior, which should be interpreted as a “desired”
behavior. A fundamental question is whether this K can be achieved as controlled
behavior as stated in the following definition.

Definition 4. If there exists C ∈ Lk such that K = (Kfull(C))w, then K is called
implementable by partial interconnection (through c, w.r.t. Pfull). If there exists
C ∈ Lk such that K = (Kfull(C))w and p(Kfull(C)) = p(Pfull) + p(C), then we call K

regularly implementable by partial interconnection (through c, w.r.t. Pfull).
Necessary and sufficient conditions for a given K ∈ Lq to be (regularly) imple-

mentable by partial interconnection have been obtained in [11] and [2]. We will review
these conditions in section 5.

We now formulate the first main problem that we deal with in this paper. Let
Pfull = ker(R1 R2) be a minimal representation of the plant. Let K = ker(K) be a
minimal representation of the desired behavior. Then the problem is as follows: give a
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parametrization, in terms of the polynomial matrices R1, R2 and K, of all polynomial
matrices C such that the controller ker(C) regularly implements K.

Example 5. Consider the plant behavior Pfull with manifest variable w = (w1, w2)
and control variable c = (c1, c2) represented by

w1 + ẇ2 + ċ1 + c2 = 0,

c1 + c2 = 0.

Clearly, (Pfull)w = C∞(R,R2). For the desired behavior K we take K = {(w1, w2) |
w1 + ẇ2 = 0}. The following controller regularly implements K through c: C =
{(c1, c2) | ċ1 + c2 = 0}. Also every controller represented by kc1 + c2 = 0, with
k �= 1, regularly implements K. We would like to find a parametrization of all 1 × 2
polynomial matrices C(ξ) = (C1(ξ) C2(ξ)) such that C = ker(C1 C2) regularly
implements K.

We now recall the definition of a stabilizing controller (see [2, section 3]).
Definition 6. Let Pfull ∈ Lq+k. The controller C ∈ Lk is said to stabilize Pfull

through c if the manifest controlled behavior (Kfull(C))w is stable and the interconnec-
tion of Pfull and C is regular. The controller C is then called a stabilizing controller.

The following result was shown in [2, Theorem 6].
Proposition 7. Let Pfull ∈ Lq+k. There exists a stabilizing controller C if and

only if (Pfull)w is stabilizable and in Pfull w is detectable from c.
We now formulate the second main problem that is solved in this paper. Let

Pfull = ker(R1 R2) be a minimal representation of the plant. Then the problem is
as follows: give a parametrization, in terms of the polynomial matrices R1 and R2, of
all polynomial matrices C such that the controller ker(C) is a stabilizing controller.

Example 8. Consider the full plant behavior Pfull represented by

w1 + ẇ2 + ċ1 + c2 = 0,

w2 + c1 + c2 = 0,

ċ1 + c1 + ċ2 + c2 = 0.

A stabilizing controller is given by C = {(c1, c2) | ċ2 + 2c1 + c2 = 0}. Indeed, by
eliminating c from the full controlled behavior Kfull(C) (as described in section 2) we
find that (Kfull(C))w = ker(R), with

R(ξ) =

(
0 ξ + 1
−1 2

)
,

which is Hurwitz. Yet another class of stabilizing controllers is represented by C(ξ) =
(ξ(ξ + 1) + k, ξ + 1 + k), k ∈ R. We want to find a parametrization of all 1 × 2
polynomial matrices C(ξ) such that ker(C) is a stabilizing controller.

For the special case of full interconnection (see section 4), the problem of parame-
trizing all stabilizing controllers was considered earlier in [4]. Of course, in the context
of feedback stabilization this parametrization problem dates back to the famous result
of Youla [12].

4. Implementability and controller parametrization: The full intercon-
nection case. In this section we treat the full interconnection case. First, we briefly
review some facts on implementability and present a new condition for regular im-
plementability. Then we establish a parametrization of all controllers that regularly
implements a given behavior. Finally, we parametrize all stabilizing controllers.
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Let P ∈ Lq be a plant behavior. A controller for P is a system behavior C ∈ Lq.
The full interconnection of P and C is defined as the system with behavior P ∩ C.
This controlled behavior is again an element of Lq. The full interconnection is called
regular if p(P ∩ C) = p(P) + p(C).

Let K ∈ Lq be a given behavior, to be interpreted as a “desired” behavior.
If K can be achieved as controlled behavior, i.e., if there exists C ∈ Lq such that
K = P ∩ C, then we call K implementable by full interconnection (w.r.t. P). If K can
be achieved by regular interconnection, i.e., if there exists C such that K = P∩C and
p(P∩C) = p(P)+p(C), then we call K regularly implementable by full interconnection.
Obviously, a given K ∈ Lq is implementable by full interconnection w.r.t. P if and only
if K ⊆ P. Indeed, if K ⊆ P, then with “controller” C = K we have K = P ∩ C. Thus,
if P = ker(R) and K = ker(K) are minimal representations, then K is implementable
w.r.t. P if and only if there exists a polynomial matrix F such that R = FK. The
property of regular implementability turns out to be equivalent with the existence of
such a polynomial matrix F with, in addition, F (λ) full row rank for all λ, as stated
in the following theorem.

Theorem 9. Let P,K ∈ Lq. Let P = ker(R) and K = ker(K) be minimal
representations. Then the following statements are equivalent:

1. K is regularly implementable w.r.t. P by full interconnection.
2. There exists a polynomial matrix F with F (λ) full row rank for all λ ∈ C,

such that R = FK.
3. K + Pcont = P.

Here, Pcont denotes the controllable part of P.
Proof. The equivalence of statements 1 and 3 was proven in [2, Lemma 7]. We

will only prove the equivalence of 1 and 2 here.
(1 ⇒ 2) Let C be such that

(
R
C

)
w = 0 is a minimal representation of K. Then

there exists a unimodular U such that col(R,C) = UK. This implies R = FK, with
F consisting of the upper rows of U .

(2 ⇒ 1) Assume R = FK. Let V be such that col(F, V ) is unimodular. Define
C = V K. Then

(
R
C

)
w = 0 is a minimal representation of K, and thus K is regularly

implemented by the controller C = ker(C).
From the above, for a given regularly implementable K it is easy to obtain a

controller that regularly implements it. Indeed, if R = FK with F (λ) full row rank for
all λ, let V be such that col(F, V ) is unimodular. Then clearly the controller ker(V K)
does the job. Note that this construction requires the representation K = ker(K) to
be minimal. In the subsequent development, in particular in section 5, we will need
an expression in terms of K for a regularly implementing controller in the general
case that K is not full row rank. This issue is dealt with in the following lemma.

Lemma 10. Let P,K ∈ Lq. Let K be such that K = ker(K) (not necessarily
minimal), and let R be such that P = ker(R) is a minimal representation. Construct
a polynomial matrix W as follows:

1. Let M be an MRA of R such that M(λ) has full column rank for all λ ∈ C;
2. Let Q be a full row rank MLA of KM ;
3. Let W be a polynomial matrix such that col(Q,W ) is unimodular.

Then K is regularly implementable by full interconnection w.r.t. P if and only if(
R

WK

)
w = 0(1)

is a minimal representation of K. A controller that regularly implements K is then
represented by the minimal representation WKw = 0.
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Proof. Factor R = DR1, with D square and nonsingular and R1(λ) full row rank
for all λ. Then Pcont = ker(R1) (see [5, Theorem 5.2.14]). Let M+ be a polynomial left
inverse of M and R+

1 a polynomial right inverse of R1. Define S := M+(I−R+
1 R1). By

direct verification we then have
(
R1

S

)
(R+

1 M) = Iq. It follows that R+
1 R1 +MS = Iq.

We claim that there exists a polynomial matrix T such that TR = QK. In order to
prove this, we show that ker(R) ⊆ ker(QK). Indeed, let w be such that Rw = 0. Since
P = K + Pcont, there exist w1 ∈ K and w2 ∈ Pcont such that w = w1 + w2. Hence,
since w2 ∈ ker(R1) and QKM = 0, QKw = QKw2 = QK(R+

1 R1 + MS)w2 = 0.
Next, note that ⎛

⎝ Ip 0
−T Q
0 W

⎞
⎠(

R
K

)
=

⎛
⎝ R

0
WK

⎞
⎠ .

The leftmost matrix in this equation is unimodular. Thus we have that (w ∈ K) if
and only if (Kw = 0 and Rw = 0), which in turn is equivalent to (WKw = 0 and
Rw = 0). This proves that (1) is indeed a kernel representation of K.

Finally, we show that the representation (1) is minimal. Indeed,(
R

WK

)(
R+

1 M
)

=

(
D 0

WKR+
1 WKM

)
.

It is easily seen that, by construction, WKM has full row rank. Since D is nonsingular,
we conclude that col(R,WK) must have full row rank as well.

We now establish, for a given plant P ∈ Lq and a given regularly implementable
behavior K ∈ Lq, a parametrization of all controllers C ∈ Lq that regularly implement
K by full interconnection. This problem was considered before in [4] for the case where
the plant behavior P is controllable and the given subbehavior K is autonomous.
Here, we will establish a parametrization for arbitrary P and arbitrary (regularly
implementable) K.

Theorem 11. Let P ∈ Lq, with minimal representation P = ker(R). Let K ∈ Lq

be regularly implementable by full interconnection, and let K = ker(K). Construct
a polynomial matrix W as in Lemma 10. Then for any C ∈ Lq, C = ker(C), the
following statements are equivalent:

1. C = ker(C) is a minimal representation, and C regularly implements K.
2. There exist a polynomial matrix F and a unimodular polynomial matrix U

such that C = FR + UWK.
Proof. (2 ⇒ 1) First note that since K is regularly implementable, by Lemma 10

the polynomial matrix col(R,WK) has full row rank. Since(
Ip 0
F U

)(
R

WK

)
=

(
R

FR + UWK

)
,(2)

this implies that also C = FR + UWK has full row rank, so Cw = 0 is a minimal
representation of C. It also follows from (2) that C implements K. Clearly, the
interconnection of P and C is regular.

(1 ⇒ 2) Assume that C has full row rank and that C regularly implements K.
Then both (

R
C

)
w = 0 and

(
R

WK

)
w = 0
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are minimal representations of K. Consequently, there exists a unimodular polynomial
matrix V = (V11 V12

V21 V22
) such that V col(R,WK) = col(R,C). This implies R = V11R+

V12WK. Since col(R,WK) has full row rank, this yields V11 = Ip and V12 = 0. It
follows that V22 is unimodular. We also have C = V21R + V22WK. This completes
the proof of the theorem.

Note that since col(R,WK) has full row rank, the linear map (F,U) �→ FR +
UWK is one-one, so different parameters (F,U) yield different controllers C.

To conclude this section, we parametrize all controllers that stabilize a given plant
behavior by full interconnection. The problem of stabilization by full interconnection
is formulated as follows. Let P ∈ Lq be a given plant behavior. Find a controller
behavior C ∈ Lq such that the controlled behavior K = P ∩ C is autonomous and
stable and the interconnection is regular. It was proved in [10] that such a stabilizing
controller C exists if and only if P is stabilizable.

Let P = ker(R) be a minimal representation. Assume that P is stabilizable;
equivalently, R(λ) has full row rank for all λ ∈ C

+ = {λ ∈ C | Re(λ) ≥ 0}. The
following theorem yields a parametrization of all stabilizing controllers.

Theorem 12. Let P ∈ Lq be stabilizable. Let P = ker(R) be a minimal represen-
tation, and let R1 be such that ker(R1) is a minimal representation of the controllable
part Pcont of P. Let C0 be such that col(R1, C0) is unimodular. Then for any C ∈ Lq

with C = ker(C) the following statements are equivalent:
1. P ∩ C is autonomous and stable, the interconnection is regular, and the rep-

resentation C = ker(C) is minimal.
2. There exist a polynomial matrix F and a Hurwitz polynomial matrix D such

that C = FR + DC0.
Proof. By combining [5, Theorems 5.2.14 and 5.2.30], note that R = D1R1, with

D1 Hurwitz. (2 ⇒ 1) Assume that C = FR + DC0. We have(
R
C

)
=

(
D1 0
FD1 D

)(
R1

C0

)
.

This implies that col(R,C) has full row rank, so the interconnection of P and C is
regular. Also, for some nonzero constant c, det col(R,C) = cdet(D1)det(D), so the
interconnection is autonomous and stable.

(1 ⇒ 2) Since P∩C is stable and the interconnection is regular, col(R,C) is Hur-
witz. Also, col(R1, C0) is unimodular, so there exist polynomial matrices F11, F12, F21,
and F22 such that (

R
C

)
=

(
F11 F12

F21 F22

)(
R1

C0

)
.

This implies that F11 = D1 and F12 = 0. The left-hand side of the above equation
is Hurwitz, so F22 must be Hurwitz. The proof is completed by taking F = F21 and
D = F22.

The above result generalizes the result from [4] for controllable P. If, in the
above, we assume that P is controllable, then we can take R = R1, and we recover
the parametrization obtained in [4].

Remark 13. In the special case that the plant P to be stabilized is given together
with an input/output partition w = (y, u), our parametrization result of Theorem 12
specializes to the well-known Youla parametrization of all stabilizing controllers. For
simplicity, assume that P is controllable. Assume that, in P, G is the transfer matrix
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from u to y. Let P−1Q be a left coprime factorization of G. Then P = ker(P −Q).
Choose polynomial matrices X and Y such that(

P −Q
X Y

)

is unimodular. According to Theorem 12, a parametrization of all stabilizing con-
trollers ker(Qc Pc) is given by (Qc Pc) = F (P − Q) + D(X Y ), where
F is arbitrary polynomial and D is Hurwitz. In transfer matrix form this yields
C := −P−1

c Qc = −(DY − FQ)−1(DX + FP ) = −(Y − D−1FQ)−1(X + D−1FP ).
Finally, denote D−1F by T , and let T vary over all proper stable rational matrices to
obtain the original Youla parametrization C = −(Y − TQ)−1(X + TP ) (see [12]).

5. All controllers that regularly implement a given behavior: The ob-
servable case. We now turn to the partial interconnection case. Let Pfull ∈ Lq+k,
with system variable (w, c), where w takes its values in R

q and c in R
k. In this

section and the next we study the problem of parametrizing, for a given regularly
implementable K ∈ Lq, all controllers C ∈ Lk that regularly implement K through c
w.r.t. Pfull. We first assume that in the full plant behavior Pfull, c is observable from
w. Starting from this assumption, in the present section we establish a parametriza-
tion. Then, in the next section we will lift the observability assumption and describe
a parametrization for the general case.

Implementability by partial interconnection was already defined in section 3. Nec-
essary and sufficient conditions for a given K ∈ Lq to be (regularly) implementable
by partial interconnection can be given in terms of the manifest plant behavior and
hidden behavior associated with the full plant behavior Pfull, which are defined as
follows.

Definition 14. The manifest plant behavior is the behavior (Pfull)w ∈ Lq ob-
tained from Pfull by eliminating c. The hidden behavior N consists of those w trajec-
tories that appear in Pfull with c equal to zero, i.e., N = {w | (w, 0) ∈ Pfull}.

Conditions for implementability and regular implementability were obtained in
[11, Theorem 1] and [2, Theorem 4], respectively, as follows.

Proposition 15.

1. K ∈ Lq is implementable by partial interconnection through c w.r.t. Pfull if
and only if N ⊆ K ⊆ (Pfull)w.

2. K ∈ Lq is regularly implementable by partial interconnection through c w.r.t.
Pfull if and only if N ⊆ K ⊆ (Pfull)w and K is regularly implementable w.r.t.
(Pfull)w by full interconnection.

For a given K ∈ Lq, an important role will be played by the subbehavior Lfull(K)
of Pfull defined as the interconnection of Pfull and K through w:

Lfull(K) := {(w, c) ∈ Pfull | w ∈ K}.(3)

The proof of the following lemma is straightforward and is left to the reader.
Lemma 16. If K ⊆ (Pfull)w, then (Lfull(K))w = K.
Now let K ∈ Lq be implementable through c w.r.t. Pfull. We first consider the

problem of finding one controller C ∈ Lk that implements K. We will derive a rep-
resentation of one such controller in terms of representations of Pfull and K. Let
Pfull = ker(R1 R2) and K = ker(K). Then clearly the behavior Lfull(K) defined by
(3) is represented by (

R1 R2

K 0

)(
w
c

)
= 0.
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Note that the hidden behavior N is equal to ker(R1). Since N ⊆ K there exists a
polynomial matrix F such that K = FR1. Now define a controller behavior C∗ ∈ Lk

by

C∗ := ker(FR2).(4)

This controller indeed implements K, as shown in the following lemma.
Lemma 17. K = (Kfull(C

∗))w.
Proof. We have(

R1 R2

0 FR2

)
=

(
I 0
F −I

)(
R1 R2

K 0

)
.

Hence Lfull(K) is equal to the full controlled behavior Kfull(C
∗). The conclusion then

follows from Lemma 16.
The following lemma states that if c is observable from w and if a given subbehav-

ior of the manifest plant behavior is obtained by elimination of c from a subbehavior
of Pfull, then this subbehavior of Pfull is unique, as shown in the following lemma.

Lemma 18. Let Pfull ∈ Lq+k with system variable (w, c). Assume that c is
observable from w. Let K1

full,K
2
full ∈ Lq+k be subbehaviors of Pfull. Then we have

(K1
full)w = (K2

full)w if and only if K1
full = K2

full.
Proof. Assume (w, c) ∈ K1

full. Then w ∈ (K1
full)w = (K2

full)w, so there exists c′

such that (w, c′) ∈ K2
full. Thus, (0, c−c′) = (w, c)− (w, c′) ∈ Pfull, so c = c′. It follows

that (w, c) ∈ K2
full.

Lemma 19. Let Pfull ∈ Lq+k with system variable (w, c). Let K ∈ Lq be imple-
mentable through c w.r.t. Pfull. Let C be a controller such that K = (Kfull(C))w. Then
we have the following:

1. Kfull(C) ⊆ Lfull(K);
2. if c is observable from w, then Kfull(C) = Lfull(K).

Proof. (1) If (w, c) ∈ Kfull(C), then w ∈ (Kfull(C))w = K. Also, (w, c) ∈ Pfull. It
follows that (w, c) ∈ Lfull(K). (2) By Lemma 16 (Kfull(C))w = K = (Lfull(K))w. If c
is observable from w, then this implies Kfull(C) = Lfull(K).

For the special case that, in Pfull, c is observable from w, the following theorem
reduces the problem of parametrizing all controllers that regularly implement K via
interconnection through c w.r.t. Pfull to that of parametrizing all controllers that
regularly implement (Lfull(K))c via full interconnection w.r.t. (Pfull)c (see also [6,
Prop. 1]).

Theorem 20. Let Pfull ∈ Lq+k with system variable (w, c). Assume that c is
observable from w. Let K ∈ Lq be regularly implementable through c. Let Lfull(K) be
the interconnection of Pfull and K through w. Let C ∈ Lk. Then the following two
statements are equivalent:

1. C regularly implements K by interconnection through c.
2. C regularly implements (Lfull(K))c via full interconnection w.r.t. (Pfull)c.

Proof. Let Pfull = ker(R1 R2) be a minimal representation. Let V be unimodular
such that V R1 = col(R11, 0) with R11 full row rank. Partition V R2 = col(R12, R22).
Then R22c = 0 is a minimal representation of (Pfull)c. K is implementable, so (using
Lemma 19), there exists a polynomial matrix, say C∗ (with C∗ any polynomial matrix
such that C∗ = ker(C∗) with C∗ given by (4)), such that⎛

⎝ R11 R12

0 R22

0 C∗

⎞
⎠(

w
c

)
= 0
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is a kernel representation of Lfull(K). Hence a kernel representation of (Lfull(K))c is
given by (

R22

C∗

)
c = 0.(5)

(1 ⇒ 2) Assume that C regularly implements K; i.e., (Kfull(C))w = K and the
interconnection is regular. Let C = ker(C) be a minimal representation of C. Then
the polynomial matrix ⎛

⎝ R11 R12

0 R22

0 C

⎞
⎠(6)

has full row rank and (by Lemma 19) represents Lfull(K). It is then immediate
that (Pfull)c ∩ C = (Lfull(K))c. Obviously, col(R22, C) has full row rank, so the full
interconnection of (Pfull)c and C is regular.

(2 ⇒ 1) Conversely, assume that C regularly implements (Lfull(K))c w.r.t. (Pfull)c
by full interconnection, and that C = ker(C) is a minimal representation. Then(
R22

C

)
c = 0 is a minimal kernel representation of (Lfull(K))c. Since (5) is also a

kernel representation, it is easily seen that Kfull(C) = Lfull(K), which, by Lemma
16, implies (Kfull(C))w = (Lfull(K))w = K. In addition, (6) has full row rank so the
interconnection is regular.

Finally, we arrive at the main result of this section. We establish, for the case
that in Pfull c is observable from w, a parametrization of all controllers that regularly
implement a given K w.r.t. Pfull. The idea is to compute representations of (Pfull)c
and (Lfull(K))c and to parametrize all controllers that regularly implement (Lfull(K))c
by full interconnection w.r.t. (Pfull)c using Theorem 11. Then, by Theorem 20, this
yields a parametrization of all controllers that regularly implemement K through c
w.r.t. Pfull.

Theorem 21. Let Pfull ∈ Lq+k with system variable (w, c) and c observable from
w. Let Pfull = ker(R1 R2) be a minimal representation. Let K ∈ Lq be regularly
implementable through c w.r.t. Pfull. Let K = ker(K) be a minimal representation.
Construct polynomial matrices V1, V2, F1, and W as follows:

1. Let V2 be a full row rank MLA of R1.
2. Choose V1 such that col(V1, V2) is unimodular.
3. Let M be an MRA of V2R2 with M(λ) full column rank for all λ.
4. Let F1 be such that K = F1V1R1.
5. Let Q be a full row rank MLA of F1V1R2M .
6. Choose W such that col(Q,W ) is unimodular.

Then for any C ∈ Lk with C = ker(C), the following statements are equivalent:
1. C = ker(C) is a minimal representation and C regularly implements K through

c w.r.t. Pfull.
2. There exist a polynomial matrix G and a unimodular U such that

C = (UWF1V1 + GV2)R2.

Proof. V2 is a full row rank MLA of R1, so the unimodular matrix V = col(V1, V2)
satisfies V R1 = col(V1R1, 0) with V1R1 full row rank. Also V R2 = col(V1R2, V2R2).
Obviously, (Pfull)c = ker(V2R2) is a minimal representation, and the hidden behavior
N is represented by ker(V1R1). Let F1 be such that K = F1V1R1 (such F1 exists since
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N ⊆ K). Then the controller ker(F1V1R2) implements K, so by Lemma 19 Lfull(K)
is represented by

⎛
⎝ V1R1 V1R2

0 V2R2

0 F1V1R2

⎞
⎠(

w
c

)
= 0;

thus (Lfull(K))c = ker
(

V2R2

F1V1R2

)
. Now, M is an MRA of V2R2 so

(
V2R2

F1V1R2

)
M =

(
0

F1V1R2M

)
.

Since Q is a full row rank MLA of F1V1R2M , clearly
(
I 0
0 Q

)
is a full row rank MLA

of
(

V2R2

F1V1R2
M
)
. If we choose W such that col(Q,W ) is unimodular, then the matrix

⎛
⎝ I 0

0 Q
0 W

⎞
⎠

is unimodular. By applying Theorem 11, a parametrization of all controllers that
regularly implement (Lfull(K))c by full interconnection w.r.t. (Pfull)c is then given by

C = GV2R2 + U(0 W )
(

V2R2

F1V1R2

)
= (GV2 + UWF1V1)R2, where G ranges over all

polynomial matrices and U ranges over all unimodular polynomial matrices, of course
of suitable dimensions. Finally, by Theorem 20, the same parametrization holds for
all controllers ker(C) that regularly implement K through c w.r.t. Pfull.

6. Parametrization of all regular controllers: The nonobservable case.
We now treat the nonobservable case. Consider the system Pfull represented by R1w+
R2c = 0. We no longer assume that c is observable from w, but show that the general
case can be reduced to the observable case. This reduction requires two steps. First,
we reduce the general case to the case that R2 has full column rank, and next reduce
the latter to the case that R2(λ) has full column rank for all λ, i.e., the observable
case.

1. Reduction to the case that R2 has full column rank. Let V be a unimodular
matrix such that R2 =

(
R̃2 0

)
V , with R̃2 full column rank k′. Define

P′
full ∈ Lq+k′

as the system (with control variable c′) represented by R1w +

R̃2c
′ = 0.

2. Reduction to the observable case. Assume now that in Pfull the matrix R2 has
full column rank. Let L be a square, nonsingular polynomial matrix such that
R2 = R̃2L, with R̃2(λ) full column rank for all λ ∈ C. Using the Smith form
of R2 it is easily seen that this is always possible. Define P′

full as the system

(with control variable c′) represented by R1w+ R̃2c
′ = 0. In the system P′

full,
c′ is observable from w.

As it will turn out, in both reduction steps, K ∈ Lq is regularly implementable through
c w.r.t. Pfull if and only if it is regularly implementable through c′ w.r.t. P′

full. Also,
every controller that regularly implements K w.r.t. P′

full will turn out to lead to a set
of controllers that implement K w.r.t. Pfull. In the following two subsections, we will
treat the two reduction steps separately.
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6.1. Reduction to the case that R2 has full column rank. In this sub-
section the parametrization problem for the original plant Pfull is reduced to the
parametrization problem for a plant P′

full in which the R2-matrix has full column

rank. In the following, let V be a unimodular matrix such that R2 = (R̃2 0)V ,
with R̃2 full column rank k′ = rank(R2). Define P′

full as the system represented by

R1w + R̃2c
′ = 0.

Theorem 22. Let K ∈ Lq. Then K is regularly implementable through c w.r.t.
Pfull if and only if K is regularly implementable through c′ w.r.t. P′

full. Let C ∈ Lk,
with C = ker(C) a minimal representation. Then the following two statements are
equivalent:

1. The controller C regularly implements K through c w.r.t. Pfull.
2. There exist a polynomial matrix C11, polynomial matrices C12 and C21 of full

row rank, and a unimodular matrix U such that

C = U

(
C11 C12

C21 0

)
V(7)

and such that the controller C21 = ker(C21) regularly implements K through
c′ w.r.t. P′

full.
Proof. We first prove the equivalence of statements 1 and 2. Partition CV −1 =

(C1 C2) with the number of columns of C1 equal to k′ = rank(R2). Choose a
unimodular matrix U such that U−1C2 = col(C12, 0) with C12 full row rank. Partition
U−1C1 = col(C11, C21). Then we have

Kfull(C) = {(w, V −1c′) | (w, c′) ∈ ker(M)}, where M =

⎛
⎝ R1 R̃2 0

0 C11 C12

0 C21 0

⎞
⎠ .

Define K′
full(C21) := {(w, c1) | R1w + R̃2c1 = 0 and C21c1 = 0}, the full controlled

behavior of P′
full using the controller C21 := ker(C21). Using the full row rank of C12

we then have (Kfull(C))w = (ker(M))w = (K′
full(C21))w. From this we conclude that

C implements K through c w.r.t. Pfull if and only if C21 implements K through c′

w.r.t. P′
full. Furthermore, again by full row rank of C12, regularity of either of the

interconnections implies the same for the other one.
Finally, the statement that K is regularly implementable through c w.r.t. Pfull if

and only if K is regularly implementable through c′ w.r.t. P′
full follows immediately

from the equivalence of statements 1 and 2.

6.2. Reduction to the observable case. In the previous subsection it was
shown that our parametrization problem can be reduced to a problem for a plant
behavior with R2-matrix of full row rank. In the present subsection we reduce the
full column rank case to the observable case. Let Pfull = ker(R1 R2) be a minimal
representation, with R2 full column rank. Let L be square and nonsingular such that
R2 = R̃2L, with R̃2(λ) full column rank for all λ. Let P′

full be the (observable) system

represented by R1w + R̃2c
′ = 0.

Theorem 23. Let K ∈ Lq. Then K is regularly implementable through c w.r.t.
Pfull if and only if K is regularly implementable through c′ w.r.t. P′

full. Let C ∈ Lk

with C = ker(C) a minimal representation. Then the following two statements are
equivalent:

1. The controller C regularly implements K through c w.r.t. Pfull.



2048 C. PRAAGMAN, H. L. TRENTELMAN, AND R. ZAVALA YOE

2. The controller C′ represented in latent variable representation (with latent
variable �) by (

I
0

)
c′ =

(
L
C

)
�(8)

regularly implements K through c′ w.r.t. P′
full.

Proof. We first prove the equivalence of statements 1 and 2. The manifest con-
trolled behavior resulting from the interconnection of Pfull and C is equal to

(Kfull(C))w = {w | there exists c such that R1w + R̃2Lc = 0, Cc = 0},

which, since L is nonsingular, equals

{w | there exists c′, c such that R1w + R̃2c
′ = 0, c′ = Lc, Cc = 0}.

The latter is equal to (K′
full(C

′))w, the manifest controlled behavior resulting from the
interconnection of P′

full and C′. Thus, C implements K w.r.t. Pfull if and only if C′

implements K w.r.t. P′
full. Next, we prove that the interconnection of Pfull and C is

regular if and only if the interconnection of P′
full and C′ is regular. Note that K′

full(C
′)

has latent variable representation⎛
⎝ R1 R̃2

0 I
0 0

⎞
⎠(

w
c′

)
=

⎛
⎝ 0

L
C

⎞
⎠ �.

Hence the output cardinality of K′
full(C

′) equals

p(K′
full(C

′)) = rank

⎛
⎝ R1 R̃2 0

0 I L
0 0 C

⎞
⎠− rank

⎛
⎝ 0

L
C

⎞
⎠

(see [2, Lemma 8]). Using elementary row and column operations and the fact that L

is nonsingular, this can be shown to be equal to rank
(
R1 R2

0 C

)
, which equals p(Kfull(C)).

Also, p(C′) = rank
(
I L
0 C

)
− rank

(
L
C

)
= rank(C) = p(C). Finally, p(Pfull) =

rank(R1 R2) = rank(R1 R̃2) = p(P′
full). This proves our claim.

Again, the first statement of the theorem follows immediately from the equivalence
of statements 1 and 2.

According to this theorem, the controller C = ker(C) works for Pfull if and only if
the controller Lker(C) (with control variable c′) works for the observable system P′

full.
What we are looking for here is a parametrization of all such polynomial matrices C.
The next theorem reduces the parametrization of these C’s to the parametrization of
all polynomial matrices C ′ such that ker(C ′) regularly implements K through c′ w.r.t.
P′

full, which was already established in Theorem 21.
Theorem 24. Let Pfull = ker(R1 R2) be a minimal representation, with R2 full

column rank. Let L be square and nonsingular such that R2 = R̃2L, with R̃2(λ) full
column rank for all λ. Let P′

full be the (observable) system represented by R1w+R̃2c
′ =

0. Let C ∈ Lk with minimal representation C = ker(C). Then for every K ∈ Lq

that is regularly implementable through c w.r.t. Pfull the following two statements are
equivalent:

1. The controller C regularly implements K through c w.r.t. Pfull.
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2. There exists a square, nonsingular polynomial matrix X and a full row rank
polynomial matrix C ′ such that C = X−1C ′L, where (C ′(λ) X(λ)) has full
row rank for all λ ∈ C and the controller C′ = ker(C ′) regularly implements
K through c′ w.r.t. P′

full.
Proof. (1 ⇒ 2) Let C = ker(C) regularly implement K through c w.r.t. Pfull. By

Theorem 23, the controller Lker(C) regularly implements K through c′ w.r.t. P′
full.

Let (
A B
Y X

)(
L
C

)
=

(
D
0

)
,(9)

where the leftmost matrix is unimodular and D has full row rank. Obviously, this can
always be done. We claim that Lker(C) = ker(Y ). Indeed, (c′ ∈ Lker(C)) ⇔ (there

exists � such that c′ = L� and C� = 0) ⇔ (there exists � such that
(
A B
Y X

)(
c′

0

)
=

(
D
0

)
�)

⇔ (Y c′ = 0). The last equivalence follows from the fact that D has full row rank, so
it induces a surjective differential operator. Next, we prove that Y has full row rank.
Let p be a polynomial row vector such that pY = 0. Since Y L + XC = 0 and C has
full row rank, we obtain pX = 0. Since (Y X) has full row rank, this yields p = 0.
In the same way it can be proved that X has full row rank.

Now define C ′ := −Y . Then the controller C′ = ker(C ′) regularly implements K

through c′ w.r.t. P′
full. Of course, coming from a unimodular matrix, (C ′(λ) X(λ))

has full row rank for all λ ∈ C. We show that X is nonsingular. Since it has full row
rank, it suffices to show that it is square. This follows immediately from (9):

rowdim(X) = rowdim(C) + rowdim(L) − rank(col(L,C)).

Since L is nonsingular, rank(col(L,C)) = rank(L), so rowdim(X) = rowdim(C). Of
course, also coldim(X) = rowdim(C), so X is square. Finally, we have C = X−1C ′L.

(2 ⇒ 1) We will prove that Lker(C) = ker(C ′). The implication will then follow
from Theorem 23. Clearly, −C ′L + XC = 0. Let A and B be polynomial matrices
such that

(
A B

−C′ X

)
is unimodular. Let D be defined by

(
A B

−C ′ X

)(
L
C

)
=

(
D
0

)
.

By the same argument as was used in the first part of this proof, it suffices to prove
that D has full row rank. Indeed, using the fact that A is square, we have that
rank(D) = rank(col(D, 0)) = rank(col(L,C)) = rank(L) = rowdim(L) = coldim(A) =
rowdim(A) = rowdim(D).

Thus, for any given full row rank C ′ that works for the observable system P′
full, a

set of polynomial matrices C that work for Pfull is obtained by dividing C ′L by those
nonsingular polynomial matrices X that have the properties that (C ′(λ) X(λ)) has
full row rank for all λ, and the quotient X−1C ′L is a polynomial matrix again.

7. All stabilizing controllers: The partial interconnection case. In this
section we return to the stabilization problem. Whereas in Theorem 12 we gave
a parametrization in the full interconnection case, we now solve the problem of
parametrizing, for a given plant Pfull = ker(R1 R2), all stabilizing controllers (see
section 3, Definition 6) for the case of partial interconnection. This is done along
the same lines as the parametrization of all regularly implementing controllers: we
first establish a parametrization under the condition that in Pfull c is observable from
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w. Then we lift the assumption and treat the general case. As already mentioned
in section 3, necessary and sufficient conditions for the existence of a stabilizing con-
troller for Pfull are that (Pfull)w is stabilizable and that w is detectable from c (see
Proposition 7). For the observable case the following lemma is instrumental.

Lemma 25. Let Pfull ∈ Lq+k with system variable (w, c). Assume that c is
observable from w. Assume that (Pfull)w is stabilizable and that w is detectable from
c. Let C ∈ Lk. Then the following two statements are equivalent:

1. C stabilizes Pfull through c.
2. C stabilizes (Pfull)c by full interconnection.

Proof. (1 ⇒ 2) K := (Kfull(C))w is stable and the interconnection is regular.
Let Lfull(K) be the interconnection of Pfull and K through w. Then, by Lemma 19,
Kfull(C) = Lfull(K). According to Theorem 20, C regularly implements (Lfull(K))c
by full interconnection with (Pfull)c. We claim that (Lfull(K))c is stable. Indeed, let
c ∈ (Lfull(K))c. There exists w such that (w, c) ∈ Lfull(K) ⊆ Pfull. Let R+

2 be a
polynomial left-inverse of R2. Then we have c = −R+

2 R1w. Hence c(t) → 0 (t → ∞)
(note that the components of w are products of polynomials and stable exponentials).

(2 ⇒ 1) Let Pfull = ker
(
R11 R12

0 R22

)
be a minimal representation, with R11 full

row rank (see also the proof of Theorem 20). Then (Pfull)c = ker(R22) is a minimal
representation. Represent C = ker(C) minimally. Then col(R22, C) is Hurwitz. Using
this, together with the fact that R11 has full row rank, it is immediate that the
interconnection of Pfull and C is regular. We now prove that (Kfull(C))w is stable.
Let w ∈ (Kfull(C))w. There exists c such that (w, c) ∈ Kfull(C) so R11w + R12c = 0

and
(
R22

C

)
c = 0. Thus, the components of c are products of polynomials and stable

exponentials. Since w is detectable from c, R11(λ) has full column rank for all λ ∈ C
+.

This implies that w(t) → 0 (t → ∞).

The following theorem then gives a parametrization of all stabilizing controllers
for the observable case.

Corollary 26. Let Pfull ∈ Lq+k satisfy the assumptions of Lemma 25. Let
Pfull = ker(R1 R2) be a minimal representation. Construct polynomial matrices V2,
S, and C0 as follows:

1. Let V2 be a full row rank MLA of R1.
2. Factorize V2R2 = TS with T square, nonsingular and S(λ) full row rank for

all λ ∈ C.
3. Let C0 be such that col(S,C0) is unimodular.

Then for any C ∈ Lk with C = ker(C) the following statements are equivalent:

1. C stabilizes Pfull through c and the representation C = ker(C) is minimal.
2. There exist a polynomial matrix F and a Hurwitz polynomial matrix D such

that C = FS + DC0.

Proof. This is an immediate Corollary of Theorem 12 and Lemma 25.

Thus we have obtained a parametrization of all stabilizing controllers for the
observable case. In order to arrive at a parametrization for the general case, we can
perform the same two reduction steps as in section 6. We will describe both steps
separately now; the proofs are left to the reader.

The first step concerns the reduction of a general Pfull to a full plant behavior
P′

full with R2-matrix full column rank. Let V be a unimodular matrix such that

R2 = (R̃2 0)V , with R̃2 full column rank. Let P′
full be represented by R1w+R̃2c

′ = 0.

Corollary 27. (Pfull)w is stabilizable if and only if (P′
full)w is stabilizable, and in

Pfull, w is detectable from c if and only in P′
full, w is detectable from c′. Furthermore,
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if C ∈ Lk with minimal representation C = ker(C), then the following two statements
are equivalent:

1. The controller C stabilizes Pfull through c.
2. There exist a polynomial matrix C11, polynomial matrices C12 and C21 of full

row rank, and a unimodular matrix U such that

C = U

(
C11 C12

C21 0

)
V,(10)

and such that the controller C21 = ker(C21) stabilizes P′
full through c′.

The next step concerns the reduction of a full plant behavior Pfull with full column
rank R2-matrix to a behavior P′

full in which the control variable c′ is observable from

w. Let L be square, nonsingular, such that R2 = LR̃2, with R̃2(λ) full column rank
for all λ. Let P′

full be represented by R1w + R̃2c
′ = 0.

Corollary 28. (Pfull)w is stabilizable if and only if (P′
full)w is stabilizable,

and in Pfull, w is detectable from c if and only if in P′
full, w is detectable from c′.

Furthermore, for C ∈ Lk with minimal representation C = ker(C), the following two
statements are equivalent:

1. The controller C stabilizes Pfull through c.
2. There exist a square, nonsingular polynomial matrix X and a full row rank

polynomial matrix C ′ such that C = X−1C ′L, where (C ′(λ) X(λ)) has
full row rank for all λ ∈ C and the controller C′ = ker(C ′) stabilizes P′

full

through c′.

8. Worked-out examples. In order to illustrate the theory developed in this
paper, we now present some worked-out examples. The examples are those that were
already presented in the problem formulation in section 3.

Example 29. Let Pfull with manifest variable w = (w1, w2) and control variable
c = (c1, c2) be represented by

w1 + ẇ2 + ċ1 + c2 = 0,

c1 + c2 = 0.

Clearly, (Pfull)w = C∞(R,R2). For K take the behavior represented by w1 + ẇ2 = 0.
K is regularly implementable through (c1, c2) w.r.t. Pfull. We have

R1(ξ) =

(
1 ξ
0 0

)
and R2(ξ) =

(
ξ 1
1 1

)
.

R2 has full column rank. Factorize R2 = R̃2L with R̃2 = I2, the 2×2 identity matrix,
and L = R2. The resulting system P′

full represented by R2w+ R̃2c
′ = 0 is observable.

We first parametrize all controllers that regularly implement K w.r.t. P′
full. For this,

we perform the steps described in Theorem 21: V2 = (0, 1), V1 = (1, 0), V2R̃2 = (0, 1),
so M = col(1, 0). Next, V1R1 = K = (1, ξ), so F1 = 1. We have F1V1R̃2M = 1. Thus
Q, as full row rank MLA of 1, is void. We take W = 1. A parametrization of all
full row rank controller representations C ′ that regularly implement K w.r.t. P′

full is
given by C ′(ξ) = (u, g(ξ)), with 0 �= u ∈ R and g an arbitrary polynomial with real
coefficients.

Next we parametrize all controllers C that regularly implement K w.r.t. the orig-
inal full plant behavior Pfull. According to Theorem 24, for any choice of u �= 0
and polynomial g, we should find all nonzero polynomials x(ξ) that divide C ′L =
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(uξ + g(ξ), u + g(ξ)) such that (x(λ), u, g(λ)) �= 0 for all λ ∈ C. Since u �= 0, this
constraint is automatically satisfied. Thus we need only compute all common factors
x(ξ) of the polynomials uξ + g(ξ) and u+ g(ξ). If x(ξ) is such a common factor, then
it must also divide the difference u(ξ − 1). Hence there are two possibilities:

1. g(1) �= −u. In this case uξ+g(ξ) and u+g(ξ) are coprime. The only common
factor is then x(ξ) = 1.

2. g(1) = −u. In this case x(ξ) = ξ − 1 is the only common factor.

Thus we find that a parametrization of all controllers that regularly implement K for
Pfull is given by C(ξ) = (uξ + g(ξ), u + g(ξ)), u �= 0 and g arbitrary polynomial, or

C(ξ) = (uξ+g(ξ)
ξ−1 , u+g(ξ)

ξ−1 ), u �= 0 and g arbitrary polynomial such that g(1) = −u.

Since g(1) = −u if and only if there exists a polynomial h such that g(ξ) = −u +
h(ξ)(ξ − 1), the latter is equivalent to C(ξ) = (u + h(ξ), h(ξ)), u �= 0 and h arbitrary
polynomial.

Example 30. Consider the full plant behavior Pfull represented by

w1 + ẇ2 + ċ1 + c2 = 0,

w2 + c1 + c2 = 0,

ċ1 + c1 + ċ2 + c2 = 0.

We will parametrize all controllers C( d
dt )c = 0 that stabilize Pfull through c. We have

R1 =

⎛
⎝ 1 ξ

0 1
0 0

⎞
⎠, R2 =

⎛
⎝ ξ 1

1 1
ξ + 1 ξ + 1

⎞
⎠, R̃2 =

⎛
⎝ 1 0

0 1
0 ξ + 1

⎞
⎠, L =

(
ξ 1
1 1

)
.

In P′
full, represented by R1w+ R̃2c

′ = 0, c′ is observable from w. We first parametrize
all controllers C ′( d

dt )c
′ = 0 that stabilize P′

full. Performing the steps of Corol-

lary 26, we obtain V2 = (0, 0, 1), V2R̃2 = TS with T (ξ) = ξ + 1 and S = (0, 1).
Choose C0 = (1, 0). The required parametrization is then C ′(ξ) = (d(ξ), f(ξ)) with
d an arbitrary Hurwitz polynomial and f an arbitrary polynomial. We compute
C ′(ξ)L(ξ) = (ξd(ξ) + f(ξ), d(ξ) + f(ξ)). A parametrization for the original plant
Pfull is obtained by computing, for any choice of d and f , all nonzero common fac-
tors x(ξ) of the polynomials ξd(ξ) + f(ξ) and d(ξ) + f(ξ) with the property that
(x(λ), d(λ), f(λ)) �= 0 for all λ. Let d and f be given, with d Hurwitz. If x(ξ) is a
common factor, then it is also a common factor of (ξ − 1)d(ξ). Hence the following
possibilities occur:

1. x(ξ) = c, constant, unequal to zero. These x(ξ)’s satisfy the requirements.
2. x(ξ) = c(ξ− 1), with c �= 0, equivalently, d(1) + f(1) = 0. Since d is Hurwitz,

d(1) �= 0, so we have (x(1), d(1), f(1)) �= 0, and the rank condition holds.
3. x(ξ) is not constant and divides d(ξ). In this case there is λ such that x(λ) = 0

and d(λ) = 0. However, then also f(λ) = 0, violating the rank condition.

By applying Corollary 28, we conclude that a parametrization of all stabilizing con-
trollers for Pfull is given by C(ξ) = (ξd(ξ)+f(ξ), d(ξ)+f(ξ)), with d Hurwitz polyno-
mial, f arbitrary polynomial, or C(ξ) = 1

ξ−1 (ξd(ξ)+f(ξ), d(ξ)+f(ξ)), with d Hurwitz

polynomial and f polynomial such that d(1) + f(1) = 0.
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Abstract. We provide an example of two closed sets S1, S2 ⊂ R
4 such that S1 ∩S2 = {0}. Yet,

at the origin, a Boltyanskii tangent cone C1 to S1 and the Clarke tangent cone C2 to S2 are strongly
transversal. This settles a question originally proposed by H. Sussmann.
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1. Introduction. Let t �→ x∗(t) and t �→ u∗(t) be, respectively, a trajectory and
an optimal control for the Mayer problem

minimize ϕ
(
x(T )

)
subject to ẋ(t) = f

(
t, x(t), u(t)

)
and x(0) = x̄ , x(T ) ∈ S .

Here x ∈ R
m is the state variable, while u ∈ U ⊆ R

m is the control variable.
A set of necessary conditions for optimality of the pair (x∗, u∗) is provided by the

celebrated Pontryagin maximum principle (PMP), which provides one of the corner-
stones of the mathematical theory of control [6]. In essence, these necessary conditions
can be related to a separation property: On one hand, we have a set S1 of “reachable
points,” i.e., points x

(
T, u) that can be reached at the terminal time T by means of

admissible controls t �→ u(t) ∈ U . On the other hand, we can consider a set S2 of
“profitable points,” i.e., points that satisfy the terminal constraint x ∈ S and achieve
a lower cost ϕ(x) ≤ ϕ

(
x∗(T )

)
, with equality holding only if x = x∗(T ).

Necessary conditions for optimality are then obtained by constructing a tangent
cone C1 to the set S1 at the terminal point x∗(T ), and a tangent cone C2 to S2, also
at x∗(T ). If these cones are transversal, under suitable assumptions one can conclude
that the intersection S1 ∩ S2 is nontrivial; i.e., it contains points other than x∗(T ).
Hence, the pair (x∗, u∗) is not optimal. Reversing the argument, the optimality of the
trajectory-control pair (x∗, u∗) implies that the tangent cones C1 and C2 are weakly
separated. This provides an alternative way to state the PMP.

Subsequent work on the PMP has been aimed at deriving high order necessary
conditions [4, 5] and at weakening the regularity assumptions [1, 2, 3, 7, 8, 9, 10, 11].
At present, two essentially different versions of the PMP can be found in the literature:
one is based on the use of “Clarke tangent cones” [1, 2, 3], while the other relies on the
concept of “Boltyanskii approximating cones” [7, 8, 9, 10, 11]. The precise definitions
of these cones will be recalled in section 2. The following statements on the nontrivial
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intersection are well known in the literature and provide the key ingredients in the
two approaches.

(I) Assume x̄ ∈ S1 ∩ S2 and let C1 and C2 be the Clarke tangent cones to S1

and S2, respectively, at the point x̄. If C1 and C2 are strongly transversal,
then the sets S1 and S2 have a nontrivial intersection. Indeed, x̄ belongs to
the closure of the set (S1 ∩ S2) \ {x̄}.

(II) Assume x̄ ∈ S1∩S2 and let C1 and C2 be Boltyanskii approximating cones to
S1 and S2, respectively, at the point x̄. If C1 and C2 are strongly transversal,
then the sets S1 and S2 have a nontrivial intersection. Indeed, x̄ belongs to
the closure of the set (S1 ∩ S2) \ {x̄}.

It is interesting to speculate whether these two approaches can be combined into a
single, more general PMP. To achieve this goal, one should introduce a new definition
of “generalized tangent cone” such that the following hold:

(i) The Clarke tangent cone to a closed set S and all Boltyanskii approximating
cones to S at a given point x̄ ∈ S are “generalized tangent cones” in the sense
of this new definition.

(ii) If two closed sets S1 and S2 have “generalized tangent cones” C1, C2 at a point
x̄, and if these two cones are strongly transversal, then the sets themselves
have a nontrivial intersection. Namely, x̄ belongs to the closure of (S1 ∩S2) \
{x̄}.

In particular, if such a notion of generalized tangent cone did exist, the following
question posed by H. Sussmann (see Conjecture 3.6.4 in [9]) should have a positive
answer.

Let n ≥ 1 and let S1, S2 be closed subsets of R
n such that 0 ∈ S1 ∩ S2. Assume

that
• C1 is a Boltyanskii approximating cone to S1 at 0;
• C2 is the Clarke tangent cone to S2 at 0;
• C1 and C2 are strongly transversal.

Does this imply that 0 belongs to the closure of (S1 ∩ S2) \ {0}?
In the present paper, however, we prove that this question has a negative answer

in every space dimension n ≥ 4. For the general theory of necessary conditions, our
result implies that there are at least two noncomparable maximum principles, which
cannot be unified by means of any new concept of tangent cone.

The remainder of the paper is organized as follows. In section 2 we review some
basic definitions and discuss an example in space dimension n = 3. Our main counter-
example is then given in section 3, where we construct two closed sets S1, S2 ⊂ R4. At
the origin, the Clarke tangent cone to S1 and a Boltyanskii tangent cone to S2 are
strongly transversal. Yet, the two sets have a trivial intersection, namely, S1 ∩ S2 =
{0}.

Based on the present counterexample, the forthcoming paper by Sussmann [12]
exhibits an optimal control problem and an optimal trajectory for which the usual
conclusions of the PMP cannot be achieved if the Clarke tangent cone to the terminal
set is used instead of a Boltyanskii approximating cone.

2. Preliminary analysis. For the reader’s convenience, we first recall some
basic definitions.

Definition 1. A nonempty set C ⊆ R
n is a cone if, whenever v ∈ C and r ≥

0, it follows that rv ∈ C .
Definition 2. Let S ⊆ R

n. The Clarke tangent cone to a point x ∈ S is the set
of all vectors v ∈ R

n such that the following holds. For every sequence xk → x with
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xk ∈ S for all k ≥ 1, there exist a sequence vk → v such that

lim inf
h→0+

d
(
xk + hvk , S

)
h

= 0 .

Definition 3. Given a set S ⊆ R
n and a point x ∈ S, we say that a closed

convex cone C ⊆ R
n is a Boltyanskii approximating cone to S at x if there exists a

continuous map F : C �→ S such that

lim
v→0, v∈C

F (v) − x− v

|v| = 0 .

Definition 4. Two convex cones C1, C2 ⊆ R
n are strongly transversal if C1 ∩

C2 
= {0} and, moreover,

C1 − C2
.
=

{
v1 − v2 ; v1 ∈ C1 , v2 ∈ C2

}
= R

n .

Before giving a counterexample in dimension n = 4, it is useful to see what can
happen in dimension n = 3.

Consider R
3 with coordinates t, x, y. Let φ : R �→ [0, 1] be a C∞ function such

that

φ(ξ) > 0 if 0 < ξ < 1 ,
φ(ξ) = 0 if ξ ≤ 0 or ξ ≥ 1 .

(1)

Consider a sequence of times tm decreasing to zero, say tm = m−1. Moreover, choose
a positive sequence εm decreasing to zero and a sequence of integers Nm → ∞ such
that

εm
tm

→ 0 ,
εm

tm−1 − tm
→ 0 ,(2)

tm−1 − tm <
tm

2Nm
.(3)

We wish to construct two sets S1, S2 whose tangent cones at the origin will be

C1 =
{
(t, x, y) ; t ≥ 0, x = 0 , |y| ≤ t

}
,

C2 =
{
(t, x, y) ; t ≥ 0, y = 0 , |x| ≤ t

}
.

To define S2 we proceed as follows. For each m ≥ 1 we divide the segment
[−tm, tm] into Nm equal parts. This is achieved by setting

xm,k = −tm +
2ktm
Nm

so that

−tm = xm,0 < xm,1 < · · · < xm,Nm
= tm .

For t ∈ [tm, tm−1] and j = 1, . . . , Nm, define the spatial interval

Im,j(t)
.
=

[
xm,j−1 − (t− tm), xm,j + (t− tm)

]
.

Notice that each of these closed intervals becomes wider as time increases. However,
if the time interval [tm, tm−1] is sufficiently short, so that (3) holds, then disjoint
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Fig. 1. For t �= tm, a nearly vertical thread can pass through both sheets.

intervals will not overlap for t ∈ [tm, tm−1]. More precisely

Im,j(t) ∩ Im,�(t) = ∅ whenever � ≥ j + 2 .

As S2 we take the set

S2
.
=

⋃
m≥1

[{
(t, x, y) ; t ∈ [tm, tm−1] , x ∈ Im,j , y = εmφ

( t− tm
tm−1 − tm

)
j even

}

∪
{

(t, x, y) ; t ∈ [tm, tm−1] , x ∈ Im,j , y = −εmφ
( t− tm
tm−1 − tm

)
j odd

}]
.

If the numbers εm converge to zero fast enough, so that (2) holds, then the Clarke
tangent cone to S2 to the origin is precisely C2.

We now consider whether is it possible to slightly deform the cone C1, by means
of a map

ϕ : (t, 0, y) �→
(
t, x(t, y), y

)
with ∣∣x(t, y)

∣∣ = o
(
|t|
)
,

so that the image

S1
.
= ϕ(C1)

intersects S2 only at the origin.
Of course this is not possible. Indeed, at each time t = tm (with m sufficiently

large) there must be an intersection. However, we notice that we could choose ϕ so
that intersections occur only in arbitrarily small neighborhoods of the points (tm, 0, 0).
Indeed, consider a time τ /∈ {t1, t2, t3, . . .}, say with tm < τ < tm−1. The intersection
of S2 with the plane {t = τ} then consists of two sets of segments, at heights

y = ±εm φ
( τ − tm
tm−1 − tm

)
.

One can thus deform a vertical line on the same plane so that no intersection
occurs (Figure 1).

The construction performed in the previous example amounted to the creation
of “pockets,” which could be used by a vertical thread in order to cross both sheets
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Fig. 2. The functions x = f(y) and x = f̃(y) are not homotopic (avoiding the segments).

without intersection. In dimension n = 3 this can be only partially successful, since
the crossings at times t = tm (m ≥ 1) cannot be avoided.

Performing a similar construction in dimension n = 4, however, one can com-
pletely remove any intersection (except at the origin), thus answering in the negative
the question posed by Sussmann. The crucial difference between dimensions n = 3
and n = 4 is illustrated in the following remarks, which we regard as obvious.

Remark 1. Fix δ > δ′ > 0 and h1 < h2. On the x-y plane, consider two countable
sets of disjoint segments, all of length 2δ′:

I1
k

.
=

{
(x, y) ; y = h1 ,

∣∣x− (2k)δ
∣∣ ≤ δ′

}
,

I2
k

.
=

{
(x, y) ; y = h2 ,

∣∣x− (2k + 1)δ
∣∣ ≤ δ′

}
.

If x = f(y), x = f̃(y) are two continuous functions whose graphs do not intersect
any of the segments Iik, in general it is not possible to construct a homotopy preserving
this property (Figure 2). In other words, there exists no continuous map F : [0, 1] ×
R �→ R such that

F (0, x) = f(x) , F (1, x) = f̃(x),

and the graph of F does not intersect any of the segments Iik.
Remark 2. Fix δ > δ′ > 0 and h1 < h2 < h3 < h4 . In x-y-z space, consider four

countable sets of disjoint squares, parallel to the x-y plane, located at four different
heights z = hi. These will all have side length 2δ′ and centers at points in the lattice
δ Z

2:

Q1
jk

.
=

{
(x, y, z) ; z = h1 ,

∣∣x− (2j)δ
∣∣ ≤ δ′ ,

∣∣y − (2k)δ
∣∣ ≤ δ′

}
,

Q2
jk

.
=

{
(x, y, z) ; z = h2 ,

∣∣x− (2j + 1)δ
∣∣ ≤ δ′ ,

∣∣y − (2k)δ
∣∣ ≤ δ′

}
,

Q3
jk

.
=

{
(x, y, z) ; z = h3 ,

∣∣x− (2j)δ
∣∣ ≤ δ′ ,

∣∣y − (2k + 1)δ
∣∣ ≤ δ′

}
,

Q4
jk

.
=

{
(x, y, z) ; z = h4 ,

∣∣x− (2j + 1)δ
∣∣ ≤ δ′ ,

∣∣y − (2k + 1)δ
∣∣ ≤ δ′

}
.

Let now (x, y) = f(z) and (x, y) = f̃(z) be two continuous functions, whose
graphs do not intersect any of the squares Qi

jk. Then they are homotopic (Figure 3),

i.e. we can now construct a continuous map F : [0, 1] × R �→ R
2 such that

F (0, z) = f(z) , F (1, z) = f̃(z),

and the graph of F does not intersect any of the squares Qi
jk .
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Fig. 3. The functions (x, y) = f(z) and (x, y) = f̃(z) are homotopic (avoiding the squares).

3. The four-dimensional counterexample. In the space R
4 with coordinates

(t, x, y, z) we will construct two closed sets S1, S2, having the origin as their only point
in common. A Boltyanskii tangent cone to S1 at the origin will be

C1
.
=

{
(t, x, y, z) ; t ≥ 0 , |z| ≤ t , x = y = 0

}
,

while the Clarke tangent cone to S2 at the origin will be

C2
.
=

{
(t, x, y, z) ; t ≥ 0 , z = 0

}
.

The strong transversality of the two cones is thus clear.
We begin by constructing the set S2. Define the decreasing sequence of times

tm
.
=

1

m
.(4)

Each time slice

S2(τ)
.
= S2 ∩ {t = τ}

will be a subset of the x-y-z space R
3 consisting of a finite union of square patches.

In addition to the function φ in (1), let φ̃ : R �→ [0, 1] be a C∞ function such that{
φ̃(ξ) > 0 if − 1 < ξ < 1 ,

φ̃(ξ) = 0 if ξ ≤ −1 or ξ ≥ 1 .
(5)

Moreover, define the function

δ(t, x) = t6 · φ̃
( x

t4/3
− 2 cos

π

t

)
.(6)

This will determine the separation in height between the four layers of squares. Notice
that

δ > 0 ⇐⇒
∣∣∣x− 2t4/3 cos

π

t

∣∣∣ < t4/3.(7)

Moreover,

cos
π

tm
= cos mπ =

{
1 if m is even,
−1 if m is odd.

The region where δ > 0 is depicted in Figure 4.
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Fig. 4. The region in the t-x plane where the sheets are separated.
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Fig. 5. A thread crossing four sheets of fabric, without ever touching the square patches on them.

Before writing down lengthy formulas, we explain the underlying idea in plain
words.

Knitting Problem. Consider four sheets of fabric spread over a horizontal
table, the x-y plane (see Figure 5). At a given time t, the heights of the four sheets
are given by the smooth functions

z = i · δ(t, x), i = 0, 1, 2, 3,

where δ(t, x) is as in (6). On each of these sheets we single out finitely many square
patches: Aij(t) on the first sheet, Bij(t) on the second, Cij on the third, and Dij on
the fourth. Any two distinct Aij do not intersect, and the same is true for Bij, Cij,
and Dij.

We now want to pass an (almost vertical) thread through the four sheets of cloth,
moving the thread continuously in time, without ever touching any of the square
patches Aij, Bij, Cij, and Dij. The crossing cannot take place on regions where
the four sheets stick together (i.e., where δ(t, x) = 0), because the vertical projections
of all these patches cover the x-y plane. However, we can easily pass our thread
through the four sheets, as long as the crossing takes place over a region of the x-y
plane where the four sheets are separated, i.e., where δ(t, x) > 0.

We now specify details. At every time t, the projection of the set Sτ
2 on the x-y

plane is the entire plane. In x-y-z space, the time slice S2(τ) consists of countably
many square patches. The ones having centers at points with x > 0 will be treated
separately from the ones having centers at points with x < 0.
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(i) Squares with centers with x > 0. To define these squares, assume t2m+1 ≤
τ ≤ t2m−1. Divide the upper half-plane

{
(x, y) ; x ≥ 0

}
into squares of equal size,

each with side of length t2m+1/N2m+1. The centers of these squares are located at
the points

(xi, yj)
.
=

((
i− 1

2

)
t2m+1

N2m+1
,

(
j − 1

2

)
t2m+1

N2m+1

)
, i ≥ 1 , j ∈ Z .

We split these squares into four classes, depending on whether i, j are even or
odd. For τ ∈ [t2m+1, t2m−1] we then define

Aij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m+1

2N2m+1
+ (τ − t2m+1) ,

|y − yj | ≤
t2m+1

2N2m+1
+ (τ − t2m+1) , z = 0

}
,

Bij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m+1

2N2m+1
+ (τ − t2m+1) ,

|y − yj | ≤
t2m+1

2N2m+1
+ (τ − t2m+1) , z = δ(τ, x)

}
,

Cij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m+1

2N2m+1
+ (τ − t2m+1) ,

|y − yj | ≤
t2m+1

2N2m+1
+ (τ − t2m+1) , z = 2δ(τ, x)

}
,

Dij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m+1

2N2m+1
+ (τ − t2m+1) ,

|y − yj | ≤
t2m+1

2N2m+1
+ (τ − t2m+1) , z = 3δ(τ, x)

}
,

and then

S
(upper)
2 (τ)

.
=

⎛
⎜⎝ ⋃

i even
j even

Aij(τ)

⎞
⎟⎠∪

⎛
⎜⎝ ⋃

i odd
j even

Bij(τ)

⎞
⎟⎠∪

⎛
⎜⎝ ⋃

i even
j odd

Cij(τ)

⎞
⎟⎠∪

⎛
⎜⎝ ⋃

i odd
j odd

Dij(τ)

⎞
⎟⎠ .

We stress that here the union ranges over all couples of indices (i, j) with i ≥ 1.
(ii) Squares with centers with x < 0. To define these squares, we now assume

τ ∈ [t2m, t2m−2]. We divide the lower half-plane
{
(x, y) ; x ≤ 0

}
into squares of

equal size, each with side of length t2m/N2m. The centers of these squares are located
at the points

(xi, yj)
.
=

((
i− 1

2

)
t2m

N2m
,

(
j − 1

2

)
t2m

N2m

)
, i ≤ 0 , j ∈ Z .

These will not be confused with the previous ones because now i ≤ 0. We define

Aij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m

2N2m
+ (τ − t2m) ,

|y − yj | ≤
t2m

2N2m
+ (τ − t2m) , z = 0

}
,
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Bij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m

2N2m
+ (τ − t2m) ,

|y − yj | ≤
t2m

2N2m
+ (τ − t2m) , z = δ(τ, x)

}
,

Cij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m+1

2N2m
+ (τ − t2m) ,

|y − yj | ≤
t2m

2N2m
+ (τ − t2m) , z = 2δ(τ, x)

}
,

Dij(τ) =
{

(τ, x, y, z) ; |x− xi| ≤
t2m

2N2m
+ (τ − t2m) ,

|y − yj | ≤
t2m

2N2m
+ (τ − t2m) , z = 3δ(τ, x)

}
and then

S
(lower)
2 (τ)

.
=

⎛
⎜⎝ ⋃

i even
j even

Aij(τ)

⎞
⎟⎠ ∪

⎛
⎜⎝ ⋃

i odd
j even

Bij(τ)

⎞
⎟⎠ ∪

⎛
⎜⎝ ⋃

i even
j odd

Cij(τ)

⎞
⎟⎠ ∪

⎛
⎜⎝ ⋃

i odd
j odd

Dij(τ)

⎞
⎟⎠ .

In this case, the union ranges over all couples of indices (i, j) with i ≤ 0.
Finally, we define

S2(0)
.
=

{
(0, x, y, 0) ; x, y ∈ R

}
,

S2(τ)
.
= S

(upper)
2 (τ) ∪ S

(lower)
2 (τ) for τ > 0 ,

S2
.
=

⋃
τ≥0

S2(τ) .

Next, we claim that there exists a continuous function ϕ : C1 �→ R
2, say (x, y) =

ϕ(t, 0, 0, z), such that

ϕ(t, 0, 0, z) = o
(
|t|
)

as t → 0 , (t, 0, 0, z) ∈ C1 ,

and, moreover, the graph

S1
.
=

{
(t, x, y, z) ; (x, y) = ϕ(t, 0, 0, z) , (t, 0, 0, z) ∈ C1

}
intersects the set S2 only at the origin.

Intuitively, at each time τ > 0 the one-dimensional set Sτ
1

.
= S1 ∩ {t = τ} gives

the position of the thread, which should not touch any of the square patches Aij(τ),
Bij(τ), Cij(τ), Dij(τ) contained in S2(τ).

In view of Remark 2, such a continuous function ϕ exists provided that
• the width of the region where δ(τ, ·) > 0 is much larger than the sides of the

single paths Aij(τ), Bij(τ), Cij(τ), Dij(τ).
• square patches on the same sheet remain disjoint, i.e.,

[length of a side] < [distance between two centers].

Since patches grow in time at unit rate, this last condition is a consequence of
the inequalities

t2m−1 − t2m+1 <
t2m−1

5N2m−1
, t2m−2 − t2m <

t2m
5N2m

(m ≥ 1).(8)
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Finally, in order for the set S2 to have C2 as a Clarke tangent cone at the origin,
we need

∂

∂t
δ(t, x) → 0

∂

∂x
δ(t, x) → 0 as t → 0.(9)

On the other hand, in order for the set S1 to have C1 as a Boltyanskii tangent cone
at the origin, we need the following:

• The maximum size of the patches Aij(t), Bij(t), Cij(t), Dij(t) is o(t) as t → 0.
Moreover,

sup
{
|x| ; δ(t, x) > 0

}
= o(t) as t → 0.

It is not difficult to make choices such that all the above conditions are satisfied.
Indeed,

tm−2 − tm = O(t2m) = o(t2−ε
m ).

Therefore, if we choose Nm so that

[size of patches at time tm] ≈ tm
Nm

≈ t3/2m ,

then conditions (8) will certainly hold. To fix the ideas, we will choose{
Nm

.
= m1/2 if m is even ,

Nm
.
= 9m1/2 if m is odd .

(10)

By these choices, as t → 0,
• the sizes of the patches are O(t3/2).
• the region where δ(t, ·) > 0, where the crossing can occur, is at a distance of

O(t4/3) from the x-axis.
Hence, we can construct the function (x, y) = ϕ(t, z) such that∣∣ϕ(t, z)

∣∣ = O(t4/3).

This guarantees that C1 is indeed a Boltyanskii tangent cone to S1 at the origin.
Finally, the factor t6 on the right-hand side of (6) guarantees that the derivatives

of δ(·, ·) w.r.t. both t and x vanish as t → 0. Hence, C2 is the Clarke tangent cone to
S2. This completes the analysis.

Remark 3. Some additional words of explanation might be helpful. With reference
to Figure 5, what is going on is the following. At time t = tm, the four sheets are
sticking together in the half-plane where x ≤ 0, but are separated in some region
where x > 0, (Figure 5, left).

We split the lower half-plane {x ≤ 0} into four classes of square patches, of size

length �(t2m) = t2m/N2m = O(t
2/3
2m ). These patches keep sticking together for t > t2m

until δ becomes positive.
At time t = t2m−1, all four sheets now coincide in the upper half-plane {x ≥ 0},

but are separated in some region where x < 0 (Figure 5, right). It is here that the
thread can cross all sheets without intersecting any of the square patches.

The reader should notice that, on the interval [t2m−1 , t2m−3], sheets in the upper
half-plane are split into square patches which are different from those defined during
the previous time interval [t2m+1 , t2m−1]. This different definition, however, does not
introduce any discontinuity at the time t = t2m−1. Indeed, since δ(t2m−1, x) = 0 for
x ≥ 0, all four sheets in the upper half-plane coincide. Therefore, it does not make
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Fig. 6. Choosing upper and lower squares of different sizes, we ensure that the complement set
is connected.

any difference to represent the set

S
(upper)
2 (t2m−1)

.
=

{
(t2m−1, x, y, z) ; x ≥ 0 , z = 0

}
as a union of squares of side length �(t2m−1) rather than �(t2m+1)+2(t2m−1− t2m+1).

Remark 4. The factor “9” in (10) is motivated by a small technical detail. On
the upper and lower half-planes {x > 0} and {x < 0} we usually have patches of
different sizes, and centers on different lattice points, on one single sheet. Indeed, the
sizes of upper squares are defined at the times t2m+1, while the sizes of lower squares
are determined at the times t2m, for m ≥ 1. In principle, on one of the sheets we may
have a configuration as shown in Figure 6, left. This would prevent the thread from
moving freely from the upper to the lower half-plane. This can be easily prevented
by requiring that the lower squares be considerably larger that the upper ones, as in
Figure 6, right.
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Abstract. In this paper we shall extend and amplify the recent theory of controllers employ-
ing the so-called internal model structure. For exponentially stable closed loop control systems this
structure has been shown in another paper to be necessary and sufficient for robust output regula-
tion, also in infinite-dimensional spaces. Here we shall derive conditions under which two controller
types occurring frequently in applications have the internal model structure. Under these conditions
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stable, it is sometimes possible to obtain conditional robustness. This means that asymptotic track-
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1. Introduction. Although regulating the output of a given (linear time-
invariant) plant is one of the central problems in control theory, this output regu-
lation theory is rather useless in practice unless the controllers provide a degree of
robustness. Robustness means fault tolerance; here we treat it so that small pertur-
bations in some of the parameters of the plant, the controller, and the exogenous ref-
erence/disturbance signal generator should not affect closed loop stability and asymp-
totic tracking of the reference signals in the presence of disturbances. Such robust
controllers have been subject to a considerable amount of research during the past
three decades. The problem was solved for finite-dimensional systems by Davison [10],
Davison and Goldenberg [11], Francis [13], Francis and Wonham [14], Sebakhy and
Wonham [35], Wonham [40] and others in the 1970s. It seems that although many
authors independently evolved their own design techniques, these methods can be
quite generally grouped into two distinct categories: those employing estimates of the
state of a coupled system containing the plant and the exosystem (see, e.g., [13]), and
those employing dynamic error augmentation (see, e.g., [10]). Moreover, these two
categories arise as special instances of the general robust output regulation paradigm
for finite-dimensional systems: the celebrated internal model principle due to Francis
and Wonham [14]. This principle asserts, roughly, that an error feedback controller
which stabilizes the closed loop system also achieves robust output regulation if and
only if the controller utilizes a suitably reduplicated copy of the maximal cyclic com-
ponent of the exogenous system operator. For a survey of these (and related) results
and the differences between the above two controller types the reader should consult
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the article of Kwatny and Kalnitsky [27].
During the past few decades several authors have extended the theory cited above

for infinite-dimensional plants and finite-dimensional exogenous systems. The finite-
dimensional results of Davison [10] and Davison and Goldenberg [11] have been gener-
alized by Pohjolainen [30, 31], Hämäläinen and Pohjolainen [17, 18], Ukai and Iwazumi
[36], and others (see [19] for more detailed information). On the other hand, the
finite-dimensional results of Francis [13] have been generalized to this setting, e.g.,
by Schumacher [34] and Byrnes et al. [6]. Interestingly enough, the existing infinite-
dimensional generalizations of the theory of Francis do not seem to cover robustness
issues. Moreover, while robustness does play a central role in some of the above gen-
eralizations of the results of Davison, none of these authors has studied the internal
model principle for infinite-dimensional systems. In the author’s view this is probably
due to the fact that the principle, although easy to formulate in vague terms, is no-
toriously dependent on purely finite-dimensional concepts when formulated in precise
terms [14].

In the papers cited above the exogenous signal generator is finite-dimensional.
This means that the above theory is applicable in the case of simple reference/disturb-
ance signals such as constants and sinusoids. However, the use of infinite-dimensional
exogenous systems allows for the asymptotic tracking of arbitrary bounded uniformly
continuous reference signals in the presence of disturbances of a similar type [4, 5, 21,
23, 24, 22]. The repetitive control scheme, which is a frequency domain–based error
feedback control technique introduced by Hara et al. [15] (see also [39, 42, 43]) for
the asymptotic tracking of periodic signals for finite-dimensional systems, furnishes a
widespread example of the application of an infinite-dimensional exogenous system—
the p-periodic signal generator. As a matter of fact, Yamamoto and Hara [43] have
also proved an analogue of the internal model principle for repetitive control systems:
stable asymptotic tracking necessitates the internal model 1

1−e−sp of the exogenous
signals in the closed loop system.

Only rather recently has the internal model principle been generalized for infinite-
dimensional systems in the spirit of its original state space formulation [20]. This
generalization (see section 3 below) employs purely operator theoretic concepts and
is thus valid regardless of the dimensions of the state spaces of the plant, the con-
troller, and the exogenous system. The core of this infinite-dimensional internal model
principle lies in the observation that any closed loop error feedback control system,
when properly stabilized, already contains the error zeroing dynamics. An appro-
priate choice of the controller’s parameters resulting in the so-called internal model
structure (see Definition 3.1) then realizes the desired dynamical behavior of output
regulation. In particular, in finite dimensions, an error feedback controller contain-
ing a suitably controllable reduplication of the exogenous system dynamics has this
internal model structure [20].

Whereas [20] presented a general robustness theory for infinite-dimensional sys-
tems without any regard to the choice of the controller’s parameters, in this paper our
purpose is to extend and amplify those results by establishing conditional robustness
results for one member in each of the two aforementioned distinct regulator categories
(for infinite-dimensional systems). Here conditional robustness means that asymptotic
tracking and disturbance rejection are not destroyed by small perturbations so long
as closed loop stability also persists; this is specified precisely in Definition 2.5. As
a member of the first category we introduce (following [6, 22] closely) an infinite-
dimensional generalization of a finite-dimensional controller of Francis [13]; we call
this “type I controller” (see subsection 3.1 and in particular (3.13)). As a member of
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the second category we introduce an infinite-dimensional generalization of the finite-
dimensional controller (originally due to Davison [10]) studied in [16]; we call this
“type II controller” (cf. subsection 3.2). We shall show that under certain assumptions
both type I and type II controllers have the internal model structure. An application
of the abstract results in [20] then immediately yields sufficient conditions for condi-
tionally robust output regulation for these controllers. An important feature in our
results is that they describe how these controllers achieve conditionally robust output
regulation of bounded uniformly continuous exogenous signals for infinite-dimensional
systems. Moreover, it turns out that we can design controllers achieving conditionally
robust output regulation without relying on any purely finite-dimensional concepts,
such as maximal cyclic components and rational canonical decompositions, so long
as sufficient closed loop stability is achieved. To the author’s knowledge this has not
been possible before.

Although not all of our results are new—some finite-dimensional results of Davi-
son and his coworkers have actually been generalized1 for plants in the Callier–Desoer
algebra [17] and subsequently for plants which are well-posed infinite-dimensional sys-
tems [32]—their presentation within the context of the infinite-dimensional internal
model principle is new. Furthermore, our results explain in a novel way the function
of the internal model principle in the robust output regulation of finite-dimensional
systems. In particular, our framework provides a natural interpretation and gener-
alization for the somewhat unintuitive (finite-dimensional) process of incorporating
reduplications of the maximal cyclic component of the exosystem generator in the con-
troller. On the other hand, the existing infinite-dimensional generalizations [6, 22, 34]
of the theory of Francis [13] do not cover robustness issues; our results will cover
robustness of the controllers in [6, 22] (type I).

One particularly interesting application for which the conditional robustness the-
ory of this paper is suitable is repetitive control. In the classical repetitive control
literature, e.g., [15, 42, 43], one invariably requires exponential stability of the closed
loop system containing the plant and the infinite-dimensional internal model of the ex-
ogenous signals. Unfortunately this requirement can never be satisfied for any strictly
proper finite-dimensional plant (see section V of [43] and Proposition 2 of [15]), so
the scope of the classical repetitive control theory is somewhat limited. In this paper
we shall apply the conditional robustness theory in a generalized repetitive control
problem, where only strong closed loop stability and periodic tracking/rejection are
required, and where the plant is a (possibly infinite-dimensional) exponentially stable
single input–single output (SISO) system. We shall show that generalized repetitive
control is possible provided that the corresponding feedforward regulator equations
are solvable and provided that the reference/disturbance signals are smooth enough.
In this SISO case the feedforward regulator equations can be solved using the meth-
ods of [24], provided that there are no transmission zeros at the complex frequencies
2πni
p , n ∈ Z, of the exogenous signals; this is illustrated in an example in section 4.

Moreover, conditional robustness allows us to dispense with certain severe stabiliza-
tion problems present in a related earlier work [22]. A consequence of our results is
that generalized repetitive control in the above sense is possible even for exponentially
stable strictly proper finite-dimensional SISO plants (see section 4 for more details).

1.1. Notation. For Banach spaces E and F , L(E,F ) denotes the space of
bounded linear operators E → F . The resolvent set of a closed linear operator

1The exosystems utilized in [17, 32] are still finite-dimensional, however.
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A : E → F is denoted by ρ(A), whereas σ(A) denotes its spectrum. The point
spectrum of A is denoted by σp(A). R(λ,A) denotes (whenever it exists) the resol-

vent operator (λI − A)−1. If Ẽ is a subspace of E, then A|Ẽ denotes the restric-

tion of A to Ẽ. If A : E → E generates a strongly continuous (or C0-) semigroup
in E, then this semigroup is in general denoted by TA(t). We say that TA(t) is
strongly stable if limt→∞‖TA(t)x‖ = 0 for each x ∈ E. TA(t) is exponentially stable
if ‖TA(t)‖ ≤ Me−ωt for some M,ω > 0 and all t ≥ 0. For the sake of brevity in these
circumstances we sometimes say that A is strongly/exponentially stable. The inner
product is denoted by 〈·, ·〉E , where the subscript E is occasionally included to clarify
the space on which the inner product is defined.

2. The output regulation problem and robustness. In this section we recall
the error feedback output regulation problem studied under various assumptions, e.g.,
in [6, 10, 13, 14, 22]. A solution of this problem amounts to designing a controller
which employs error feedback to achieve stability of the closed loop (consisting of
the plant and the controller) and asymptotic tracking of the reference signals under
disturbances. Here asymptotic tracking means e(t) = y(t) − yref (t) → 0 as t → ∞,
where y(t) is the output of the plant and yref (t) is the reference signal. In order
to be more precise, we need to first define the plant and the exogenous system that
generates the reference and disturbance signals.

2.1. The plant. We consider a plant described by the following (possibly infinite-
dimensional) control system:

ż(t) = Az(t) + Bu(t) + Udist(t), z(0) ∈ Z, t ≥ 0,(2.1a)

y(t) = Cz(t) + Du(t), t ≥ 0.(2.1b)

Here A generates a C0-semigroup TA(t), t ≥ 0, in a complex Banach space Z. The
continuous input u : R+ → H and continuous output y : R+ → H take values in
a complex Banach space H. The control operator B ∈ L(H,Z), the observation
operator C ∈ L(Z,H), and the feedthrough operator D ∈ L(H). The continuous
function Udist is a disturbance (to be defined shortly). Equation (2.1a) is to be
considered in the mild sense (see Curtain and Zwart [8]).

2.2. The exogenous system. It is a common (and mathematically convenient)
assumption in control literature that the reference and disturbance signals in output
regulation problems are generated by a so-called exogenous system. A common choice
for an exogenous signal generator is a linear matrix differential equation with observa-
tion. Such an exosystem can handle the generation of simple signals—e.g., constants
and sinusoids—but unfortunately signals which occur in practice are often more com-
plex than this. Following the approach in [20, 21, 22, 23, 24], we shall next construct
a possibly infinite-dimensional exogenous system which can generate general bounded
uniformly continuous reference functions.

Let H be a Banach space which is continuously embedded in BUC(R, H), the
space of bounded uniformly continuous H-valued functions on R endowed with the
sup-norm (H need not have the sup-norm). In symbols, let H ↪→ BUC(R, H). We
let TS(t) denote the shift C0-group in BUC(R, H) defined as TS(t)f = f(· + t);
its infinitesimal generator is S = d

dx with a suitable domain of definition D(S) ⊂
BUC(R, H). If H is invariant for TS(t) and the restrictions TS(t)|H to H constitute
an isometric C0-group, we denote this by H s

↪→BUC(R, H). In this case the generator
of TS(t)|H is denoted by S|H.
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Definition 2.1 (the exogenous system). Let H s
↪→BUC(R, H), let Q ∈ L(H, H)

be an observation operator, and let P ∈ L(H, Z) be a disturbance operator. The
exogenous system generating the reference signals yref and the disturbance signals
Udist is defined on the state space H as

ẇ(t) = S|Hw(t), w(0) = w0 ∈ H,(2.2a)

yref (t) = Qw(t), t ∈ R,(2.2b)

Udist(t) = Pw(t), t ∈ R,(2.2c)

where (2.2a) is to be considered in the mild sense (see Curtain and Zwart [8]).
One particularly good choice is Q = δ0, where δ0 is the point evaluation at the

origin in H, i.e., δ0f = f(0) for f ∈ H. Clearly δ0 is linear and ‖δ0f‖H = ‖f(0)‖H ≤
‖f‖∞ ≤ c‖f‖H for some c ≥ 0 (because H ↪→ BUC(R, H)) and so δ0 ∈ L(H, H).
Moreover, δ0TS(t)|Hf = f(x+t)|x=0 = f(t) for every f ∈ H and t ∈ R. Consequently,
for Q = δ0, every reference signal yref in H (and only those) can be obtained from
(2.2b) by choosing w(0) = yref . Although the choice Q = δ0 is sufficient for output
regulation purposes [22], it turns out that for robustness considerations it is convenient
to let Q vary in L(H, H).

2.3. The error feedback output regulation problem and robustness.
Our primary concern in this paper is to study robustness issues for the following
output regulation problem [6, 10, 13, 14, 22].

Definition 2.2. The task in the error feedback regulation problem (EFRP) is to
design an error feedback controller of the form

ẋ(t) = Fx(t) + Ge(t), x(0) ∈ X, t ≥ 0,(2.3a)

u(t) = Jx(t)(2.3b)

on some Banach state space X, where F generates a C0-semigroup, G ∈ L(H,X),
and J ∈ L(X,H). The controller must satisfy the following requirements:

1. In the closed loop system for t ≥ 0,

ż(t) = Az(t) + BJx(t) + Pw(t),(2.4a)

ẋ(t) = GCz(t) + (F + GDJ)x(t) −GQw(t),(2.4b)

ẇ(t) = S|Hw(t),(2.4c)

e(t) = y(t) − yref (t) = Cz(t) + DJx(t) −Qw(t),(2.4d)

the semigroup TA(t) generated by A =
(

A BJ
GC F+GDJ

)
on Z × X is strongly

stable (or, for brevity, A is strongly stable on Z ×X).
2. The tracking error e(t) → 0 as t → ∞ for any initial conditions z(0) ∈ Z,

x(0) ∈ X, and w(0) ∈ H.
The foundations of this paper are laid on the following result, first proved in [22].
Theorem 2.3. Let P and Q in the exosystem be fixed. Assume that F,G, and

J in the controller (2.3) have been chosen such that the operator A =
(

A BJ
GC F+GDJ

)
generates a strongly stable C0-semigroup TA(t) on Z ×X. If in addition there exist
Π ∈ L(H, Z) and Λ ∈ L(H, X) such that Π(D(S|H)) ⊂ D(A) and Λ(D(S|H)) ⊂ D(F ),
and the following regulator equations are satisfied:

AΠ + BJΛ + P = ΠS|H in D(S|H),(2.5a)

FΛ = ΛS|H in D(S|H),(2.5b)

CΠ + DJΛ = Q in H,(2.5c)

then with this triplet (F,G, J) the EFRP is solvable.
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Explicit operators F,G, J which satisfy the conditions of Theorem 2.3 will be
provided later in this paper (see also [6, 22]).

In our robustness analysis some (but not necessarily all) of the parameters A,B,C,
D,G, J, P , and Q of the plant, the controller, and the exogenous system are subject to
perturbations. Throughout this paper we assume that all perturbations are bounded,
additive, and linear. For example, upon perturbation A may become A + ΔA, where
ΔA ∈ L(Z). Furthermore, we assume that all perturbations to any one of the above
operators are independent of the possible perturbations to the other operators in the
above list. We then treat robustness in the following sense.

Definition 2.4. Output regulation is robust with respect to a set Ω ⊂ {A,B,C,D,
G, J, P,Q} of parameters of the plant, the controller, and the exogenous system if the
two conditions in Definition 2.2 hold in spite of sufficiently small perturbations in the
elements of Ω.

Definition 2.5. Output regulation is conditionally robust with respect to a set
Ω ⊂ {A,B,C,D,G, J, P,Q} of parameters of the plant, the controller, and the exoge-
nous system if all such small perturbations in the elements of Ω which preserve closed
loop stability (i.e., condition 1 in Definition 2.2) also preserve asymptotic tracking
(i.e., condition 2 in Definition 2.2).

We point out that perturbations to F and S|H are not permitted in our framework;
this is in accordance with the corresponding finite-dimensional theory [13]. However,
by varying H one can investigate robustness of output regulation for different classes
of reference signals. On the other hand, perturbations to the parameters P and Q of
the exogenous system never destroy closed loop stability. Hence such perturbations
need not always be small for conditional robustness (see, e.g., Theorem 3.2). Finally,
we point out that occasionally we must place additional structural requirements for
the perturbations even for conditional robustness results (see section 4).

Remark 2.6. A potentially useful result in the study of conditional robustness
is the following one due to Casarino and Piazzera [7]: Assuming that A generates
a strongly stable C0-semigroup on Z × X, a sufficient condition that the perturbed
closed loop operator A+ΔA, where ΔA ∈ L(Z×X),2 still generates a strongly stable
C0-semigroup on Z ×X is

(2.6) sup
t≥0

∫ t

0

‖ΔATA(s)θ‖ds ≤ C‖θ‖ ∀θ ∈ D(A), 0 < C < 1.

Remark 2.7. If TA(t) is exponentially stable, then bounded perturbations ΔA
for which ‖ΔA‖ is sufficiently small do not destroy exponential stability of the closed
loop system. Consequently for exponentially stable closed loop systems conditionally
robust output regulation implies robust output regulation.

3. Conditionally robust regulation for two controllers. In this section we
shall prove conditional robustness results for infinite-dimensional systems by utilizing
type I and type II controllers. As mentioned in section 1, type I and type II con-
trollers are representative members of the following two general regulator categories,
respectively: those employing estimates of the state of the coupled system containing
the plant and the exosystem (type I) and those employing dynamic error augmen-
tation (type II). Our aim here is to (i) illustrate the abstract robustness theory—in
particular the internal model structure—developed in [20]; (ii) prove new robustness

2In [7] the additive perturbation ΔA may actually be of the more general Miyadera–Voigt type.
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results for control systems in infinite-dimensional spaces; and (iii) unify some existing
robustness results using the abstract setting. To our knowledge conditional robust-
ness (in the sense of Definition 2.5) of these two controller types has not been studied
before.

We first recall some definitions from [20]. The linear Sylvester operator TF,S|H is
defined on a subspace of L(H, X) by

D(TF,S|H) = {Λ ∈ L(H, X) | Λ(D(S|H)) ⊂ D(F ),∃M ∈ L(H, X) :

Mf = FΛf − ΛS|Hf ∀f ∈ D(S|H) },(3.1)

TF,S|HΛ = M.(3.2)

Definition 3.1 (internal model structure [20]). The controller (2.3) has the
internal model structure if the following implication holds:

(3.3) ∀Λ ∈ D(TF,S|H), ∀Δ ∈ L(H, H) : ΛS|H = FΛ + GΔ in D(S|H) =⇒ Δ = 0.

The central idea behind the internal model structure is, roughly stated, the fol-
lowing. Suppose that F,G, and J in (2.3) have been fixed in such a way that the
controller has the internal model structure. If, in addition, the closed loop system
is “sufficiently” stable, then there always exist Π ∈ L(H, Z) and Λ ∈ L(H, X)
such that the first regulator equation (2.5a) is satisfied and such that ΛS|H =
FΛ + G(CΠ + DJΛ − Q) in D(S|H). This operator equation combines the second
and third regulator equations (2.5b)–(2.5c), but the internal model structure ensures
that we can separate them and thus satisfy all of the regulator equations (2.5). As
a consequence of this, sufficient closed loop stability and the internal model struc-
ture together imply output regulation by Theorem 2.3. A glance at the appendix of
[14] immediately reveals that this idea generalizes the finite-dimensional arguments
of Francis and Wonham.

In [20] the author showed that under exponential closed loop stability (and certain
additional assumptions) the internal model structure is both necessary and sufficient
for robust output regulation. Moreover, the following result was essentially proved
in [20]. It provides sufficient conditions for closed loop stability and internal model
structure to yield (conditionally) robust output regulation. We choose to prove the
result also here to emphasize the effect of the internal model structure: Any sufficiently
stable closed loop error feedback control system already contains the error zeroing
dynamics. If, in addition, the controller has the internal model structure, then the
desirable dynamical behavior of output regulation is realized. It is remarkable that
here the regulator equations (2.5) do not have to be explicitly solved as in, e.g., [22],
where nonrobust output regulation was studied.

Theorem 3.2. Let F , G, and J be chosen such that the closed loop operator
A generates a strongly stable C0-semigroup on Z × X and such that the controller
has the internal model structure. Let A,B,C,D, and J be subject to perturbations
and let Ap, with D(Ap) = D(A), denote the perturbed closed loop operator. Then the
following hold:

1. If for given P ∈ L(H, Z) and Q ∈ L(H, H) in the exosystem there exists
Π ∈ L(H, Z ×X) such that Π(D(S|H)) ⊂ D(Ap) and ΠS|H = ApΠ +

(
P

−GQ

)
in D(S|H), and if Ap is still strongly stable, then the EFRP is solved for these
P,Q and the above perturbed closed loop parameters.

2. If for every P ∈ L(H, Z × X) there exists a unique Π ∈ L(H, Z × X) such
that Π(D(S|H)) ⊂ D(A) and ΠS|H = AΠ +P in D(S|H), then the controller
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achieves conditionally robust output regulation with respect to the above per-
turbed closed loop parameters for all P ∈ L(H, Z) and Q ∈ L(H, H).

3. If A is exponentially stable, then the controller achieves robust output reg-
ulation with respect to the above perturbed closed loop parameters for all
P ∈ L(H, Z) and Q ∈ L(H, H).

Proof.
1. Let P ∈ L(H, Z) and Q ∈ L(H, H) be given, and set P =

(
P

−GQ

)
. Let

Ap = A + ΔA, B
p = B + ΔB , C

p = C + ΔC , D
p = D + ΔD, Jp = J +

ΔJ , where the perturbations are bounded and linear on suitable spaces. By
our assumption, there exists an operator

(
Π1

Π2

)
∈ L(H, Z × X) such that(

Π1

Π2

)
S|H = Ap

(
Π1

Π2

)
+ P in D(S|H), i.e.,

(3.4)

(
Π1

Π2

)
S|H =

(
Ap BpJp

GCp F + GDpJp

)(
Π1

Π2

)
+

(
P

−GQ

)
in D(S|H).

But this shows that Π2S|H = FΠ2 + G(CpΠ1 + DpJpΠ2 − Q) in D(S|H),
and since the controller has the internal model structure, ultimately CpΠ1 +
DpJpΠ2 = Q. Consequently the following regulator equations are satisfied:

ApΠ1 + BpJpΠ2 + P = Π1S|H in D(S|H),(3.5a)

FΠ2 = Π2S|H in D(S|H),(3.5b)

CpΠ1 + DpJpΠ2 = Q in H.(3.5c)

According to Theorem 2.3 solvability of (3.5) and strong closed loop stability
together imply output regulation.

2. Let P ∈ L(H, Z) and Q ∈ L(H, H) be arbitrary, and set P =
(

P
−GQ

)
. Let

Ap = A+ΔA, B
p = B+ΔB , C

p = C+ΔC , D
p = D+ΔD, Jp = J+ΔJ , where

the perturbations are bounded and linear on suitable spaces. For conditional
robustness, we assume that Ap is still the generator of a strongly stable C0-
semigroup. Define the linear Sylvester operator TA,S|H by

D(TA,S|H) = {Γ∈ L(H, Z×X) | Γ(D(S|H))⊂D(A),∃Y ∈ L(H, Z×X) :

Y f = AΓf − ΓS|Hf ∀f ∈ D(S|H) },(3.6)

TA,S|HΓ = Y.(3.7)

By our assumptions, TA,S|H is a boundedly invertible closed operator [2];
consequently so is TAp,S|H as long as the above perturbations to A,B,C,D,
and J are small enough [26, p. 196]. Hence there exists a unique operator(

Π1

Π2

)
∈ L(H, Z × X) such that

(
Π1

Π2

)
S|H = Ap

(
Π1

Π2

)
+ P in D(S|H). The

result now follows by item 1.
3. By [38] exponential stability of A implies that for every P ∈ L(H, Z × X)

there exists a unique Π ∈ L(H, Z × X) such that Π(D(S|H)) ⊂ D(A) and
ΠS|H = AΠ + P in D(S|H) [37, 38]. Hence the conditions of item 2 are
satisfied, and so we obtain conditionally robust output regulation with respect
to A,B,C,D, and J for all P and Q. However, now all sufficiently small
bounded perturbations to the closed loop operator A result in an operator Ap,
which still generates an exponentially stable semigroup. We thus deduce that
the controller achieves robust output regulation with respect to A,B,C,D,
and J for every P and Q.
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Remark 3.3. The above proof is based on solving the regulator equations (2.5)
for the perturbed operators. Since these equations do not depend on G, in items 1–3
of Theorem 3.2 we also obtain (conditional) robustness with respect to G, because of
the assumption that perturbations to the parameters can be considered independently
of each other. From now on, perturbations to G are always justified by a similar
reasoning and the assumption about independence of the perturbations.

Unique solvability of the Sylvester-type operator equation ΠS|H = AΠ + P for
each P, which in Theorem 3.2 is shown to be crucial for conditional robustness,
has been studied, e.g., in [2, 3, 37, 38]. We emphasize that in many instances this
unique solvability can be deduced without explicitly calculating the solution operator
Π. As mentioned above, this is the case, for example, whenever A is exponentially
stable. Unfortunately, if A is only strongly stable, then this conclusion cannot be
drawn. In fact, if A is strongly stable such that σ(A) ∩ σ(S|H) �= ∅ (which is clearly
possible), then the operator equation ΠS|H = AΠ + P in D(S|H) does not have a
unique solution for every P [38]. On the other hand, in the case of finite-dimensional
spaces Z and X, strong stability of A is equivalent to exponential stability of A.
Consequently, in finite dimensions, as soon as closed loop stability is achieved, the
internal model structure guarantees robust output regulation without additional as-
sumptions.

3.1. Conditional robustness results for type I controllers. In this sub-
section we shall explicitly specify the parameters of type I controllers in (3.13) and
we shall show how one achieves (conditionally) robust output regulation using such
controllers. The internal model structure will play a decisive role in our analysis.
Before proving the results, however, we shall provide the reader with some essential
background on the construction of type I controllers.

Type I controllers—as we call them in this paper—were introduced in a slightly
different form in the finite-dimensional setup by Francis [13], where he presented the
synthesis algorithm (SA) and its robust counterpart, the structurally stable synthesis
algorithm (SSSA), for the solution of the output regulation problem. In the original
paper, Francis [13] did not allow for perturbations in C and Q, but it has been shown
in [20] that if the (finite-dimensional) EFRP of this paper is solved using the SSSA,
then output regulation is robust with respect to C for an arbitrary Q as well. Byrnes
et al. [6] have extended Francis’s SA for infinite-dimensional plants, and this theory
has subsequently been generalized for infinite-dimensional exogenous systems in [22].
However, as neither of the articles [6, 22] discusses robustness issues, the results of
this subsection are new even for finite-dimensional exogenous systems.

In the original finite-dimensional setting of SSSA, robust controllers for the so-
lution of the output regulation problem are constructed by employing dim(H)-fold
reduplications of the maximal cyclic component of the exosystem generator [13]. Here
we shall employ a slightly different—and perhaps more intuitive—strategy in which
none of the spaces has to be finite-dimensional; our idea is to embed the generator of
a suitable translation group in the controller. In order to do this, we first embed the
state space H of the exosystem continuously in a possibly larger space G s

↪→BUC(R, H)
(we shall motivate this selection of G shortly). For every isolated point iω ∈ σ(S|G)
we can then define the spectral projection by PG

iω = 1
2πi

∮
iω

R(λ, S|G)dλ (and similarly
for the isolated points of σ(S|H)). We shall make the following standing assumptions,
which hold throughout this subsection:

1. There is no feedthrough, i.e., D = 0.
2. The spectra σ(S|H) = σ(S|G) are discrete.
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3. There exist P ∈ L(G, Z) and Q ∈ L(G, H) and G =
(
G1

G2

)
∈ L(H,Z × G)

such that
(
A P
0 S|G

)
−
(
G1

G2

)(
C −Q

)
generates a strongly stable C0-semigroup

on Z × G.
4. There exists K ∈ L(Z,H) such that A + BK generates an exponentially

stable C0-semigroup on Z.
5. There exist Π ∈ L(G, Z), such that Π(D(S|G)) ⊂ D(A), and Γ ∈ L(G, H)

satisfying the regulator equations

ΠS|G = AΠ + BΓ + P in D(S|G),(3.8a)

Q = CΠ in G(3.8b)

6. For every iω ∈ σ(S|G) the operator PG
iωG2 : H → ran(PG

iω) is injective.
Assumptions 1–5 are natural infinite-dimensional generalizations of those in the SSSA
of Francis [13]; see also [22] for a discussion on how to satisfy assumption 3. However,
assumption 6 requires additional justification. To this end we shall temporarily assume
that H = C

N for some N ∈ N. Then G ⊂ BUC(R,CN ) and PG
iω maps G to { aeiω· |

a ∈ C
N }, which is an N -dimensional linear space. Since G2 : C

N → G, it is evident
that PG

iωG2 can be represented by an N × N matrix. In fact, each f ∈ C
N has the

representation f =
∑N

n=1〈f, en〉en in terms of the natural orthornormal basis for C
N .

Then, upon defining ψn = G2en ∈ G for each 1 ≤ n ≤ N , we have

PG
iωG2f =

N∑
n=1

〈f, en〉PG
iωψn =

(
PG
iωψ1 · · · PG

iωψN

)
⎛
⎜⎝

〈f, e1〉
...

〈f, eN 〉

⎞
⎟⎠(3.9)

= eiω·

⎛
⎜⎝

ψ̂11(ω) · · · ψ̂1N (ω)
...

...
...

ψ̂N1(ω) · · · ψ̂NN (ω)

⎞
⎟⎠
⎛
⎜⎝

〈f, e1〉
...

〈f, eN 〉

⎞
⎟⎠ ,(3.10)

where for each 1 ≤ n ≤ N ,

(3.11) PG
iωψn =

⎛
⎜⎝

ψ̂1n(ω)
...

ψ̂Nn(ω)

⎞
⎟⎠ eiω· ∈ { aeiω· | a ∈ C

N } = ran(PG
iω).

Consequently in order to meet assumption 6, the N × N matrix in (3.10) must be
nonsingular for every iω ∈ σ(S|G). This requirement can often be met in practice
because the functions ψn = G2en can be chosen freely modulo assumption 3. In the
SISO case (N = 1) it reduces to ψ̂11(ω) �= 0 for each iω ∈ σ(S|G). If the plant is
SISO, if G is a Hilbert space, and if S|G is a Riesz spectral operator3 (see section 4 for
a concrete example of such a situation), then G2u = gu for some g ∈ G and all u ∈ C.
Moreover, in this case for each iω ∈ σ(S|G) we have PG

iωG2 = PG
iωg = 〈g, φω〉Gθω for

some eigenvector φω of S|G ; thus whenever 〈g, φω〉G �= 0 for each iω ∈ σ(S|G), the
operator PiωG2 is injective. This condition, on the other hand, reduces to approximate
controllability of the pair (S|G , G2) by Theorem 4.2.3 in [8].

We next drop the assumption dim(H) < ∞ and explicitly specify the parameters
F,G, and J of type I controllers in (3.13). Under assumptions 1–6 we can use an

3A Riesz-spectral operator on G is a closed operator whose spectrum consists of simple eigenvalues
{λn | n ∈ Z }, such that {λn | n ∈ Z } is totally disconnected and such that the corresponding
eigenvectors φω constitute a Riesz basis (with biorthogonal vectors θω) on G [8].
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observer to generate an estimate Θ(t) =
( θ1(t)
θ2(t)

)
of the state

( z(t)
w(t)

)
of the system(

ż(t)
ẇ(t)

)
=

(
A P
0 S|G

)(
z(t)
w(t)

)
+

(
B
0

)
u(t), z(0) ∈ Z, w(0) ∈ G,(3.12a)

e(t) =
(
C −Q

)(z(t)
w(t)

)
(3.12b)

and then apply the control u(t) = JΘ(t) = J1θ1(t) + J2θ2(t), where J1 ∈ L(Z,H)
and J2 ∈ L(G, H) are chosen so that they solve a corresponding feedforward output
regulation problem. This is the main idea in the construction of type I controllers
[6, 13, 22]; the following new results validate this procedure and show that we obtain
(conditionally) robust output regulation.

Theorem 3.4. Under assumptions 1–6 the dynamic type I controller

(3.13)

F =

(
A + BK −G1C P + B(Γ −KΠ) + G1Q

−G2C S|G + G2Q

)
,

J =
(
K Γ −KΠ

)
, G =

(
G1

G2

)
on the state space X = Z × G has the internal model structure.

Proof. Assume that Δ ∈ L(H, H) and Λ =
(

Λ1

Λ2

)
∈ D(TF,S|H) ⊂ L(H, X) are

such that ΛS|H = FΛ + GΔ in D(S|H). Then

(3.14)(
Λ1

Λ2

)
S|H =

(
A + BK −G1C P + B(Γ −KΠ) + G1Q

−G2C S|G + G2Q

)(
Λ1

Λ2

)
+

(
G1

G2

)
Δ in D(S|H),

whence Λ2S|H = S|GΛ2 + G2(QΛ2 − CΛ1 + Δ) in D(S|H).
By our assumptions and Gelfand’s theorem [1, Cor. 4.4.8] the spectra σp(S|G) =

σ(S|G) = σ(S|H) = σp(S|H). Moreover, as we define the spectral projections PH
iω =

1
2πi

∮
iω

R(λ, S|H)dλ, it is true that S|FPF
iω = iωPF

iω = PF
iωS|F for each iω ∈ σ(S|F ),

for F = G,H. Applying projections on both sides of the equation Λ2S|H = S|GΛ2 +
G2(QΛ2 − CΛ1 + Δ) in D(S|H) yields

0 = PG
iω[Λ2S|H − S|GΛ2 −G2(QΛ2 − CΛ1 + Δ)]PH

iω = PG
iωG2(QΛ2 − CΛ1 + Δ)PH

iω .

(3.15)

But since PG
iωG2 is injective, we must have (QΛ2 − CΛ1 + Δ)PH

iω = 0 for every
iω ∈ σ(S|H). Now since TS(t)|H is an isometric C0-group, by [38, pp. 399–401]
there exists a sequence (Hn)n∈N ⊂ H of closed translation invariant (i.e., TS(t)|H-
invariant) subspaces such that Hn ⊂ Hn+1 for every n ∈ N, σ(S|Hn) ⊂ σ(S|H),
Sn = S|Hn ∈ L(H), and ∪n∈NHn = H. Moreover, we can choose Hn as the maximal
invariant subspace on which S|H is bounded and has a spectrum contained in (say)
[−in, in]. Hence Sn =

∑
k∈In

iωkP
H
iωk

for some finite index set In and every n ∈ N.

Moreover, Hn = span{PH
iωk

f | f ∈ H, k ∈ In }. Consequently QΛ2 − CΛ1 + Δ = 0
on ∪n∈NHn. An extension by continuity gives QΛ2 −CΛ1 + Δ = 0 on H. Hence also
Λ2S|H = S|GΛ2 in D(S|H).

On the other hand, by (3.14) we also have

Λ1S|H = (A + BK −G1C)Λ1 + (P + B(Γ −KΠ) + G1Q)Λ2 + G1Δ(3.16)

= (A + BK)Λ1 + (P + B(Γ −KΠ))Λ2 + G1(QΛ2 − CΛ1 + Δ)(3.17)

= (A + BK)Λ1 + (P + B(Γ −KΠ))Λ2 in D(S|H).(3.18)



2076 EERO IMMONEN

Consequently
(

Λ1

Λ2

)
S|H =

(A+BK B(Γ−KΠ)+P
0 S|G

)(
Λ1

Λ2

)
in D(S|H). But since by our

assumptions the regulator equations (3.8) are satisfied, we have

(3.19)

(
I Π
0 I

)(
A + BK 0

0 S|G

)(
I −Π
0 I

)
=

(
A + BK B(Γ −KΠ) + P

0 S|G

)

so that
(
I −Π
0 I

)(
Λ1

Λ2

)
S|H =

(A+BK 0
0 S|G

)(
I −Π
0 I

)(
Λ1

Λ2

)
in D(S|H). Therefore (Λ1 −

ΠΛ2)S|H = (A + BK)(Λ1 − ΠΛ2) in D(S|H). But A + BK is exponentially sta-
ble, so that the only operator M ∈ L(H, Z) satisfying MS|H = (A + BK)M in
D(S|H) is M = 0. We thus have Λ1 = ΠΛ2 in H.

Finally, recall from the above that QΛ2 − CΛ1 + Δ = 0 in H, so that by the
regulator equations (3.8) we have QΛ2−CΠΛ2 +Δ = QΛ2−QΛ2 +Δ = Δ = 0. This
shows that the controller has the internal model structure.

Corollary 3.5. Let assumptions 1–6 hold, and consider the type I controller
(3.13). If for every P ∈ L(H, Z×X) there exists a unique operator M ∈ L(H, Z×X)
such that M(D(S|H)) ⊂ D(A) and MS|H = AM + P in D(S|H), then the con-
troller (3.13) solves the EFRP. Moreover, output regulation is conditionally robust
with respect to A,B,C,G, and J regardless of P ∈ L(H, Z) and Q ∈ L(H, H) in the
exosystem.

Proof. Under assumptions 1–6 the controller (3.13) has the internal model struc-
ture by Theorem 3.4. We shall verify that the closed loop system is strongly stable
and appeal to Theorem 3.2. Applying a similarity transform U given as

(3.20) U =

⎛
⎝I 0 0
I −I 0
0 0 −I

⎞
⎠

on Z ×Z ×G to the closed loop operator A we obtain the operator Ã = UAU having
the expression

(3.21) Ã =

⎛
⎝A + BK −BK −B(Γ −KΠ)

0 A−G1C P + G1Q
0 −G2C S|G + G2Q

⎞
⎠ :=

(
A + BK Δ

0 As

)
.

By our assumption, As generates a strongly stable C0-semigroup on X, and A+
BK generates an exponentially stable C0-semigroup on Z. Clearly the C0-semigroup
generated by Ã on Z ×X is given by

(3.22) TÃ(t) =

(
TA+BK(t)

∫ t
0
TA+BK(t− s)ΔTAs

(s)ds
0 TAs(t)

)
.

Consequently TÃ(t) is strongly stable if

(3.23) lim
t→∞

∫ t

0

TA+BK(t− s)ΔTAs(s)xds = 0 ∀x ∈ X.

But (3.23) holds by Proposition 5.6.1 in [1]. This proves that also TA(t) is strongly
stable.

Corollary 3.6. Let assumptions 1–6 hold, and assume that the closed loop
operator A employing the type I controller (3.13) generates an exponentially stable
C0-semigroup on Z ×X. Then output regulation is robust with respect to A,B,C,G,
and J regardless of P ∈ L(H, Z) and Q ∈ L(H, H) in the exosystem.
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In [6] (Theorem IV.2) Byrnes et al. have proved a complete characterization for
the existence of a dynamic controller achieving (possibly nonrobust) output regulation
for a given finite-dimensional exogenous system with fixed operators P and Q. They
also employed controllers analogous to (3.13), but in their setting the closed loop
system is exponentially stable; hence Corollary 3.6 above reveals that if G2 is chosen
appropriately, then the controller does not need to be changed if the operators P and
Q in the exosystem are changed. Moreover, Corollary 3.6 proves that in this case
output regulation is in fact robust with respect to certain parameters.

We emphasize that in the case of finite-dimensional spaces G and H, the differ-
ential operator S|G can be represented by a diagonal matrix S0. Moreover, it is easy
to see that S0 is similar to a matrix containing a dim(H)-fold copy of the maximal
cyclic component of S0. Hence the above robustness results are in accordance with
the corresponding finite-dimensional theory [13]. Moreover, they provide a natural
interpretation and generalization for the somewhat unintuitive process of incorpo-
rating copies of maximal cyclic components of S0 into the controller, which in the
finite-dimensional setting is well known to guarantee robust output regulation under
closed loop stability [10, 13, 14, 27, 40].

We also point out that it is convenient to allow for H ↪→ G, because then H and G
may also have different topologies. This turns out to be important in the verification
of the conditions of Theorem 3.2. In fact, we shall see in Section 4 that although it may
not be possible to solve ΠS|H = AΠ+P in D(S|H) uniquely for every P ∈ L(H, Z×X),
as required in Corollary 3.5, sometimes it is possible to solve ΠS|H = AΠ + P in
D(S|H) for every P ∈ L(G, Z ×X) ⊂ L(H, Z ×X). This anomalous situation occurs,
however, only if the closed loop system is not exponentially stable. If A generates an
exponentially stable C0-semigroup, then the equation ΠS|H = AΠ+P in D(S|H) has
a unique solution regardless of H ↪→ BUC(R, H) and P ∈ L(H, Z ×X) [38].

We conclude this subsection with an example of error feedback control for a one-
dimensional heat equation. The example below is essentially Example VI.2 of [6]
(which is why we omit some details). Byrnes et al. [6] have constructed a controller
which achieves output regulation of a sinusoidal reference signal in the disturbance-
free case; below we shall show that their controller is also robust. In the following
example we have G = H and S|G = S|H.

Example 3.7. Consider a disturbance-free controlled one-dimensional heat equa-

tion on the interval [0, 1] with Neumann boundary conditions: ∂z(x,t)
∂t = ∂2z(x,t)

∂2x +

Bu(t), ∂z(0,t)
∂x = ∂z(1,t)

∂x = 0, z(x, 0) = ψ(x). The output is given as y(t) = Cz(t). The
bounded control operator B : C → L2(0, 1) is defined by Bu = b(x)u, with b(x) =
2χ[ 12 ,1]

(x). Here χ[ε,δ](x) denotes the characteristic function of the interval [ε, δ]. The

bounded observation operator C : L2(0, 1) → C is defined by Cψ =
∫ 1

0
c(x)ψ(x)dx,

with c(x) = 2χ[0, 12 ](x).

It is well known how to put this system in the form (2.1) with D = 0, P = 0 [6, 8,
23]. In [6] (Example VI.2) Byrnes et al. designed a dynamic error feedback controller
(2.3) such that the plant can asymptotically track the reference signal yref (t) =
M sin(γt), with M,γ > 0. They used the exosystem ẇ0(t) = Sw0(t) with S =

( 0 γ
−γ 0

)
,

w0(0) =
(

0
M

)
, Q0 = ( 1 0 ) to generate yref (t). After an application of the similarity

transformation U =
(
i −i
1 1

)
this exosystem becomes

(3.24)

ẇ(t) = S|Hw(t) =

(
ẇ1(t)
ẇ2(t)

)
=

(
−iγ 0
0 iγ

)(
w1(t)
w2(t)

)
, Q =

(
i −i

)
, w(0) =

(
1
2M

1
2M

)
,
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which is now isomorphic to the desired form (2.2) on the state space H = span{e−iγ·}⊕
span{eiγ·}. For example, in this basis the above initial condition is w(0) = 1

2M(e−iγ·+
eiγ·).

For the above plant Byrnes et al. [6] have solved the regulator equations Π0S =
AΠ0 + BΓ0 and CΠ0 = Q0 for Π0 and Γ0. Since S|H = U−1SU and Q = Q0U , we
readily see that Π = Π0U and Γ = Γ0U solve the regulator equations (3.8). We may
then let

(3.25)

F =

(
A + BK −G1C B(Γ −KΠ) + G1Q

−G2C S|H + G2Q

)
,

=
(
K Γ −KΠ

)
, and G =

(
G1

G2

)
,

where G2 = U−1G0
2, and G0 =

(G1

G0
2

)
is the same exponentially stabilizing output

injection for the pair
((

A 0
0 S

)
,
(
C −Q0

))
and K is the same exponentially stabilizing

state feedback for the pair (A,B) used in [6]. These choices lead to an exponentially
stable closed loop system operator A, which is also similar to the one in Example VI.2
of [6]. In fact,

(3.26)(
A BJ
GC F

)

=

⎛
⎝I 0 0

0 I 0
0 0 U−1

⎞
⎠
⎛
⎝ A BK B(Γ0 −KΠ0)
G1C A + BK −G1C B(Γ0 −KΠ0) + G1Q0

G0
2C −G0

2C S + G0
2Q0

⎞
⎠
⎛
⎝I 0 0

0 I 0
0 0 U

⎞
⎠ .

According to Corollary 3.6, in order to obtain robust output regulation, we need
only verify that PH

iωG2 is injective for ω = ±γ. But since Byrnes et al. [6] chose
G0

2 =
(−3
−3

)
, we obtain G2 = U−1G0

2 = 3
2

(
i−1
−i−1

)
. Since neither component of G2

is zero, PH
iωG2 is injective for ω = ±γ. Consequently, output regulation is robust

with respect to A,B,C,G, and J regardless of P ∈ L(H, Z) and Q ∈ L(H,C) in the
exosystem. Observe that these operators P,Q need not coincide with those inside
F (cf. (3.13)), and that robustness allows for asymptotic tracking and disturbance
rejection (only tracking is considered in [6]).

3.2. Conditional robustness results for type II controllers. In this sub-
section we shall explicitly specify the parameters of type II controllers in (3.32), and
we shall prove conditional robustness results for such controllers by utilizing the con-
cept of internal model structure. Before proving any results, however, we shall provide
the reader with some background on the construction of type II controllers.

Recall that a type II controller is a specific (possibly infinite-dimensional) repre-
sentative member of the general regulator category in which dynamic error augmenta-
tion is employed. Type II controllers—as we call them in this paper—were originally
introduced in a slightly different form in the finite-dimensional setup by Davison [10].
Davison’s arguments, which proved robustness of the controllers, were based on cal-
culations of the steady state time response of the closed loop system, and they have
subsequently been somewhat simplified by Huang [16]. A key element in the proofs
is that the controllers employ dim(H)-fold reduplications of the exosystem genera-
tor in a suitably transformed form. Davison’s robust output regulation theory has
also been generalized for infinite-dimensional plants and finite-dimensional exogenous
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systems, e.g., in [18, 31, 36]. However, to the author’s knowledge type II controllers
for infinite-dimensional exogenous systems have not been studied before.

Type II controllers are often designed in two phases [16]. In the first phase, a type
II state feedback controller is designed in order to achieve robust output regulation.
In the second phase, the parameters of this state feedback controller are utilized in
the design of a dynamic type II controller which does not employ state feedback. In
order to illustrate this procedure, let us consider the controller

ẋ(t) = Fx(t) + Ge(t), x(0) ∈ X, t ≥ 0,(3.27a)

u(t) = K1z(t) + Jx(t),(3.27b)

which also employs a state feedback K1 ∈ L(Z,H) from the plant. Let H ↪→
G s
↪→BUC(R, H), and assume the following throughout this subsection:

(a) The spectra σ(S|H) = σ(S|G) are discrete.
(b) There exist K1 ∈ L(H,Z), K2 ∈ L(G, H), and G0 ∈ L(H,G) such that

A0 =
( A+BK1 BK2

G0(C+DK1) S|G+G0DK2

)
generates a strongly stable C0-semigroup on

Z × G.
(c) For every iω ∈ σ(S|G) the operator PG

iωG0 : H → ran(PG
iω) is injective (see

subsection 3.1 for the notation).
Under the above assumptions we can specify X = G, F = S|G , G = G0, and J = K2

in (3.27). We thus obtain the following controller, which we call the type II state
feedback controller:

ẋ(t) = S|Gx(t) + G0e(t), x(0) ∈ G,(3.28a)

u(t) = K1z(t) + K2x(t).(3.28b)

We shall next establish conditions under which this state feedback controller solves
the EFRP for a plant, where A is replaced with A + BK1 and C is replaced with
C + DK1. Of course, this replacement procedure is just a compact way of showing
that the state feedback controller (3.28) achieves closed loop stability and asymptotic
tracking of the reference signals in the presence of disturbances for the plant (2.1).

Theorem 3.8. Let assumptions (a)–(c) hold, and consider a plant in which A is
replaced with A + BK1 and C is replaced with C + DK1. Set X = G with F = S|G,
G = G0, J = K2. Then the resulting dynamic controller (F,G, J) has the internal
model structure.

Proof. The proof that ΛS|H = S|GΛ + G0Δ in D(S|H) implies Δ = 0 is carried
out analogously to the proof of Theorem 3.4 using Gelfand’s theorem, the injectivity
of PG

iωG0, and the decomposition of H to the closed translation-invariant subspaces
Hn, with H = ∪n∈NHn.

Corollary 3.9. Let assumptions (a)–(c) hold, and consider a plant in which A
is replaced with A+BK1 and C is replaced with C +DK1. If, in addition, for every
P ∈ L(H, Z×X) there exists a unique Π ∈ L(H, Z×X) such that Π(D(S|H)) ⊂ D(A0)
and ΠS|H = A0Π + P in D(S|H), then the controller of Theorem 3.8 achieves a
conditionally robust output regulation with respect to the operators A,B,C,D,K1,K2,
and G0 for all P ∈ L(H, Z) and Q ∈ L(H, H).

Proof. Let P ∈ L(H, Z) and Q ∈ L(H, H) be arbitrary, and set P =
(

P
−G0Q

)
. As

in the proof of Theorem 3.2 we deduce that (after possibly applying small bounded
perturbations to the parameters A,B,C,D,K1,K2) there exists a unique operator
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(
Π
Λ

)
∈ L(H, Z × G) such that

(
Π
Λ

)
S|H = A0

(
Π
Λ

)
+ P in D(S|H), i.e.,

(3.29)(
Π
Λ

)
S|H =

(
A + BK1 BK2

G0(C + DK1) S|G + G0DK2

)(
Π
Λ

)
+

(
P

−G0Q

)
in D(S|H).

But this shows that ΠS|H = (A+BK1)Π +BK2Λ +P and ΛS|H = S|GΛ +G0[(C +
DK1)Π+DK2Λ−Q] in D(S|H). Since by Theorem 3.8 the controller has the internal
model structure, we must have that (C +DK1)Π +DK2Λ−Q = 0 in H and ΛS|H =
S|GΛ in D(S|H). The result now follows from Theorem 2.3 because by our assumptions
the closed loop operator A = A0 generates a strongly stable C0-semigroup and because
the regulator equations (2.5) have a solution.

Corollary 3.10. Let assumptions (a)–(c) hold, and consider a plant in which
A is replaced with A + BK1 and C is replaced with C + DK1. If, in addition, A0

is exponentially stable, then the controller of Theorem 3.8 achieves a robust output
regulation with respect to the operators A,B,C,D,K1,K2, and G0 for all P ∈ L(H, Z)
and Q ∈ L(H, H).

Before turning to the construction of dynamic controllers (2.3), which do not
involve state feedback from the plant, namely the type II controllers, we show how the
operators K1,K2, and G0 above could be chosen such that assumption 2 is satisfied.

Proposition 3.11. Assume that there exist K ∈ L(H,Z), K2 ∈ L(G, H), and
L ∈ L(H,G) such that either A+BK generates an exponentially stable C0-semigroup
on Z and S|G + LK2 generates a strongly stable C0-semigroup on G or A+BK gen-
erates a strongly stable C0-semigroup on Z and S|G +LK2 generates an exponentially
stable C0-semigroup on G. If there exist G0 ∈ L(H,G) and Π ∈ L(Z,G) such that
Π(D(A)) ⊂ D(S|G) and

S|GΠ = Π(A + BK) + G0(C + DK) in D(A),(3.30a)

L = ΠB + G0D in H,(3.30b)

then for K1 =K +K2Π the operator A0 =
( A+BK1 BK2

G0(C+DK1) S|G+G0DK2

)
generates a strongly

stable C0-semigroup on Z × G.

Proof. With the above choices we have A0 =
( A+B(K+K2Π) BK2

G0(C+D[K+K2Π]) S|G+G0DK2

)
.

Then a direct calculation shows that

(3.31)(
I 0
Π I

)(
A + B(K + K2Π) BK2

G0(C + D[K + K2Π]) S|G + G0DK2

)(
I 0

−Π I

)
=

(
A + BK BK2

0 S|G + LK2

)
,

which shows (see Theorem 5.1.2 and Proposition 5.6.4 in [1]) that A0 generates a
strongly stable C0-semigroup.

Remark 3.12. If in Proposition 3.11 both A + BK and S|G + LK2 generate
exponentially stable C0-semigroups, then the closed loop system operator A0 is also
exponentially stable. In fact, if we let ‖TA+BK(t)‖ ≤ M1e

−ω1t and ‖TS|G+LK2
(t)‖ ≤

M2e
−ω2t for all t ≥ 0 and if, without loss of generality, we assume ω2 ≥ ω1 > 0, then

for all y ∈ G we have ‖
∫ t
0
TA+BK(t−s)BK2TS|G+LK2

(s)yds‖ ≤ M1M2‖BK2‖‖y‖e−ω1t∫ t
0
e(ω1−ω2)sds, which decays to 0 exponentially fast as t → ∞.
We emphasize that state feedback makes it possible to treat plants in which (A,B)

is only strongly stabilizable. For an alternative approach for strong stabilization of
the closed loop system using Riccati equations we refer the reader to [9].

Now that we have presented type II state feedback controllers (3.28) which achieve
(conditionally) robust output regulation, we turn to the construction of a dynamic
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type II controller (2.3) which does not involve state feedback from the plant. In
addition to assumptions (a)–(c) we shall need the following assumption:

(d) There exists L ∈ L(H,Z) such that A−LC generates an exponentially stable
C0-semigroup on Z.

A dynamic type II controller (2.3) employing the parameters of the above state feed-
back controller is specified by the following parameters:

(3.32)

F =

(
A + BK1 − L(C + DK1) (B − LD)K2

0 S|G

)
, J=

(
K1 K2

)
, and G =

(
L
G0

)
.

It is clear that under the above assumptions the type II controller (3.32) has the
internal model structure. The following result presents conditions under which we
also achieve conditionally robust output regulation.

Theorem 3.13. Let assumptions (a)–(d) hold and assume that for every P ∈
L(H, Z × X) there exists a unique Π ∈ L(H, Z × X) such that Π(D(S|H)) ⊂ D(A)
and ΠS|H = AΠ +P in D(S|H). Then the type II controller (3.32) solves the EFRP.
Moreover, output regulation is conditionally robust with respect to A,B,C,D,G, and
J regardless of P ∈ L(H, Z) and Q ∈ L(H, H).

Proof. Since clearly the controller (3.32) has the internal model structure, ac-
cording to Theorem 3.2 it is sufficient to prove that the closed loop system is strongly
stable. With F,G, and J as in (3.32), the closed loop system operator becomes

(3.33) A =

(
A BJ
GC F + GDJ

)
=

⎛
⎝ A BK1 BK2

LC A + BK1 − LC BK2

G0C G0DK1 S|H + G0DK2

⎞
⎠ .

Applying the similarity transform U given as

(3.34) U =

⎛
⎝I −I 0

0 I 0
0 0 I

⎞
⎠ ,

we see that A is similar to the operator Ã = UAU−1 having the expression

(3.35) Ã =

⎛
⎝A− LC 0 0

LC A + BK1 BK2

G0C G0(C + DK1) S|H + G0DK2

⎞
⎠ ,

which by our assumptions generates a strongly stable C0-semigroup on Z ×X (use,
e.g., Proposition 5.6.1 in [1]). This proves that also the similar closed loop semigroup
TA(t) is strongly stable.

Corollary 3.14. Let assumptions (a)–(d) hold and assume that the closed loop
operator A generates an exponentially stable C0-semigroup on Z×X. Then the type II
controller (3.32) solves the EFRP. Moreover, output regulation is robust with respect
to A,B,C,D,G, and J regardless of P ∈ L(H, Z) and Q ∈ L(H, H).

Remark 3.15. To the author’s knowledge, besides that of Ukai and Iwazumi [36],
no work on type II controllers allowing for strongly stable closed loop operator has
been reported, even for finite-dimensional exosystems. Ukai and Iwazumi essentially
constructed type II controllers for infinite-dimensional systems on reflexive spaces and
finite-dimensional exosystems, and in their work the closed loop system does not have
to be exponentially stable.
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We conclude this subsection with an example of regulation of finite-dimensional
signals for a weakly damped string of unit length. In this case the plant (and hence also
the closed loop system) is only strongly stable. The obtained type II state feedback
controller is finite-dimensional, and it achieves conditionally robust output regulation.

Example 3.16. A model for a weakly damped string of unit length, with clamped
ends, is (see [29])

∂2v(x, t)

∂t2
+ M

∂v(x, t)

∂t
=

∂2v(x, t)

∂x2
for t ≥ 0 and 0 ≤ x ≤ 1,(3.36a)

v(0, t) = v(1, t) = 0 for t ≥ 0.(3.36b)

Here M is a damping operator which will be defined shortly. We define the operator

U by Uv = − ∂2v
∂x2 with D(U) = { v ∈ H2(0, 1) | v(0) = v(1) = 0 }, where H2(0, 1)

denotes the standard Sobolev space on the unit interval. It can be shown that U
has eigenvalues λk = k2π2, k = 1, 2, . . . , and the corresponding eigenvectors φk(x) =√

2 sin(kπx) constitute an orthonormal basis in L2(0, 1) [29].
The damping operator M is defined by Mv = ε〈m, v〉L2(0,1)m, where ε > 0 and

(3.37) m =
∞∑
k=1

γkφk

with γk satisfying 0 < |γk| ≤ d√
λk

(for example, γk = 1
k ) for some d > 0. Next we

define the Hilbert space Z = L2(0, 1) × L2(0, 1) with the natural inner product 〈·, ·〉,
and introduce

(3.38) z(t) =

(
U

1
2 v(x, t)
∂v(x,t)

∂t

)
, and A =

(
0 U

1
2

−U
1
2 M

)
.

Then (3.36) can be rewritten as ż(t) = Az(t), z(0) ∈ Z, and it can be shown (see
[29] and the references therein) that A generates a strongly (but not exponentially)
stable C0-semigroup TA(t) on Z. Moreover, all eigenvalues νk of A have negative real
part, and the corresponding eigenvectors (ψk)k form a Riesz basis in Z. Consequently
σ(A)∩ iR = ∅, because for every ω ∈ R and every index k the elements R(iω,A)ψk =∫∞
0

e−iωtTA(t)ψkdt =
∫∞
0

e(−iω+νk)tψkdt exist in Z.
Consider then application of distributed control and observation to system (3.36)

in the following sense. For a control operator B ∈ L(C, Z) and an observation operator
C ∈ L(Z,C) the SISO plant is given as

ż(t) = Az(t) + Bu(t), z(0) ∈ Z, t ≥ 0,(3.39a)

y(t) = Cz(t), t ≥ 0.(3.39b)

Let the exogenous system (i.e., H) be finite-dimensional, let (θn)n∈I be the (finite)
orthonormal basis for H corresponding to the eigenvectors of S|H, and assume that
S|H+LK2 is exponentially stable for some operators L ∈ L(C,H) and K2 ∈ L(H,C).
Assume in addition that G0 ∈ L(C,H) can be chosen such that G0u = g0u for all
u ∈ C, with g0 ∈ H and 〈g0, θn〉H �= 0 for each n ∈ I, and such that the following
regulator equations are satisfied:

S|HΠ = ΠA + G0C in D(A),(3.40a)

ΠB = L in H(3.40b)
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for some Π∈L(Z,H) (we point out that by taking adjoints these equations can be
solved for the adjoint operator of Π using the methods of [6]). In particular, by the
skew-adjointness of S|H, the operators II and G0 must be chosen such that for every
n∈ I

Π∗θn = R(−iwn, A
∗)C∗G∗

0θn,(3.41a)

L∗θn = B∗R(−iwn, A
∗)C∗G∗

0θn.(3.41b)

If, in particular, L = δ∗0 as in the above, and if B∗R(−iwn, A
∗)C∗ �= 0 for all n ∈ I

(i.e., there are no transmission zeros on σ(S|H)), then suitable operators Π and G0,
with 〈g0, θn〉H �= 0 for each n ∈ I, are readily found by taking operator adjoints and
by using the fact that θn is an orthonormal basis for H.

A suitable state feedback controller is then given on the state space X = H by

ẋ0(t) = S|Hx0(t) + G0e(t), x0(0) ∈ H,(3.42a)

u(t) = K2Πz(t) + K2x0(t).(3.42b)

In fact, the resulting closed loop system operator A0 =
(A+BK2Π BK2

G0C S|H
)

satisfies

(3.43)

(
I 0
Π I

)(
A + BK2Π BK2

G0C S|H

)(
I 0

−Π I

)
=

(
A BK2

0 S|H + LK2

)
,

and hence it is strongly stable on Z ×X. Moreover, σ(A0) ∩ iR = ∅, because σ(A) ∩
iR = ∅ and σ(S|H + LK2) ∩ iR = ∅, so that by the finite-dimensionality of the
exogenous system for every P ∈ L(H, Z ×X) there exists a unique Y ∈ L(H, Z ×X)
such that ran(Y ) ⊂ D(A0) and Y S|H = A0Y + P in H [2, 38]. Corollary 3.9 shows
that the controller (3.42) achieves conditionally robust output regulation with respect
to A,B,C,Π,K2, and G0 for all P ∈ L(H, Z) and Q ∈ L(H,C).

4. Generalized repetitive control for exponentially stable SISO sys-
tems. In this section we shall focus on an important application, namely, generalized
repetitive control, in which the goal is to achieve strong closed loop stability and
asymptotic tracking/rejection of p-periodic reference and disturbance signals for some
fixed p > 0 and for infinite-dimensional plants. Although such exogenous signals are
rather simple, they must be generated using an infinite-dimensional linear exogenous
system (2.2); otherwise we would be bound to deal with trigonometric polynomials
only. Consequently, the well-known results on output regulation for finite-dimensional
exogenous systems, e.g., those in [6], do not apply.

From [15, 22, 39, 42, 43] it is evident that one of the biggest obstacles in the design
of repetitive controllers is that the closed loop system is often difficult to stabilize. In
fact, Hara et al. [15] proved that repetitive controllers can never be designed (in the
classical sense) for strictly proper finite-dimensional plants (e.g., A is exponentially
stable and D = 0), because the requirement for exponential closed loop stability
cannot be satisfied. In [22] the authors solved generalized repetitive control problems
also for strictly proper infinite-dimensional systems using type I controllers. However,
certain rather severe stabilizability problems are also present in [22]: In particular, for
a fixed P ∈ L(G, Z) and a fixed Q ∈ L(G, H) the existence of G =

(
G1

G2

)
∈ L(H,Z×G),

for which
(
A P
0 S|G

)
−
(
G1

G2

)(
C −Q

)
generates a strongly stable C0-semigroup on Z×G,

is not trivial for an infinite-dimensional G. This was required in [22] (see assumption
3 in subsection 3.1 and the discussion in [22]).
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In this section we shall show that the above stabilizability problem of [22] can be
partially solved using the conditional robustness theory of this paper. We shall design
a type I controller for generalized repetitive control in such a way that the closed loop
system is stabilized for certain simple operators P and Q contained in the operator
F of (2.3) and (3.13) (see also assumption 3 of subsection 3.1). The conditional ro-
bustness theory then guarantees that the same fixed controller also achieves output
regulation for different operators P and Q in the exosystem. Thus, robustness allows
us—to a degree—to dispense with the problem in [22] of stabilizing the closed loop
control system. Moreover, as opposed to [22], here the disturbances can be genuinely
unmeasurable: Apart from the fact that we require sufficient continuity for the dis-
turbance operator P (see Theorem 4.6 below), this operator P in the exosystem need
not be explicitly known.

We assume the following throughout this section.
Assumption 4.1. The plant is a SISO system, i.e., H = C, the operator A

generates an exponentially stable C0-semigroup, D = 0, and G = Hα
per(0, p) for some

α > 1
2 (this is the standard Sobolev space of α-differentiable p-periodic functions [25]).
We remark that the assumption that there is no feedthrough in the plant, i.e.,

D = 0, is deliberate: We aim to show that, contrary to the view in [15], condition-
ally robust regulation of periodic signals is possible even in this case if we do not
require exponential closed loop stability but only strong closed loop stability. This is
a key difference between the classical repetitive control problems [15, 39, 43] and the
generalized repetitive control problems that we study.

We begin the controller design process by stabilizing the exogenous system for
an appropriate Q. Recall from [24, 25] that G = Hα

per(0, p) is a Hilbert space; its in-

ner product is denoted by 〈·, ·〉 and it is defined by 〈f, g〉 =
∑

n∈Z
(1 + ω2

n)αf̂nĝn,

where f̂n and ĝn are ordinary L2-Fourier coefficients and ωn = 2πn
p . Moreover,

every f ∈ Hα
per(0, p), α > 1

2 , has the uniformly convergent Fourier series expan-

sion f(t) =
∑

n∈Z
f̂ne

iωnt =
∑

n∈Z
〈f, φn〉φn, where the Fourier coefficients satisfy∑

n∈Z
(1 + ω2

n)α|f̂n|2 < ∞, and (φn)n∈Z denotes the orthonormal basis of (weighted)

exponentials cne
iωn· = eiωn·

(
√

1+ω2
n)α

in Hα
per(0, p).

Lemma 4.2. The space G s
↪→BUC(R,C) and TS(t)|Gf =

∑
n∈Z

eiωnt〈f, φn〉φn for
every t ∈ R and every f ∈ G. Moreover, S|G is a Riesz-spectral operator on G and
S|G =

∑
n∈Z

iωn〈·, φn〉φn, with D(S|G) = { f ∈ G |
∑

n∈Z
ω2
n|〈f, φn〉|2 < ∞}.

Proof. It is clear that G ↪→ BUC(R,C) (see, e.g., Theorem 3.195 in [25]) and
that the left shift operators TS(t) are isometries on G leaving this space invariant.
The (semi)group property and strong continuity of TS(t)|G are easy to verify, so
that G s

↪→BUC(R,C). Since the elements of the orthonormal basis (φn) for G sat-
isfy φn(·) = cne

iωn· for cn = 1

(
√

1+ω2
n)α

and every n ∈ Z, it is also evident that

TS(t)|Gφn = eiωntφn for each t ∈ R. Hence TS(t)|Gf = TS(t)|G
∑

n∈Z〈f, φn〉φn =∑
n∈Z〈f, φn〉TS(t)|Gφn =

∑
n∈Z eiωnt〈f, φn〉φn for each f ∈ G. That S|G is a Riesz-

spectral operator is evident; the spectrum of S|G consists of the simple eigenvalues
{ iωn | n ∈ Z } (whose closure is obviously totally disconnected). Moreover, the cor-
responding eigenvectors φn constitute an orthonormal (hence Riesz) basis in G. The
expression of S|G follows from Theorem 2.3.5 in [8].

We are now ready to prove the following stabilization result, where δ0 denotes
the (bounded and linear) point evaluation operator on G centered at the origin.
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Lemma 4.3. Let γ > α + 1
2 . Then there exists L ∈ L(C,G) such that

1. S|G + Lδ0 generates a strongly stable C0-semigroup on G;

2. the resolvent satisfies ‖R(iωn, S|G + Lδ0)‖ ≤ C ′(
√

1 + ω2
n)

γ
for some C ′ > 0

and every n ∈ Z;
3. there exists a unique l ∈ G such that Lu = lu for every u ∈ C and 〈l, φn〉 �= 0

for every n ∈ Z.
Proof.
1. We shall first employ the theory of Xu and Sallet [41] to find L ∈ L(C,G) such

that S|∗G +δ∗0L
∗ generates a strongly stable C0-semigroup (here and elsewhere

the superscript ∗ denotes the operator adjoint). To this end, we need to show
that the standing assumptions H1 −H3 in [41] are satisfied.
First of all, H1 amounts to verifying that S|∗G has compact resolvents and a

simple spectrum. Clearly whenever λ > 0 we have R(λ, S|G) =
∑

n∈Z

〈·,φn〉φn

λ−iωn
.

Since ωn = 2πn
p , the resolvent R(λ, S|G) is a uniform limit of finite-rank

operators and hence is compact. Moreover, the spectrum of S|G consists of
the simple eigenvalues iωn, n ∈ Z. Since S|∗G = −S|G , hypothesis H1 in [41]
is satisfied.
Second, H2 amounts to showing that D(S|G) is a Hilbert space in the graph
norm and that δ∗0 (when interpreted as an input element) satisfies δ∗0 ∈
D(S|G)′ (the topological dual of D(S|G)). The first assertion is evident, and
the second assertion follows from the boundedness of δ∗0 .
Finally, in order to meet assumption H3 in [41] the eigenvectors φn of S|∗G
need to form a Riesz basis in G, 〈φn, δ

∗
0〉 �= 0 for each n ∈ Z, and there must

exist a positive constant M such that

(4.1)
∑
n∈Z

∣∣∣∣ 〈φn, δ
∗
0〉

λ + iωn

∣∣∣∣
2

≤ M and sup
m∈Z

∑
n �=m

∣∣∣∣ 〈φn, δ
∗
0〉

−iωm + iωn

∣∣∣∣
2

≤ M

whenever the distance from λ to σ(S|H) is at least 2π
3p . Now the eigenvec-

tors φn of S|∗G = −S|G constitute an orthonormal (hence Riesz) basis in G.
Moreover, since φn(·) = cne

iωn·, with cn = 1

(
√

1+ω2
n)α

, for each f ∈ G we

have δ0f = f(0) =
∑

n∈Z
〈f, φn〉φn(0) =

∑
n∈Z

cn〈f, φn〉 = 〈f,
∑

n∈Z
cnφn〉,

so that the adjoint of δ0 satisfies δ∗0u = u
∑

n∈Z
cnφn for every u ∈ C. Ob-

viously then 〈φn, δ
∗
0〉 = cn �= 0 for every n ∈ Z. Moreover, for λ as in the

above, we have

(4.2)
∑
n∈Z

∣∣∣∣ 〈φn, δ
∗
0〉

λ + iωn

∣∣∣∣
2

≤ 9p2

4π2

∑
n∈Z

|cn|2 =
9p2

4π2

∑
n∈Z

(1 + ω2
n)−α = M < ∞

and

(4.3)

sup
m∈Z

∑
n �=m

∣∣∣∣ 〈φn, δ
∗
0〉

−iωm + iωn

∣∣∣∣
2

= sup
m∈Z

∑
n �=m

∣∣∣∣∣ cn
2πi
p (n−m)

∣∣∣∣∣
2

≤ p2

4π2

∑
n∈Z

(1+ω2
n)−α < M.

In conclusion, the assumptions H1–H3 in [41] are satisfied.
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Let γ > α + 1
2 , and set μn = −iωn − 1

(
√

1+ω2
n)γ

for every n ∈ Z. We next

design a feedback L∗ ∈ L(G,C) such that it assigns the spectrum σ(S|∗G −
δ∗0L

∗) = {μn | n ∈ Z } ⊂ { z ∈ C | �(z) < 0 }. If we can accomplish
this, then S|∗G − δ∗0L

∗ generates a strongly stable C0-semigroup on G. In
fact, the operator S|∗G + δ∗0L

∗ is regular spectral [41]; i.e., it has compact
resolvents and its eigenvectors (θn)n∈Z, with (S|∗G +δ∗0L

∗)θn = μnθn for every
n ∈ Z, constitute a Riesz basis in G. Hence the C0-semigroup TS|∗G+δ∗0L

∗(t) is
uniformly bounded; strong stability follows from the Arendt–Batty–Lyubich–
Vu theorem (see, e.g., Theorem V.2.21 in [12]) because S|∗G + δ∗0L

∗ has no
spectrum on iR. In order to show that such an L∗ indeed exists, we aim to
apply Theorem 1 in [41]. To this end, we observe that the assigned spectral
points μn satisfy the necessary condition (3) on page 522 of [41]:

∑
n∈Z

∣∣∣∣μn + iωn

〈φn, δ∗0〉

∣∣∣∣
2

=
∑
n∈Z

∣∣∣∣∣ 1

cn

1(√
1 + ω2

n

)γ
∣∣∣∣∣
2

=
∑
n∈Z

∣∣∣(√1 + ω2
n

)α−γ
∣∣∣2

=
∑
n∈Z

(1 + ω2
n)α−γ < ∞.

Theorem 1 in [41] now implies that the claim follows for the particular choice
of L∗ = 〈·, l〉, where l ∈ G is given by

(4.4)

l=
∑
n∈Z

lnφn, where ln = −
(√

1 +ω2
n

)α(√
1 +ω2

n

)γ ∞∏
k=−∞,k �=n

−iωn + iωk +
(√

1 +ω2
k

)−γ

−iωn + iωk
.

Our final task in item 1 is to show that the adjoint S|G + Lδ0 is also the
generator of a strongly stable C0-semigroup on G. Clearly S|G+Lδ0 generates
at least a weakly stable C0-semigroup on G. Since S|G has compact resolvents,
so has S|G + Lδ0 (see [12, p. 159]). For such semigroup generators, weak
stability implies strong stability (see Proposition 3.21 in [28]).

2. According to Theorem 1 in [41] the operator S|∗G + δ∗0L
∗ above is regular

spectral; i.e., it has compact resolvents and its eigenvectors (θn)n∈Z, with
(S|∗G + δ∗0L

∗)θn = μnθn for every n ∈ Z, constitute a Riesz basis in G. We
remark that the eigenvalues (μn)n∈Z of S|∗G + δ∗0L

∗ need not be simple in
general. Let (ψn)n∈Z denote the sequence in G which is biorthogonal to
(θn)n∈Z [8]. Whenever λ �= μn for each n ∈ Z we have (λI −S|∗G − δ∗0L

∗)θn =
(λ − μn)θn, whence R(λ, S|∗G + δ∗0L

∗)θn = 1
λ−μn

θn, and so for every such
λ ∈ C,

(4.5) R(λ, S|∗G + δ∗0L
∗)f =

∑
n∈Z

〈f, ψn〉θn
λ− μn

∀f ∈ G.

For every m ∈ Z we may now estimate using the well-known properties of
Riesz bases [8] as follows:
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‖R(−iωm, S|∗G + δ∗0L
∗)f‖2 =

∥∥∥∥∥
∑
n∈Z

〈f, ψn〉θn
−iωm − μn

∥∥∥∥∥
2

≤ D′
∑
n∈Z

∣∣∣∣ 〈f, ψn〉
−iωm − μn

∣∣∣∣
2

(4.6)

= D′

⎡
⎣∑
n∈Im

∣∣∣∣ 〈f, ψn〉
−iωm − μm

∣∣∣∣
2

+
∑
n/∈Im

∣∣∣∣ 〈f, ψn〉
−iωm − μn

∣∣∣∣
2
⎤
⎦(4.7)

≤ D′

[
(1 + ω2

m)γ
∑
n∈Z

|〈f, ψn〉|2 + c′
∑
n∈Z

|〈f, ψn〉|2
]

(4.8)

≤ C ′2(1 + ω2
m)γ‖f‖2,(4.9)

where Im is the finite (cf. Corollary IV.1.19 in [12]) multiplicity of the eigen-
value μm, and c′, D′, C ′ are positive constants. This shows that ‖R(−iωn, S|∗G+

δ∗0L
∗)‖ ≤ C ′(√1 + ω2

n

)γ
for each n ∈ Z. But according to Lemmas A.3.65

and A.3.60 in [8], ‖R(iωn, S|G+Lδ0)‖= ‖R(−iωn, S|∗G+δ∗0L
∗)‖≤C ′(√1+ ω2

n

)γ
for each n ∈ Z.

3. If we choose L∗ according to (4.4), then evidently Lu = lu for the unique
l ∈ G. Moreover, 〈φn, l〉 = ln for each n ∈ Z. Now by Theorem 1 in [41] we
have

lim
M,N→∞

μn + iωn

cn

N∏
k=−M,k �=n

−iωn + iωk + 1(
l
√

1+ω2
k

)γ
−iωn + iωk

(4.10)

=
μn + iωn

cn
lim

M,N→∞

N∏
k=−M,k �=n

[
1 +

1

i(ωk − ωn)
(√

1 + ω2
k

)γ
]

= ln.(4.11)

Since ∣∣∣∣∣∣
N∏

k=−M,k �=n

[
1 +

1

i(ωk − ωn)
(√

1 + ω2
k

)γ
]∣∣∣∣∣∣

=
N∏

k=−M,k �=n

∣∣∣∣∣1 − i

(ωk − ωn)
(√

1 + ω2
k

)γ
∣∣∣∣∣ > 1

for every M,N ∈ N, the above infinite product cannot converge to 0. Hence
we have ln �= 0 for each n ∈ Z.

Remark 4.4. The stabilizing operator L is actually constructed in the above
proof; see (4.4).

Remark 4.5. Strong stability is the best we can achieve in Lemma 4.3. In fact,
since S|G generates an isometric C0-group on an infinite-dimensional space, S|G + Δ
is not exponentially stable for any compact perturbation Δ ∈ L(G) (cf. Corollary 3.58
in [28]).

The following is the main result of this section.
Theorem 4.6. Let G and L be as in Lemma 4.3. Let β > γ +α+ ε for arbitrary

ε > 1
2 and set H = Hβ

per(0, p). Assume that there exist Π ∈ L(G, Z) and Γ ∈ L(G,C)
such that Π(D(S|G)) ⊂ D(A) and the following (feedforward) regulator equations are



2088 EERO IMMONEN

satisfied:

AΠ + BΓ = ΠS|G in D(S|G),(4.12a)

CΠ = δ0 in G.(4.12b)

Let X = Z × G, and set F =
(

A BΓ
−LC S|G+Lδ0

)
, J = (0 Γ), and G =

(
0
L

)
. Then this

type I controller solves the EFRP for every P ∈ L(G, Z) and each Q ∈ L(G,C).
Proof. Consider the closed loop operator

(4.13) A =

(
A BJ
GC F

)
=

⎛
⎝ A 0 BΓ

0 A BΓ
LC −LC S|G + Lδ0

⎞
⎠ .

Applying the similarity transform U given as

(4.14) U =

⎛
⎝I 0 0
I −I 0
0 0 −I

⎞
⎠

on Z ×X = Z ×Z ×G to A we obtain the operator Ã = UAU having the expression

(4.15) Ã =

⎛
⎝A 0 −BΓ

0 A 0
0 −LC S|G + Lδ0

⎞
⎠ :=

(
A Δ
0 As

)
.

By Lemma 4.3, S|G + Lδ0 generates a strongly stable C0-semigroup on G. Since
in addition A generates an exponentially stable C0-semigroup on Z, the semigroup
generated by As on Z × G is strongly stable (use, e.g., Proposition 5.6.1 in [1]). The

same reasoning shows that the C0-semigroup generated by Ã on Z × X is strongly
stable. Consequently so is the similar semigroup generated by A on Z ×X.

Let P ∈ L(G, Z × Z × G) ⊂ L(H, Z × Z × G) be arbitrary. We show that the

equation ΠS|H = ÃΠ + P in D(S|H) has a solution Π ∈ L(H, Z × Z × G) and apply

Theorem 3.2 to obtain the desired result. Now ΠS|H = ÃΠ + P in D(S|H) reads

(4.16)

⎛
⎝Π1

Π2

Π3

⎞
⎠S|H =

⎛
⎝A 0 −BΓ

0 A 0
0 −LC S|G + Lδ0

⎞
⎠
⎛
⎝Π1

Π2

Π3

⎞
⎠+

⎛
⎝P1

P2

P3

⎞
⎠ in D(S|H),

where Πi, i = 1, 2, 3, denote the components of Π and Pi, i = 1, 2, 3, denote the
components of P. Now P2 ∈ L(G, Z) ⊂ L(H, Z), and by exponential stability of A
there exists a unique Π2 ∈ L(G, Z) for which Π2S|G = AΠ2+P2 in D(S|G). Since H ↪→
G, the same operator Π2 ∈ L(H, Z) satisfies Π2S|H = AΠ2 +P2 in D(S|H). It suffices
to show that Π3 ∈ L(H,G) exists such that Π3S|H = (S|G + Lδ0)Π3 + P3 − LCΠ2

in D(S|H), because then exponential stability of A also guarantees the existence and
uniqueness of Π1 ∈ L(H, Z) such that Π1S|H = AΠ1 + P1 −BΓΠ3 in D(S|H).

Let Δ = P3 − LCΠ2 ∈ L(G). Recall that (φn) is an orthonormal basis for G. By
Lemmas 4.2 and 4.3, S|Hφn = S|Gφn = iωnφn for every n ∈ Z and σ(S|G+Lδ0)∩iR =
∅. Hence we have for each n ∈ Z that Π3S|Hφn = (S|G +Lδ0)Π3φn +Δφn if and only
if Π3φn = R(iωn, S|G + Lδ0)Δφn. Define the linear operator Π3 : D(Π3) ⊂ G → G by

(4.17) Π3f =
∑
n∈Z

〈f, φn〉R(iωn, S|G + Lδ0)Δφn ∀f ∈ D(Π3) = H.
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Now for some C ′, k > 0, and every f ∈ H we have by the Schwartz inequality and
Lemma 4.3 that

‖Π3f‖G ≤
∑
n∈Z

|〈f, φn〉|‖R(iωn, S|G + Lδ0)‖L(G)‖Δ‖L(G)‖φn‖G(4.18)

= ‖Δ‖L(G)

∑
n∈Z

|f̂n|
(√

1 + ω2
n

)α
‖R(iωn, S|G + Lδ0)‖L(G)(4.19)

≤ C ′‖Δ‖L(G)

∑
n∈Z

|f̂n|
(√

1 + ω2
n

)α(√
1 + ω2

n

)γ
(4.20)

≤ C ′‖Δ‖L(G)

√∑
n∈Z

|f̂n|2(1 + ω2
n)β

√∑
n∈Z

(1 + ω2
n)γ+α

(1 + ω2
n)β

< k‖f‖H,(4.21)

whence Π3 ∈ L(H,G). Using the closedness of S|G + Lδ0 and arguments similar to
the above it is straightforward to show that Π3(D(S|H)) ⊂ D(S|G + Lδ0) and that
Π3S|Hf = (S|G + Lδ0)Π3f + (P3 − LCΠ2)f for each f ∈ D(S|H).

By the above, the equation ΠS|H = ÃΠ + P in D(S|H) has a solution for every
P ∈ L(G, Z × Z × G). But then also the equation ΠS|H = AΠ + P in D(S|H) has

a solution for every such P, because Ã = UAU and U is boundedly invertible. Now
for each P ∈ L(G, Z) ⊂ L(H, Z) and Q ∈ L(G,C) ⊂ L(H,C) we have P =

(
P

−GQ

)
∈

L(G, Z ×X), and so condition 1 in Theorem 3.2 is satisfied for Ap = A.
In order to be able to apply Theorem 3.2, we still need to verify that the controller

has the internal model structure. This is easy to do by mimicking the proof of Theorem
3.4 together with property 3 in Lemma 4.3.

Remark 4.7. It is crucial in the above proof that we appeal only to Theorem 3.2
to achieve output regulation if the closed loop system contains a copy of the exogenous
system operator, which is stabilized on a larger space G = Hα

per(0, p) than the space

H = Hβ
per(0, p) on which we require output regulation. This peculiarity is purely a

consequence of the lack of exponential closed loop stability.
Remark 4.8. It has been shown in [24] that the solvability of the regulator

equations (4.12) is a necessary and sufficient condition for the existence of a simpler
feedforward controller achieving output regulation in the disturbance-free case. The
results of [21, 24] also immediately show that under the assumptions of this section
and under the assumption that the plant does not have transmission zeros on σ(S|G)
the regulator equations (4.12) have solutions Π ∈ L(G, Z) and Γ ∈ L(G,C) if and
only if the periodic signals in G are smooth enough to satisfy

∑
n∈Z

|H(iωn)|−2(1 +
ω2
n)−α < ∞. Explicit solutions of the regulator equations (4.12) for this case have

been constructed in [24]; see also Example 4.10.
Remark 4.9. It is easy to see from the above proof that for each P ∈ L(G, Z ×

X) the solution of ΠS|H = AΠ + P in D(S|H) is actually unique. Based on the
arguments in Theorem 3.2 we suspect that the above controller also possesses a degree
of conditional robustness with respect to some perturbations in the parameters of the
plant and the controller. However, we cannot conclude conditional robustness directly
using Theorem 3.2. This is because 0 ∈ σ(S|G + Lδ0) − σ(S|H), which, by [2], implies
that the equation Π3S|H = (S|G + Lδ0)Π3 + Δ in D(S|H) does not have a unique
solution for each Δ ∈ L(H,G). Hence we can solve only the equation ΠS|H = AΠ+P
for P ∈ L(G, Z ×X) ⊂ L(H, Z ×X).

We conclude this section with an example which illustrates the use of Theorem 4.6.
Example 4.10. Let a > 0, r �= 0, τ1 > τ2 > 0, and consider the scalar delay
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differential equation

ẋ(t) = −ax(t) − b
[
x(t− τ1) + x(t− τ2)

]
+ u(t) + Udist(t),(4.22a)

y(t) = rx(t), t ≥ 0,(4.22b)

which was also studied in [22, 24] for possibly nonrobust controllers. As in [22, 24],
our aim here is to study asymptotic tracking of reference signals in the Sobolev spaces
H = Hβ

per(0, p) for some p > 0 and β > 1
2 . However, here we can utilize Theorem 4.6

to also obtain a degree of conditional robustness for large enough values of β, i.e., for
sufficiently smooth reference signals.

Taking into account initial conditions for x(·), the pair (4.22) can be formulated
as a plant of the form (2.1) in which D = 0 [8]. Moreover, it can be shown (see, e.g.,
[8, Lem. 4.3.9]) that the transfer function H(s) = CR(s,A)B of this plant is given by

(4.23) H(s) =
r

s + a + b(e−sτ1 + e−sτ2)

for those s ∈ C at which the denominator is not equal to zero.
The semigroup generated by A is exponentially stable if and only if s+a+b(e−sτ1+

e−sτ2) �= 0 for all s ∈ { z ∈ C | �(z) ≥ 0 } [8, Thm. 5.1.7]. Ruan and Wei [33] have
given a complete characterization (in terms of a, b, τ1, and τ2) of those instances in
which all roots of equation s + a + b(e−sτ1 + e−sτ2) = 0 have negative real parts. In
their characterization, the parameter b lies on an interval (b−0 , b

+
0 ). We assume that

the semigroup generated by A is exponentially stable. By the above discussion, we
then have iωn = i2πn

p ∈ ρ(A) and H(iωn) �= 0 for every n ∈ Z.

Let G = Hα
per(0, p) for α = 5

3 (we need α > 3
2 by the results of [24]). We can

now easily solve the feedforward regulator equations (4.12) for Π ∈ L(G, Z) and Γ ∈
L(G,C) using the method of [24]. In fact, clearly

∑∞
n=−∞ |H(iωn)−1|2(1+ω2

n)−α < ∞.
Then by the Schwartz inequality, exponential stability of A, and the Riemann–
Lebesgue lemma (cf. [24]) the following operators are in L(G,C) and L(G, Z), re-
spectively:

Γy =
∑
n∈Z

yn
δ0φn

H(iωn)
=
∑
n∈Z

ŷn
H(iωn)

∀y ∈ G,(4.24)

Πy =
∑
n∈Z

ynR(iωn, A)BΓφn =
∑
n∈Z

ŷn
R(iωn, A)B

H(iωn)
∀y ∈ G.(4.25)

Here (φn)n∈Z is the natural orthonormal basis of weighted exponentials for G, yn is
the nth Fourier coefficient of y ∈ G with respect to this basis, and ŷn is the nth L2-
Fourier coefficient of y (recall that

∑∞
n=−∞ |ŷn|2(1+ω2

n)α < ∞). It is straight-forward
to verify using the unique Fourier series description of the elements in G that these
two operators Π and Γ also satisfy the regulator equations (4.12) (see [24] for more
details).

Let the stabilizing operator L be as in Lemma 4.3 for γ = α+1. Then by Theorem
4.6 the dynamic type I controller (2.3) with X = Z × G and with parameters

(4.26) F =

(
A BΓ

−LC S|G + Lδ0

)
, J =

(
0 Γ

)
, and G =

(
0
L

)

achieves the asymptotic tracking of all reference signals in H = Hβ
per(0, p) for (say)

β > 5 (take Q = δ0 ∈ L(H,C) ∩ L(G,C) in Theorem 4.6 and argue as in subsection
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2.2 to see this). Moreover, here we simultaneously also achieve rejection of possibly
unknown (i.e., P need not be known) p-periodic disturbances, whereas only tracking
was achieved in [22].

5. Conclusions and future work. In this paper we showed that two controller
types encountered frequently in practice achieve conditionally robust output regula-
tion by employing the so-called internal model structure, a concept introduced recently
in another paper. Our results are valid also for infinite-dimensional plants, controllers,
and exogenous systems, and we have presented an example of such a general situation,
namely, repetitive control of an exponentially stable SISO plant. The general condi-
tional robustness theory for the two controller types is new for infinite-dimensional
systems, but it also unifies and simplifies the treatment of these controllers in the
finite-dimensional case.

We have restricted our attention to the case in which the plant has bounded
control and observation operators. In the future it would be interesting to see if the
results of this paper can also be generalized for unbounded control and observation
operators in the plant. This would allow for boundary control and observation. On
the other hand, it is well known that unbounded feedback can yield better stabiliz-
ability than bounded feedback; in particular, it is sometimes possible to uniformly
shift an infinite number of eigenvalues from the imaginary axis to the open left half
plane. Consequently, by allowing for unbounded control/observation operators also
in the controller it might be possible to obtain better closed loop stability properties
and thus better robustness properties. This would be especially useful in repetitive
control, where exponential stabilization of the closed loop system using only com-
pact feedback operators is impossible. Other interesting directions for future research
include unbounded perturbations in the system parameters, and quantitative robust-
ness analysis describing how small the perturbations must be in order to guarantee
conditionally robust output regulation.
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1. Introduction and main theorems. We are concerned with linear control
systems of the form ⎧⎨

⎩
x′(t) + Ax(t) = Bu(t) (t > 0),
x(0) = x0,
y(t) = Cx(t) (t > 0),

(1.1)

where −A is the generator of a strongly continuous semigroup (T (·)) in a Banach space
X. The function x(·) takes values in X, and the functions u(·) and y(·) take values
in Banach spaces U and Y , respectively. The control operator B is an unbounded
operator from U to X, and the observation operator C is an unbounded operator
from X to Y . We refer, e.g., to [25, 28, 32, 31].

A commonly used minimal assumption on B and C is that C is bounded X1(A) →
Y and B is bounded U → X−1(A), where X1(A) denotes the domain D(A) of A
equipped with the graph norm, and X−1(A) denotes the completion of (X, ‖R(λ0, A)·‖X)
with λ0 in the resolvent set ρ(A) of A (cf., e.g., [9, sect. II.5]). Note that for λ0 ∈ ρ(A),
the norm ‖(λ0−A)·‖X on X1(A) is equivalent to the graph norm of A. The semigroup
T (·) has an extension to a strongly continuous semigroup T−1(·) on X−1 := X−1(A)
whose generator A−1 is an extension of A (cf. [9, sect. II.5]). These extensions are
needed to give a precise meaning to compositions involving the operator B.

Now let X := C([0,∞), X) and, for each τ > 0, Xτ = C([0, τ ], X). Suppose
that we are given spaces Y of functions R+ → Y and U of functions R+ → U with
restrictions Yτ , Uτ to [0, τ ], τ > 0, respectively. Then the system (1.1) is called
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wellposed if, for each τ > 0, state and output of the system (1.1) depend continuously
on initial state and input, i.e., if the mapping

X × Uτ → X × Yτ , (x0, u(·)) �→ (x(τ), y(·))

is continuous. Since for t > 0 the solution to (1.1) has the (formal) representation

(
x(t), y(t)

)
=

(
T (t)x0 +

∫ t

0

T (s)Bu(t− s) ds, CT (t)x0 + C

∫ t

0

T (s)Bu(t− s) ds

)
,

and T (·) is strongly continuous, this means continuity of the three maps

Ψτ :

{
X → Yτ ,
x0 �→ CT (·)x0,

Φτ :

{
Uτ → X,
u �→ T−1(·)B ∗ u, and Fτ :

{
Uτ → Yτ ,
u �→ CT−1(·)B ∗ u,

where ∗ denotes convolution. Requiring continuity of these maps leads to the notions
of admissibility for the observation operator C, for the control operator B, respec-
tively, and the notion of wellposedness for the input-output map Fτ of system (1.1).

In case of uniformly exponentially stable semigroups and Yτ = Lp([0, τ ], Y ) and
Uτ = Lp([0, τ ], U), one may also consider wellposedness on R+ = (0,∞), i.e., the
spaces Y = Lp(R+, Y ) and U = Lp(R+, U) and continuity of the maps

Ψ :

{
X → Y,
x0 �→ CT (·)x0,

Φ :

⎧⎨
⎩

Uτ → X,

u �→
∫ ∞

0

T−1(t)Bu(t) dt,
and F :

{
U → Y,
u �→ CT−1(·)B ∗ u.

Notice that in the second mapping the convolution is replaced by an integration of
the semigroup against the right-hand side (cf. [31] and Remark 1.4).

If X, Y , and U are Hilbert spaces, it is natural to take Y = L2(R+, Y ) and U =
L2(R+, U) (cf. [15, 31, 32]). In the Banach space case one can consider Y = Lp(R+, Y )
and U = Lp(R+, U), where p ∈ [1,∞] (cf. [8, 15, 27, 31]). For the case p = 2, the notion
of α-admissibility for observation and control operators was introduced in [12] meaning
that the L2-space on R+ with values in Y or U , respectively, is taken with respect to
a polynomial weight on R+. In this paper, we will extend that notion for observation
operators from L2-norms to Lp-norms with p ∈ [1,∞]. For control operators our
definition differs from that given in [12] (cf. Remarks 1.2 and 1.4). Furthermore,
we will introduce and study the new notion of Lp-wellposedness of type α for the
system (1.1). For a short discussion on our motivation we refer to Theorem 1.16 and
Remark 1.18.

The main basic question in modeling a given system in order to obtain a wellposed
system of the form (1.1) is, of course, how to check for admissibility of the operators C
and B and the wellposedness of the input-output map F . For Hilbert spaces X,Y, U ,
the well-known Weiss conjecture (cf. [15, 33]) relates L2-admissibility on R+ of C and
B to boundedness of

WC := {λ1/2C(λ + A)−1 : λ > 0} ⊆ B(X,Y ) and

WB := {λ1/2(λ + A−1)
−1B : λ > 0} ⊆ B(U,X),

respectively. Assuming that T (·) is bounded analytic and that A
1/2 is L2-admissible for

A, boundedness of WC actually characterizes L2-admissibility of C. (See [20] for this
result and a detailed discussion of the Weiss conjecture.) In [12], this characterization
was extended to cover the case of L2-admissibility of type α for a certain range of α.
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For ω ∈ (0, π), let S(ω) := {z ∈ C \ {0} : |arg z| < ω} and let S(0) := (0,∞). We
recall that a sectorial operator A of type ω ∈ [0, π) in a Banach space X is a closed
linear operator A satisfying σ(A) ⊆ S(ω) and, for any ν ∈ (ω, π),

sup{‖λR(λ,A)‖ : |arg λ| ≥ ν} < ∞.

Observe that −A generates a bounded analytic semigroup in X if and only if A is a
densely defined sectorial operator in X of type < π/2. Moreover, we recall that a sec-
torial operator with dense range is actually injective (cf. [22, Thm. 3.8]). Occasionally
we shall use fractional powers of sectorial operators or their functional calculus. We
refer to, e.g., [13, 19, 21].

Lp-admissibility of type α. In this paper, we assume that A is a densely
defined sectorial operator of type < π/2 with dense range, and we characterize Lp–
admissibility of type α for observation and control operators, the range of values of α
depending on p ∈ [1,∞]. For a fixed p ∈ [1,∞] we denote by p′ the dual exponent given
by 1/p + 1/p′ = 1. To formulate our first definition we introduce, for any k ∈ N and a
given generator −A of a bounded strongly continuous semigroup T (·) in X, the spaces
Xk := Xk(A), which are D(Ak) equipped with the norm ‖(Id +A)k · ‖X , and X−k :=
X−k(A), which is the completion of X with respect to the norm ‖(Id + A)−k · ‖X .
Observe that 1 ∈ ρ(−A) and that replacing Id + A by λ0 + A in these expressions
leads to equivalent norms whenever λ0 ∈ ρ(−A) (again, we refer to [9, sect. II.5]).
The semigroup T (·) has an extension to a bounded strongly continuous semigroup
T−k(·) on X−k whose generator A−k is an extension of the operator A.

We denote, for α ∈ R and intervals I ⊆ R+,

Lp
α(I,X) :=

{
f : I → X : t �→ tαf(t) ∈ Lp(I,X)

}
.

The space Lp
α(R+, X) is abbreviated Lp

α(X).
Definition 1.1. Let X,U, Y be Banach spaces and for some k ∈ N let C ∈

B(Xk, Y ) and B ∈ B(U,X−k). Given p ∈ [1,∞] and a bounded analytic semigroup
T (·) on X,

(a) C is called finite-time Lp-admissible of type α > −1/p if for any τ > 0 there
is a constant Mτ > 0 such that for all x ∈ Xk we have∥∥t �→ CT (t)x

∥∥
Lp

α([0,τ ],Y )
≤ Mτ‖x‖X ;(1.2)

(b) B is called finite-time Lp-admissible of type α < 1/p′ (or α ≤ 0 for p = 1) if
for any τ > 0 there is a constant Kτ > 0 such that for all u ∈ Lp

α((0, τ), U)
we have ∥∥T−kB ∗ u

∥∥
L∞((0,τ),X)

≤ Kτ‖u‖Lp
α((0,τ),U).(1.3)

If the above estimates hold with constants Mτ and Kτ that can be chosen independently
of τ > 0, the operators B and C are called (infinite-time) Lp-admissible of type α.

Remark 1.2. In part (b) of the definition, inequality (1.3) means the estimate
ess supt∈(0,τ) ‖Φt(u)‖X ≤ Kτ‖u‖Lp

α((0,τ),U). This seems to be better suited when
dealing with weighted spaces than requiring just ‖Φτ (u)‖X ≤ Kτ‖u‖Lp

α((0,τ),U).
Notice that our definition differs from that in [12]: for observation operators,

L2-admissibility of type α is called 2α-admissibility there. For control operators, our
definition is different from the notion studied in [12]. This is due to the application
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to nonlinear problems in Theorem 1.16. See also Remark 1.4 for a study of both
notions.

Lemma 1.3. The notion of finite-time Lp-admissibility of type α for A is inde-
pendent of the underlying interval [0, τ ] in the definition.

If the semigroup is uniformly exponentially stable and α ≥ 0 or p = ∞, finite-
time Lp-admissibility of type α for control operators is equivalent to (infinite-time)
Lp-admissibility of type α. For observation operators this is true for all α. Moreover,
an observation operator C is (infinite-time) Lp-admissible of type α of A if and only
if (∫ ∞

0

‖tαCT (t)x‖p dt
)1/p

≤ Mτ,α‖x‖(1.4)

holds.
Notice that the requirement α ≥ 0 or p = ∞ in the above equivalence assertion

for control operators is necessary. We provide a short counterexample in case α < 0
in Example 3.1.

Remark 1.4 (dualization). Let X,Y be reflexive Banach spaces and p ∈ (1,∞)
and assume that C ∈ B(X1, Y ) is Lp-admissible of type α for A on R+. Then, for

u ∈ Lp′

−α(R+, Y
′),

〈
t �→ CT (t)x, u

〉
Lp

α×Lp′
−α

=

∫ ∞

0

〈
tαCT (t)x, t−αu(t)

〉
Y×Y ′ dt

=

〈
x

∫ ∞

0

T (t)′C ′u(t) dtX ×X ′
〉
.

One can therefore consider the following dual condition to (1.4), which was introduced
in [12]: ∥∥∥∥

∫ ∞

0

T (t)Bu(t) dt

∥∥∥∥
X

≤ K‖u‖Lp
−α(R+,U),(1.5)

where the integral is considered as a Pettis integral in X−k taking values in X. Notice
that in case α �= 0 the reflection Rτu = u(τ − ·) is not bounded on Lp

α([0, τ ]). There-
fore, one cannot hope that (1.5) might be equivalent to infinite-time Lp-admissibility
of type α unless α = 0. We shall see in Theorem 1.8 that condition (1.5) is indeed a
stronger notion than Lp-admissibility of type α. However, for α > 0, Lp-admissibility
of an observation operator C implies Lp-admissibility of C ′ on X ′ by Theorem 1.8.

Lp
∗-estimates and the real interpolation method. As mentioned above, the

crucial condition in [20] (besides T (·) being bounded and analytic) for the Weiss

conjecture to hold was that A
1/2 is admissible for A, i.e., the existence of a constant

L > 0 such that∫ ∞

0

∥∥A1/2T (t)x
∥∥2

dt =

∫ ∞

0

∥∥(tA)
1/2T (t)x

∥∥2 dt
t =

∥∥ψ(tA)x
∥∥2

L2(R+,dt/t,X)
≤ L‖x‖2

X ,

where ψ(z) = z
1/2e−z. In our situation this corresponds to∫ ∞

0

∥∥tαAα+1/pT (t)x
∥∥p

dt =

∫ ∞

0

∥∥(tA)α+1/pT (t)x
∥∥p dt

t

=
∥∥ψ(tA)x

∥∥p

Lp(R+,dt/t,X)
≤ L̃‖x‖pX

(1.6)
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for ψ(z) = zα+1/p exp(−z). We denote Lp
∗(R+, X) := Lp(R+, dt/t,X). It is known

that the property of a sectorial operator A of type ω on a Banach space X to satisfy
an estimate ‖ψ(·A)x‖Lp

∗(R+,Y ) ≤ L‖x‖X does not depend upon the particular choice
of the function ψ ∈ H∞

0 (S(ν))\{0}, ν > ω, where

H∞
0 (S(ν)) =

{
f ∈ H∞(S(ν)) : ∃c, s > 0 :

∣∣f(z)
∣∣ ≤ c |z|s

1+|z|2s
}
;

see [22, Thm. 5], [2, Thm. 4.1], [14, Thm. 4.3], or [13, Thm. 6.4.3]. Therefore, we say
that A satisfies Lp

∗-estimates on X if (1.6) holds.
Let A be a densely defined sectorial operator of type ω with dense range on X.

Let X := (X, ‖A(I + A)−2 · ‖)∼. For some holomorphic function ψ on S(ν), ν > ω
and θ ∈ (−1, 1) such that z−θψ(z) ∈ H∞

0 (S(ν))\{0} consider the space

Xθ,ψ,p :=
{
x ∈ X : t−θψ(tA)x ∈ Lp

∗(R+, X)
}
.

Since Xθ,ψ,p does not depend on ψ ∈ H∞
0 (S(ν))\{0} (see above), we write for short

Xθ,p := Xθ,ψ,p. Resorting to the space X in this setting allows explicitly that Xθ,p

may be a larger space than X. For the background of this construction we refer, e.g.,
to [18], [11, sect. 2] or [13, Chap. 6.3]. Notice that in this terminology Lp

∗-estimates
for A read as X ↪→ X0,p. These spaces are strongly connected to real interpolation

spaces between the homogeneous spaces Ẋ−1 and Ẋ1. Here, for σ ∈ Z, we denote by
Ẋσ := Ẋσ(A) the completion of the space D(Aσ) with respect to the homogeneous
norm ‖Aσ · ‖X . We refer to [17], [19, sect. 15], [11], or [14] for more details on these
spaces. Observe that—due to our assumptions—the space D(Aσ) is dense in X and
that Ẋσ = Xσ in case 0 ∈ ρ(A). With these notations the following result holds true.
(See [2] for the case p = 2 and [13, Thm. 6.4.6], [14, Thm. 5.2] for the general case.)

Theorem 1.5. Let X be a Banach space and A be a densely defined sectorial
operator of type ω with dense range on X. Then(

Ẋ−1(A), Ẋ1(A))θ,p = X2θ−1,p

for all θ ∈ (0, 1) and p ∈ [1,∞].
Remark 1.6. In the situation of the above theorem, A has Lp

∗-estimates if and
only if X ↪→

(
Ẋ−1(A), Ẋ1(A))1/2,p. This can be used to establish Lp

∗-estimates for
given operators in concrete cases, as we will show in section 2.

We start our main results with the following characterizations of Lp-admissibility
of type α for observation and control operators that extend the results in [12].

Theorem 1.7. Let p ∈ [1,∞] and A be a densely defined sectorial operator of
type ω < π/2 with dense range on X. Let C ∈ B(Xk, Y ) be an observation operator
for some k ≥ 1. Let α ∈ (−1/p, k − 1/p) and consider the set

WC :=
{
λk−α−1/p C(λ + A)−k : λ > 0

}
⊆ B(X,Y ).(1.7)

Then the following assertions hold:
(a) If C is Lp-admissible of type α for A, then WC is bounded in B(X,Y ).
(b) If A satisfies Lp

∗-estimates and WC is bounded in B(X,Y ), then C is Lp-
admissible of type α for A.

Notice that for the operator C := Aα+1/p , the set WC in (1.7) is bounded, whence
the assumption of Lp

∗-estimates in the above characterization cannot be improved
(cf. (1.6)).
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Theorem 1.8. Let p ∈ [1,∞] and A be a densely defined sectorial operator of
type ω < π/2 with dense range on X. Let B ∈ B(U,X−k) be a control operator for
some k ≥ 1 and let α ∈ (1/p′ − k, 1/p′) and consider the set

WB :=
{
λk+α−1/p′ (λ + A−k)

−kB : λ > 0
}
⊆ B(U,X).(1.8)

Then the following assertions hold:
(a) If B is Lp-admissible of type α for A, then WB is bounded.
(b) If WB is bounded and α > 0 (for p > 1) or α = 0 (for p = 1), then B is

Lp-admissible of type α for A.
(a)′ If the dual condition (1.5) holds, then WB is bounded.

(b)′ If p < ∞ and WB is bounded and the adjoint operator A′ satisfies Lp′

∗ -
estimates, then (1.5) holds.

As mentioned above, in case α = 0, Lp-admissibility of type α and (1.5) are
equivalent. In particular, a modified Weiss conjecture on control operators holds for
p = 1.

Also the boundedness conditions on the sets WC and WB in (1.7) and (1.8) may
be characterized by real interpolation methods. In fact, they are conditions on the
domain of (a continuous extension of) the observation operator C and the range of
the control operator B, respectively. This way of viewing the boundedness conditions
on WC and WB , respectively, is not new for control operators (cf. [33]) under the
supplementary assumption of 0 ∈ 
(A). The general equivalence for observation and
control operators was first studied in [11]. The proof of the following is very similar
to the arguments used there and is thus omitted.

Theorem 1.9. Let A be an injective sectorial operator on the Banach space X,
and let k ∈ N. Let C ∈ B(Xk, Y ) and B ∈ B(U,X−k) be bounded operators, where
U, Y are Banach spaces, and let θ ∈ (0, 1). Then the following equivalences hold true:

(a) sup0<λ<∞ ‖λkθ(λ + A−k)
−kB‖U→X < ∞ if and only if B : U → X−k is

bounded in the norm U → (Ẋ−k, X)θ,∞.
(b) sup0<λ<∞ ‖λk(1−θ)C(λ + A)−k‖X→Y < ∞ if and only if C : Xk → Y is

bounded in the norm (X, Ẋk)θ,1 → Y .
Remark 1.10. Of course, if for some k ∈ N, C ∈ B(Xk, Y ) and if the op-

erators λk(1−?)C(λ + A)−k, λ > 0, are uniformly bounded, then for any n ∈ N0,
C ∈ B(Xk+n, Y ) the operators λn+k(1−?)C(λ+A)−k−n, λ > 0, are uniformly bounded
by the sectoriality of A. However, by reiteration (cf. [29, Thm. 1.10.2]),(

X, Ẋk

)
θ,1

=
(
X, Ẋk+n

)
σ,1

for σ = n+k(1−θ)
k+n , whence the assertions of Theorem 1.9 do not depend on the question,

for which k ∈ N the given boundedness conditions are satisfied. The same arguments
apply to the conditions on control operators.

Wellposedness of the full system. We now study the full system (1.1) for
Y = Lp

α(R+, Y ) and U = Lp
α(R+, U).

Definition 1.11. Let X,U, Y be Banach spaces and let k ∈ N, p ∈ [1,∞] and
α ∈ (−1/p,

1/p′). Let T (·) be a bounded analytic semigroup on X generated by −A. Then
the system (1.1) is called Lp-wellposed of type α if C ∈ B(Xk, Y ) and B ∈ B(U,X−k)
are Lp-admissible of type α, and Fα : Lp

α(U) → Lp
α(Y ), Fαu = CT−k(·)B ∗ u is

bounded.
If we have finite-time Lp-admissibility of type α of B and C on I := [0, τ ] and if

Fα
τ : Lp

α(I, U) → Lp
α(I, Y ) is bounded, we call the system finite-time Lp-wellposed of
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type α. By resorting to (e−ωtT (t)) we may then assume 0 ∈ 
(A). The next lemma
shows that the only possible singularity of the convolution kernel of Fτ is at t = 0,
whence the notion of finite-time Lp-wellposedness of type α does not depend on τ > 0.

Notice that by analyticity of the semigroup T (·), we have T−k(t)X−k ⊆ Xk for
t > 0. Therefore the convolution kernel CT−k(·)B of Fα is a well-defined bounded
operator from U to Y . (See the next lemma for norm estimates.) From Theorems 1.7,
1.8, and 1.9 we know that Lp-admissibility of type α of B and C yields (X, Ẋk)θ,1 ↪→
D(C) and R(B) ⊆ (X, Ẋ−k)σ,∞ for θ = (α + 1/p)/k and σ = (1/p′ − α)/k. Notice that
k(σ + θ) = 1. The next lemma is well known to specialists. We use it for q = 1 and
r = ∞ and provide a proof in section 3.

Lemma 1.12. Let X be a Banach space and T (·) be a bounded analytic semigroup
on X. Let k ∈ N and σ, θ ∈ (0, 1) such that k(σ + θ) = 1. Let q, r ∈ [1,∞] and
Z := (X, Ẋk)θ,q and W := (Ẋ−k, X)1−σ,r. Then, there exists a constant M > 0 such
that ‖T (t)‖W→Z ≤ M/t for all t > 0.

To sum up the above considerations: whenever C and B are Lp-admissible of
type α, we have ‖CT (t)B‖U→Y ≤ M/t for t > 0 for some constant M > 0. A
corresponding condition in the following theorem seems thus very natural.

Theorem 1.13. Let p ∈ (1,∞), α ∈ (−1/p,
1/p′), and k ∈ N. Let X,U, Y be

Banach spaces and let T (·) be a bounded analytic semigroup on X, C ∈ B(Xk, Y ) and
B ∈ B(U,X−k) such that ‖CT (t)B‖U→Y ≤ M/t. Then Fα := CT (·)B∗ is bounded
Lp
α(U) → Lp

α(Y ) if and only if F = F0 is bounded Lp(U) → Lp(Y ).
The above theorem is basically a reformulation of [24, Thm. 2.4]. However, our

proof also allows negative values of α. It relies on the following result.
Proposition 1.14. Let p ∈ (1,∞) and α < 1 − 1/p. Let U, Y be Banach spaces

and suppose that K ∈ C(R+, B(U, Y )) satisfies ‖K(t)‖ ≤ M/t for some M > 0. Let

(Tf)(t) :=

∫ t

0

K(t−s)

[(
t

s

)α

− 1

]
f(s) ds, f ∈ Lp(R+, X).

Then T ∈ B(Lp(R+, X), Lp(R+, Y )) with norm bound cM where c = c(p, α).
We shortly discuss boundedness of F for α = 0. Suppose that C : Z → Y and

B : U → W are bounded, where Z and W are Banach spaces satisfying X1 ⊆ Z ⊆ X
and X ⊆ W ⊆ X−1. Suppose further that the restriction AW of A−1 to W is sectorial
with D(AW ) = Z (equivalent norms). Then CT (·)B∗ : Lp(U) → Lp(Y ) is bounded if
T (·)∗ : Lp(W ) → Lp(Z) is bounded. But it is well known that the latter is equivalent
to AW having the property of maximal Lp-regularity. (We refer to [1, 6, 7, 19, 30] for
this relation, the problem of maximal regularity, characterization results, and further
references on the subject.) Thus we have obtained the next theorem.

Theorem 1.15. Let p ∈ (1,∞) and W be a Banach space X ⊆ W ⊆ X−1

such that AW has maximal Lp-regularity. Let C : Z → Y and B : U → W be
bounded where Z denotes D(AW ) equipped with the graph norm. Then Fα is bounded
Lp
α(U) → Lp

α(Y ) for any α ∈ (−1/p,
1/p′).

Our results can be used to establish existence and uniqueness of solutions to
some nonlinear systems in feedback form. Let p ∈ (1,∞), let X,U, Y be Banach
spaces, and let x0 ∈ X. Let F : X → B(Y,U) be a Lipschitz-continuous operator-
valued function, let A,B,C be linear operators such that −A0 := −(A − BF (x0)C)
generates an analytic semigroup T (·) in X and such that B and C are finite-time
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Lp-admissible of type α for A0. We consider the closed loop system⎧⎪⎪⎨
⎪⎪⎩

x′(t) + Ax(t) = Bu(t),
x(0) = x0,
y(t) = Cx(t),
u(t) = F (x(t)) y(t)

(1.9)

on [0, τ ], which we rewrite as{
x′(t) + A0x(t) = B

(
F (x(t)) − F (x0)

)
Cx(t), t ∈ [0, τ ],

x(0) = x0.
(1.10)

We are interested in mild solutions of (1.10), i.e., solutions of

x = T (·)x0 + T ∗B
(
F (x) − F (x0)

)
Cx on [0, τ ].(1.11)

The following result shall also be proved in section 3.
Theorem 1.16. Assume in addition to the preceding assumptions that Z ↪→ X

is a Banach space such that the system corresponding to (A0, B, IdZ) is finite-time
Lp-wellposed of type α and that C ∈ B(Z, Y ). Then there exists τ = τ(x0) > 0 such
that (1.9) has a unique mild solution x ∈ C([0, τ ], X) ∩ Lp

α([0, τ ], Z).
Remark 1.17. The reason for introducing the space Z here is that x �→ Cx

may not induce a closed operator from C([0, τ ], X) into Lp
α([0, τ ], Y ). If C is closed

as an operator from X to Y , then we can replace C([0, τ ], X) ∩ Lp
α([0, τ ], Z) by

{x ∈ C([0, τ ], X) : x(t) ∈ D(C) a.e., Cx ∈ Lp
α([0, τ ], Y )} in the assertion, and the

assumption on the space Z is not needed.
Remark 1.18. Our results on Lp-admissibility of type α and Lp-wellposedness

of type α give more flexibility in the choice of Banach spaces X, U , and Y for the
modeling of a given problem. This is important for the study of nonlinear systems
via fixed point arguments, e.g., via Theorem 1.16, where an appropriate choice of α
allows us to choose state spaces X as function spaces with little regularity (cf. also
[24, Rem. 3.3(b)]). For the example of the controlled heat equation that we study in
section 2 we refer to Remarks 2.11 and 2.12, where we describe how to obtain state
spaces with negative smoothness index by suitable choices of α. In Example 2.14 we
give an application of Theorem 1.16 in a nonlinear feedback situation. We mention
in this context that Besov spaces of negative order have become relevant as spaces
for initial values in the study of other nonlinear partial differential problems, e.g.,
Navier–Stokes equations (cf. [5]).

In the next section we provide examples and applications of our results. In sec-
tion 3 we give proofs of the results presented so far.

2. Example: A controlled heat equation. In this section we illustrate our
results with a controlled heat equation. In [4], the problem was studied in the state
space X = L2(Ω) and for α = 0. Below we discuss Lebesgue and Besov spaces.

Let Ω ⊂ R
n be a bounded domain with boundary ∂Ω ∈ C∞. Denote the outer

normal unit vector on ∂Ω by ν : ∂Ω → R
n. We consider the problem⎧⎪⎪⎨

⎪⎪⎩
x′(t) − Δx(t) = 0 (t > 0),
∂x(t)
∂ν

∣∣
∂Ω

= u(t) (t > 0),
x(0) = x0,
y(t) = x(t)

∣∣
∂Ω

(t > 0),

(2.1)
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where x(·) takes values in some function space X. The functions u(·) and y(·) take
values in function spaces on the boundary. For the modeling we follow closely [4]
and set A := −Δ with Neumann boundary condition. In the state spaces we shall
consider below, the operator A is sectorial of type 0, but not injective. We aim for
finite-time Lc-admissibility of type γ for observation operators and finite-time Lb-
admissibility of type β for control operators, where b, c ∈ [1,∞]. Sufficient for this is
Lb/c-admissibility of type β/γ on R+ for Id+A. In order to use our characterizations
of admissibility, we assume

β ∈
(
−1/b,

1/b′
)

and γ ∈
(
−1/c,

1/c′
)
.

We start with the Lq-case.

The Lq-case. Consider X := Lq(Ω), 1 < q < ∞. Due to the smoothness of
∂Ω, we then have D(A) = {x ∈ W 2

q (Ω) : ∂x
∂ν

∣∣
∂Ω

= 0} and −A generates a bounded
analytic semigroup. To ensure Lc

∗-estimates, we have to impose

X ↪→
(
Ẋ−1(Id + A), Ẋ1(Id + A)

)
1/2,c

=
(
X−1(A), X1(A)

)
1/2,c

=
(
X−δ(A), Xδ(A)

)
1/2,c

,
(2.2)

where the last equality holds for any δ > 0 by reiteration. In the case X = Lq(Ω),
we have Xδ = H2δ

q (Ω) for small δ > 0 (cf. [26]) and X−δ = H−2δ
q (Ω) by dualization.

Therefore, Lc
∗-estimates for Id +A on Lq(Ω) are equivalent to the continuous embed-

ding Lq(Ω) ↪→ B0
q,c(Ω) (cf. [29, Thms. 2.4.1, 4.3.1]). We use the following lemma,

which is proved in section 3.
Lemma 2.1. Let Ω ⊂ R

n be a bounded domain with boundary ∂Ω ∈ C∞. If
p, q ∈ [1,∞], we have Lq(Ω) ↪→ B0

q,p(Ω) if and only if p ≥ max(2, q).
For an application of Theorem 1.7 for Lc-admissibility of C in X = Lq(Ω) we

thus need c ≥ max(2, q). For an application of Theorem 1.8 for Lb-admissibility of
B in X = Lq(Ω) in case β = 0, we also need Lb′

∗ -estimates for (I+A)′ on X ′. By
the arguments above these are equivalent to Lq′(Ω) ↪→ B0

q′,b′(Ω), which means by
Lemma 2.1 that for β = 0, we have to suppose b ≤ min(q, 2). Obviously, if β = 0,
then application of both Theorems 1.7 and 1.8 for b = c would require b = c = q = 2
and we are back in the Hilbert space situation. We shall come back to this below.

Admissibility. Denoting the Dirichlet trace operator γ0 : x �→ x
∣∣
∂Ω

by C we are
looking for a space Y on ∂Ω such that C : D(A) → Y is Lc-admissible of type γ for
Id + A. If c ≥ max(2, q), then Id + A has Lc

∗-estimates and we know by Theorem 1.7
that Lc-admissibility of type γ of C : D(A) → Y is equivalent to uniform boundedness
of the operators

λ1−γ−1/cC(λ + Id + A)−1, λ > 0.

By Theorem 1.9 this is equivalent to C having a continuous extension to the
Banach space Z, where

Z :=
(
X, Ẋk(Id + A)

)
γ+1/c,1

=
(
X,Xk(A)

)
γ+1/c,1

(∗)
=

{
Bs

q,1(Ω) if s < 1 + 1/q,

{x ∈ Bs
q,1(Ω) : ∂x

dν

∣∣
∂Ω

= 0} if s > 1 + 1/q,
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where s = 2γ+ 2/c. For equality (∗) we refer to [29, Thm. 4.3.3] or [10, Thm. 3.5]. It is

known that γ0 is bounded from Bs
q,1(Ω) to B

s−1/q
q,1 (∂Ω) if s > 1/q (cf. [29, Thm. 4.7.1]).

We thus have almost proved the following proposition.
Proposition 2.2. Let γ ∈ R, c ∈ [1,∞], and q ∈ (1,∞) satisfy c ≥ max(q, 2)

and 2γ + 2/c ∈ (1/q, 1 + 1/q), and let Y be a Banach space and X = Lq(Ω). Then γ0 :

D(A) → Y is Lc-admissible of type γ for Id +A if and only if B
2γ+2/c−1/q
q,1 (∂Ω) ↪→ Y .

Proof. Let s := 2γ + 2/c. The arguments above show that B
s−1/q
q,1 (∂Ω) ↪→ Y is suf-

ficient. To prove necessity we compose γ0 : Bs
q,1(Ω) → Y with a continuous extension

operator E0 : B
s−1/q
q,1 (∂Ω) → Bs

q,1(Ω) such that γ0E0 = Id (cf. [29, Thm. 4.7.1]).

Remark 2.3. The upper bound 2γ + 2/c < 1 + 1/q appears only for simplicity of
formulation. The calculation of the space Z above indicates how to proceed in other
cases.

To obtain the representation of the control operator B we follow again ideas in [4]
and multiply the state equation in (2.1) with a fixed function v ∈ C∞(Ω). Then,
integrating by parts gives

〈x′(t), v〉Ω + 〈∇x(t),∇v〉Ω =

∫
∂Ω

u(t)v dσ,

where 〈·, ·〉Ω denotes the usual duality pairing on Lq(Ω) × Lq′(Ω) and σ denotes the
surface measure on Γ := ∂Ω. Denoting extensions of the usual Lq(Γ)×Lq′(Γ)-duality
by 〈·, ·〉Γ we thus have ∫

∂Ω

u(t)v dσ = 〈u(t), γ0v〉Γ,

which means that B = γ′
0 if we identify X−1(A) with the dual space of (X ′)1(A

′).
Notice that A′ = −Δ with Neumann boundary conditions in X ′ = Lq′(Ω).

We are interested in Lb-admissibility of type β for γ′
0 : U → X−1 and Id + A in

X = Lq(Ω). Assuming b ≤ min(q, 2) in case β = 0 we may use Theorem 1.8 and only
have to check boundedness of γ′

0 : U → W , where the extrapolation space W is given
by

W = (Ẋ−1(Id + A), X)β+1/b,∞ = (X−1, X)β+1/b,∞

=
((

(X ′)1, X
′)

β+1/b,1

)′
=

((
X ′, (X ′)1

)
1−(β+1/b),1

)′
(cf. [3, sect. 3.7]). As we have seen above, we have

(X ′, (X ′)1)1−(β+1/b),1 = B
2−2β−2/b
q′,1 (Ω)

for 2 − 2β − 2/b < 1 + 1/q′ = 2 − 1/q. Now γ0 : B
2−2β−2/b
q′,1 (Ω) → B

2−2β−2/b−1/q′
q′,1 (∂Ω)

is continuous for 2 − 2β − 2/b > 1/q′ = 1 − 1/q and ∂Ω is without boundary; hence
(Bs

q′,1(∂Ω))′ = B−s
q,∞(∂Ω). Thus we have proved one implication in the following

proposition.
Proposition 2.4. Let β ∈ R, b ∈ [1,∞], and q ∈ (1,∞) satisfy 2/b + 2β ∈

(1/q, 1+ 1/q). If β = 0, assume in addition b ≤ min(q, 2). Let U be a Banach space and
X = Lq(Ω). Then γ′

0 : U → X−1 is Lb-admissible of type β for Id + A if and only if

U ↪→ B
2/b+2β−1−1/q
q,∞ (∂Ω).

For the remaining implication we make use of E′
0, where E0 is the extension map

from the proof of Proposition 2.2.
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Wellposedness of the full system. We study Lp-wellposedness of type α in
finite time for the system (2.1) in the state space X = Lq(Ω), where α ∈ R, p ∈ [1,∞]
and q ∈ (1,∞). Hence we have c = b = p and γ = β = α in the admissibility
situations above. Again, it is sufficient to study infinite-time Lp-admissibility of type
α for Id + A. The assumptions of Propositions 2.2 and 2.4 lead, for α �= 0, to the
restrictions p ≥ max(q, 2) and 2α + 2/p ∈ (1/q, 1 + 1/q), and for α = 0 to the restriction
p = q = 2.

For p = q = 2 we thus can state the following result extending the case α = 0,
r = 2, considered in [4].

Proposition 2.5. Let |α| < 1/4, r ∈ [1,∞], and X = L2(Ω). Let Y and U be

Banach spaces on ∂Ω such that B
2α+1/2
2,r (∂Ω) ↪→ Y and U ↪→ B

2α−1/2
2,r (∂Ω). Then the

system (2.1) is L2-wellposed of type α.
Proof. By Propositions 2.2 and 2.4, C and B are Lp-admissible of type α for

Id + A. Notice that the semigroup associated to Id + A is S(t) := e−tT (t).

Since B = γ0 : B
2α+1/2
2,r (∂Ω) → W̃ := (X−1, X)β+1/b,r = (X−1, X)α+1/2,r (recall

β = α and b = p = 2) and C = γ0 : Z̃ → B
2α+1/2
2,r (∂Ω), where Z̃ := B2α+1

2,r (Ω) =

(X,X1)α+1/2,r, it suffices to prove that S(·)∗ : Lp
α(R+, W̃ ) → Lp

α(R+, Z̃). Theo-

rem 1.13 applies by |α| < 1/4 < 1/2. Now notice that Z̃ = D(A
W̃

). Hence we are left to

check that A
W̃

has maximal Lp-regularity in W̃ which holds by [6, Thm. 4.7].
With essentially the same arguments we can study problem (2.1) in state spaces

X = Hδ
q (Ω) where we restrict to δ ∈ (−1/q′ ,

1/q) and are thus not bothered by additional

boundary conditions. Here we have X1 = D(A) = {x ∈ H2+δ
q (Ω) : ∂x

∂ν |∂Ω = 0},
and a repetition of the arguments above yields for the corresponding interpolation

spaces Z = B
δ+2(α+1/p)
q,1 (Ω) if δ + 2(α + 1/p) < 1 + 1/q and W = (B

2−δ−2(α+1/p)
q′,1 (Ω))′

if 2 − δ − 2(α + 1/p) < 1 + 1/q′ , i.e., if 1/q < δ + 2(α + 1/p). Thus we obtain the next
proposition.

Proposition 2.6. Let q ∈ (1,∞) and p ∈ [1,∞] satisfy p ≥ max(2, q). Let
δ ∈ (−1/q′ ,

1/q), and δ + 2(α + 1/p) ∈ (1/q, 1 + 1/q), where α �= 0. Let X = Hδ
q (Ω) and let

Y and U be Banach spaces on ∂Ω.
(a) The operator C = γ0 : D(A) → Y is Lp-admissible of type α for Id + A if

and only if B
δ+2(α+1/p)−1/q
q,1 (∂Ω) ↪→ Y .

(b) The operator B = γ′
0 : U → X−1 is Lp-admissible of type α for Id +A if and

only if U ↪→ B
δ+2(α+1/p)−1/q−1
q,∞ (∂Ω).

(c) Let r ∈ [1,∞] and B
δ+2(α+1/p)−1/q
q,r (∂Ω) ↪→ Y and U ↪→ B

δ+2(α+1/p)−1/q−1
q,r (∂Ω).

Then the system (2.1) is finite-time Lp-wellposed of type α.
Observe that the assumptions imply α + 1/p ∈ (0, 1).

We see that δ may be chosen arbitrarily close to −1/q′ by taking p large and
adjusting α. Moreover, one still has free choice of r ∈ [1,∞].

The Besov space case. We continue the study of (2.1), but now we take as
state space the Besov space X := B0

q,v(Ω), where 1 < q, v < ∞ are fixed. Again we
put A := −Δ with homogeneous Neumann boundary conditions; i.e., A has domain
D(A) = {x ∈ B2

q,v(Ω) : ∂x
∂ν

∣∣
∂Ω

= 0}. As in the Lq-case, −A generates a bounded
analytic semigroup in X.

Admissibility. Still denoting by γ0 the Dirichlet trace on ∂Ω, we study Lc-
admissibility of type γ for C = γ0 and Lb-admissibility of type β for B = γ′

0, where
β, γ ∈ R and b, c ∈ [1,∞].
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First we note that
(
X−1, X1

)
1/2,c

= B0
q,c(Ω), whence Id + A has Lc

∗-estimates on

X if and only if B0
q,v(Ω) ↪→ B0

q,c(Ω) which is equivalent to c ≥ v. Notice that this
condition does not depend on q. If c ≥ v, then the characterizing Theorem 1.7 applies,
and Lc-admissibility of type γ of the observation operator C = γ0 may be checked
by verifying the boundedness condition on the set WC . Again, we use Theorem 1.9
and find that, for 2γ + 2/c < 1 + 1/q, WC is bounded if and only if γ0 has a continuous
extension to the very same Banach space

Z = B
2γ+2/c
q,1 (Ω)

we calculated above. Hence the proof of the following can be done as in the case
X = Lq(Ω).

Proposition 2.7. Let γ ∈ R, c ∈ [1,∞], and q, v ∈ (1,∞) satisfy c ≥ v and
2γ+2/c ∈ (1/q, 1+1/q). Let Y be a Banach space and X = B0

q,v(Ω). Then γ0 : D(A) → Y

is Lc-admissible of type γ for Id + A if and only if B
2γ+2/c−1/q
q,1 (∂Ω) ↪→ Y .

We turn to Lb-admissibility of type β for B = γ′
0. For an application of Theo-

rem 1.8 in X = B0
q,v(Ω) in case β = 0 we need Lb′

∗ -estimates for (Id +A)′, which are,
by the argument above, equivalent to b ≤ v. This yields the next proposition.

Proposition 2.8. Let β ∈ R, b ∈ [1,∞], and q, v ∈ (1,∞) satisfy 2/b + 2β ∈
(1/q, 1 + 1/q). Assume additionally b ≤ v if β = 0. Let U be a Banach space and
X = B0

q,v(Ω). Then γ′
0 : U → X−1 is Lb-admissible of type β for Id + A if and only

if U ↪→ B
2/b+2β−1−1/q
q,∞ (∂Ω).

Wellposedness of the full system. We study Lp-wellposedness of type α for
the system (2.1) where α ∈ R, p ∈ [1,∞] and the state space X = B0

q,v(Ω) with
q, v ∈ (1,∞). Again we have c = b = p and γ = β = α in the admissibility situations
above. The assumptions of Propositions 2.7 and 2.8 now lead, for α �= 0, to the
restrictions p ≥ v and 2α + 2/p ∈ (1/q, 1 + 1/q). In case α = 0 we are led to p = v. For
example, if p = q, then we are led to 2α ∈ (−1/q,

1/q′), which, for q = 2, corresponds to
the condition |α| < 1/4 in Proposition 2.5 (recall L2(Ω) = B0

2,2(Ω)). By the arguments
used above we hence obtain the next proposition.

Proposition 2.9. Let α ∈ R, p ∈ (1,∞), and q ∈ (1,∞) satisfy 2α + 2/p ∈
(1/q, 1 + 1/q). Let X = B0

q,p(Ω) and let Y and U be Banach spaces on ∂Ω such that

B
2α+2/p−1/q
q,p (∂Ω) ↪→ Y and U ↪→ B

2/p+2α−1−1/q
q,p (∂Ω). Then the system (2.1) is finite-

time Lp-wellposed of type α.
Proof. The proof is similar to the case X = Lq(Ω). We check here that Theo-

rem 1.13 applies, i.e., that α ∈ (−1/p,
1/p′). The condition on α in the assumption may

be rephrased as α ∈ (1/2q − 1/p,
1/2 + 1/2q − 1/p). In particular α > 1/2q − 1/p ≥ −1/p and

α < 1/2 + 1/2q − 1/p ≤ 1 − 1/p.
We also give an analogue of Proposition 2.6 for Besov spaces, e.g., for state spaces

X = Bδ
q,p(Ω), where q, p ∈ (1,∞), and we restrict to δ ∈ (−1/q′ ,

1/q) for the same reasons
as before.

Proposition 2.10. Let q, p ∈ (1,∞), δ ∈ (−1/q′ ,
1/q), 2α + 2/p + δ ∈ (1/q, 1 + 1/q),

and X = Bδ
q,p(Ω). Let Y and U be Banach spaces on ∂Ω.

(a) The operator C = γ0 : D(A) → Y is Lp-admissible of type α for Id + A if

and only if B
2α+2/p+δ−1/q
q,1 (∂Ω) ↪→ Y .

(b) The operator B = γ′
0 : U → X−1 is Lp-admissible of type −α for Id + A if

and only if U ↪→ B
2α+2/p+δ−1−1/q
q,∞ (∂Ω).
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(c) Let r ∈ [1,∞] and B
2α+2/p+δ−1/q
2,r (∂Ω) ↪→ Y and U ↪→ B

2α+2/p+δ−1−1/q
2,r (∂Ω).

Then the system (2.1) is finite-time Lp-wellposed of type α.

Discussion. We discuss our results for the system (2.1) by starting from Y :=
Bs

q,r(∂Ω) and U := Bs−1
q,r (∂Ω), where s ∈ (0, 1), q ∈ (1,∞), and r ∈ [1,∞] are fixed.

We now look for α, p, and a state space X such that (2.1) is Lp-wellposed of type
α. This should be compared with the situation studied in [4], where p = q = r = 2,
α = 0, s = 1/2, and X = L2(Ω).

Remark 2.11. In case q = 2, we may take p = 2 and X = Hδ
2 (Ω), where the

restrictions may be read off Proposition 2.6: 2α + δ + 1/2 = s and |δ| < 1/2. Thus we
see that a suitable choice of α always allows us to have δ arbitrarily close to −1/2.
In particular this applies to the “classical” case s = 1/2, where the restriction α = 0
forces δ = 0 and X = L2(Ω).

Remark 2.12. For general q ∈ (1,∞), we may apply Proposition 2.10 and take
X = Bδ

q,p(Ω) under the restrictions s = 2α+2/p+δ−1/q and δ ∈ (−1/q′ ,
1/q). We see that

taking p arbitrarily large and δ arbitrarily close to −1/q′ , we still obtain finite-time
Lp-wellposedness of type α for the system with state space X = Bδ

q,p(Ω) by adjusting

α. Observe that the state space X = Hδ
q (Ω) would have required the additional

restriction p ≥ max(2, q) for α �= 0.

Remark 2.13. We let s = 1/2 and U := H
−1/2
2 (∂Ω), Y := H

1/2
2 (∂Ω); i.e., we take

q = r = 2 in the situation discussed above. Then, for δ ∈ (−1/2,
1/2) and X = Bδ

2,p(Ω),
we have that (2.1) is finite-time Lp-wellposed of type α if δ = 1 − 2(α + 1/p). The
restrictions are p ∈ (1,∞) and α+ 1/p ∈ (1/4,

3/4). This means, in other words, that for

ε ∈ (0, 1), p ∈ [2,∞), and X = B
−1/2+ε
2,p (Ω), the system (2.1) is finite-time Lp-wellposed

of type α = 3/4 − ε/2 − 1/p.
Now we consider a nonlinear feedback in the setting of the above remark.

Example 2.14. Since Y = H
1/2
2 (∂Ω) ↪→ L

2n−2
n−2 (∂Ω) and since L2−2/n(∂Ω) ↪→

H
−1/2
2 (∂Ω), Hölder’s inequality yields that any g ∈ Ln−1(∂Ω) induces a bounded

multiplication operator Y → U , y �→ g · y. We take a smooth open subset Ω0 with
Ω0 ⊂ Ω, e.g., a small ball, and let ψ(x) :=

∫
Ω0

x(ω) dω = 〈x, 1Ω0〉 for x ∈ X. Observe

that ψ ∈ X ′ for all spaces X mentioned above (cf. [29]). Taking a Lipschitz-continuous
function f : R → R, we let F (x)y := f(ψ(x)) g ·y. Then F : X → B(Y,U) is Lipschitz-
continuous. We interpret x �→ ψ(x) as a distributed measurement in Ω affecting via
f(ψ(x)) the intensity of the linear feedback y �→ g · y.

For ε ∈ (0, 1), p ∈ [2,∞), X = B
−1/2+ε
2,p (Ω), and α = 3/4 − ε/2 − 1/p we take x0 ∈ X

satisfying (for simplicity) f(ψ(x0)) = 0 and show that Theorem 1.16 applies. We
have F (x0) = 0; hence A0 = A. We take Z = H1

2 (Ω) whence by an application of
Theorem 1.7 and Theorem 1.9, IdZ is finite-time Lp-admissible of type α (cf. [29,
Rem. 2.8.1]).

Since B = γ′
0 : H

−1/2
2 (∂Ω) → (H1

2 (Ω))′ =: W is bounded and Id + A has maxi-
mal Lp-regularity in W we obtain by Remark 1.4 and Theorem 1.13 that the system
(A0, B, IdZ) is Lp-wellposed of type α in finite time. Hence we may apply Theo-
rem 1.16 and obtain that the nonlinear system⎧⎪⎪⎪⎨

⎪⎪⎪⎩
x′(t) − Δx(t) = 0, t ∈ [0, τ ],
x(0) = x0,

∂x(t)
∂ν = f

(∫
Ω0

x(t) dω

)
g · x(t)|∂Ω

(2.3)
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has, for some τ(x0) > 0, a unique mild solution x(·) in the space C([0, τ ], B
−1/2+ε
2,p (Ω))∩

Lp
α([0, τ ], H1

2 (Ω)). This means that we obtain solutions also for rather rough initial
data x0.

In the example above we made the assumption f(ψ(x0)) = 0 for simplicity. For
initial data x0 with f(ψ(x0)) �= 0 one may resort to perturbation results in [11].

3. Proofs. Finite-time admissibility of type α.
Proof of Lemma 1.3. Assume C to be finite-time Lp-admissible of type α for A.

For b ≥ 0 we then have

(∫ b+τ

b+τ/2

‖tαCT (t)x‖p dt
)1/p

=

(∫ τ

τ/2

‖sα(1 + b/s)
αCT (s)T (b)x‖p dt

)1/p

≤
(∫ τ

0

‖sαCT (s)T (b)x‖p dt
)1/p

max((1 + 2b
τ )α, 1)

≤ Mτ ‖T (b)x‖ max((1 + 2b
τ )α, 1).

If T (·) is uniformly exponentially stable, i.e., if there are c, ε > 0 such that ‖T (t)‖ ≤
c e−εt, t ≥ 0, then we obtain for b = (k−1)τ/2 and k ∈ N0,

(∫ (k+1)τ/2

kτ/2

‖tαCT (t)x‖p dt
)1/p

≤ cMτ max((1 + 2b
τ )α, 1) e−ε(k−1)τ/2‖x‖.

Thus (1.4) holds.
A similar reasoning shows that the notion of finite-time Lp-admissibility of type

α for control operators is independent of τ : let a = τ/2 and b = 3/2 τ . Since

∫ b

0

T (b−s)Bu(s) ds ≤ T (a)

∫ τ

0

T (τ−s)Bu(s) ds +

∫ τ

a

T (τ−s)Bu(s+a) ds,

Lp-admissibility of type α on [0, τ ] gives for p < ∞
∥∥∥∥
∫ b

0

T (b−s)Bu(s) ds

∥∥∥∥ ≤ Kτ‖T (a)‖ ‖u‖Lp
α([0,τ ]) + Kτ‖1l[a,τ ](·)u(a+·)‖Lp

α([0,τ ])

≤ Kτ‖T (a)‖ ‖u‖Lp
α([0,τ ]) + Kτ c̃α ‖u‖Lp

α([τ,b])

≤ Kτ

(
c̃α + ‖T (τ/2)‖

)
‖u‖Lp

α([0,b]),

where c̃α = max
(
( 1
2 )α, ( 2

3 )α
)

does not depend on τ . In case p = ∞, we obtain the
same estimate with c̃α = 1 by directly regarding the first line of the above inequali-
ties. Thus, B is Lp-admissible of type α on [0, 3/2 τ ] as required. An iteration of the
argument shows that

K(3/2)nτ ≤ Kτ (c̃α)n
n∏

j=1

(
1 + c̃−1

α ‖T (3τ(3/2)
j)‖

)
.

If T (·) is uniformly exponentially stable and if α ≥ 0 or if p = ∞, the left-hand side of
the above inequality is bounded since

∑
j≥1 exp(−3ετ(3/2)

j) < ∞ and |c̃α| ≤ 1.
If α < 0 and p < ∞, equivalence of finite-time and infinite-time Lp-admissibility

of type α fails in general.
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Example 3.1. Take U = X = C, −α = β > 0, and T (t) = e−εt. Then, for any
τ > 0,

|T ∗ u(τ)| ≤ ‖u‖Lp
α(0,τ)‖e−ε(·)‖

Lp′
β (0,τ)

≤ cp′τβ+1/p′‖u‖Lp
α(0,τ),

and the identity is finite-time Lp-admissible of type α.
On the other hand, letting uk := 1l[k,k+1]e

−ε(·−k) for k ∈ N, we have ‖uk‖Lp
α
≤

k−β‖uk‖Lp = ck−β and for δ ∈ (0, 1],

(T ∗ uk)(k + δ) =

∫ k+δ

k

e−ε(k+δ−s) e−ε(s−k) ds = δe−εδ.

Hence the identity is not infinite-time Lp-admissible of type α.

Characterization of Lp-admissibility of type α. In the proof of Theorems
1.7 and 1.8 we make use of the following lemma.

Lemma 3.2 (see [12, Lem. 4.1]). Let σ ∈ (0, π), let ϕ ∈ H∞
0 (S(σ)), and let m ≥ 1

be an integer. There exist a function f ∈ H∞
0 (S(σ)) and a constant a ∈ C such that

ϕ(z) = zm f (m)(z) + a
zm

(1 + z)m+1
, z ∈ S(σ).(3.1)

Furthermore, if δ, ε ∈ (0, 1) are positive numbers such that

|ϕ(z)| = O(|z|−δ) at ∞ and |ϕ(z)| = O(|z|ε) at 0,

then f can be chosen so that we also have |f(z)| = O(|z|−δ) at ∞ and |f(z)| = O(|z|ε)
at 0.

Proof of Theorem 1.7. (a) Notice that for any λ ∈ C with positive real part and
for any x ∈ X, we have

(λ + A)−kx =
1

(k − 1)!

∫ ∞

0

tk−1e−λtT (t)x dt.

For x ∈ Xk = D(Ak), the integrand t �→ tk−1e−λkT (t)x belongs to L1(R+, Xk), and
so continuity of C on Xk shows

C(λ + A)−kx =
1

(k − 1)!

∫ ∞

0

tk−1e−λtCT (t)x dt.

By Hölder’s inequality we thus have for x ∈ Xk∥∥C(λ + A)−kx
∥∥

≤ 1

(k − 1)!

∫ ∞

0

∥∥tαCT (t)x
∥∥tk−1−αe−Re(λ) t dt

≤ 1

(k − 1)!

∥∥∥∥t �→ tαCT (t)x

∥∥∥∥
Lp(R+,Y )

(∫ ∞

0

t(k−1−α)p′
e−Re(λ)p′ t dt

)1/p′

s=Re(λ)p′ t

≤ M

(k − 1)!
‖x‖X

(
(p′Re(λ))−1−(k−1−α)p′

Γ
(
1+(k−1−α)p′

))1/p′

= KRe(λ)−k+α+1/p ‖x‖X ,
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where Γ is the usual Gamma function and the number K depends only on k, p, and
the admissibility constant M . By density of Xk in X this shows the first assertion.

(b) Without loss of generality we may assume k ≥ 2 since by sectoriality of A,
whenever WC is bounded for some k ∈ N, it is also bounded when k is replaced by
k + 1 (see Remark 1.10). We make use of the (unbounded) operator A−1 that is
densely defined on the range of A. We set Fk(z) := zk−1e−z. Then for any x ∈ Xk

and any t > 0, we have

tαCT (t)x = tα−k+1CA−k+1Fk(tA)x.(3.2)

For some ε ∈ (0, 1) that we will specify later, consider the decomposition Fk(z) =
ϕ(z)ψ(z), where

ϕ(z) = zε(1 + z)−1 and ψ(z) = zk−1−ε(1 + z)e−z.(3.3)

Note that ψ ∈ H∞
0 (S(θ)) for any θ < π

2 , whereas ϕ ∈ H∞
0 (S(σ)) for any σ < π. By

(3.2), we have∫ ∞

0

∥∥tαCT (t)x
∥∥p

Y
dt ≤

∫ ∞

0

∥∥[tα+1/p−k+1CA−k+1ψ(tA)
]

︸ ︷︷ ︸
=:K(t)

t−
1/pϕ(tA)x

∥∥p

X
dt.

Now we will show that the operator family K(t), t > 0, is uniformly bounded. Once
this is done, the assertion of the theorem follows immediately from the assumed Lp

∗-
estimate for A (cf. (1.6)).

We fix σ ∈ (ω, π) and apply Lemma 3.2 to ψ with m = k − 1 and δ = 1 − ε.
Let f ∈ H∞

0 (S(σ)) denote the corresponding function satisfying (3.1). Note that
according to that equation, z �→ zk−1f (k−1)(z) belongs to H∞

0 (S(σ)). Let θ = θσ for
some θ ∈ (ω, σ) and let Γ denote the positively orientated boundary of S(θ). Then, as
in the proof of [12, Thm. 4.2] the following representation formula for x in the dense
subspace Z := ran(Ak−1(I + A)−k) holds:

CA−k+1[zk−1f (k−1)(z)](tA)x = (k−1)!
2πi

∫
Γ

f(λ)tk−1 CR(λ, tA)kx dλ, t > 0.(3.4)

For λ ∈ Γ, by the resolvent equation we have

λk−α−1/pCR(λ,A)k = |λ|k−α−1/pC(|λ| + A)−k
[
2 cosh(±θ/2)λR(λ,A) − I

]k
,(3.5)

and thus λk−α−1/pCR(z,A)k is uniformly bounded by sectoriality of A. Now, by the
representation (3.4),

K(t) = (k−1)!
2πi

∫
Γ

tα+1/pf(λ)CR(λ, tA)kx dλ + atα+1/pC(I + tA)−k

on Z. Next we show that for an appropriately chosen ε ∈ (0, 1), K(t) ∈ B(X,Y ) and
moreover the operators K(t) are uniformly bounded for t > 0. To this end, write

K(t) = (k−1)!
2πi

∫
Γ

f(λ)λ1−k+α+1/p

[(
λ
t

)k−α−1/p
CR(λt , A)kx

]
dλ
λ

+ a
[(

1
t

)k−α−1/p
C( 1

t + A)−k
]
.
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By our assumption (1.7) and scaling invariance of Γ and the measure dλ/λ we
obtain that K(t) is uniformly bounded, provided that the integral∫

Γ

∣∣f(λ)
∣∣∣∣λ∣∣−k+α+1/p

d|λ|

is finite. By the estimates in Lemma 3.2 we know that f ∈ O(|z|k−1−ε) at zero and
f ∈ O(|z|−n) for any n ∈ N at infinity. Therefore the above integral is finite if

k − 1 − ε− k + α + 1/p > −1, i.e., if ε < α + 1/p.

This, however, due to our assumption on α, may always be satisfied by an appropriate
choice of ε ∈ (0, 1), and the proof is done.

To analyze Lp-admissibility for control operators, assume that ‖T−k(t)B‖U→X ≤
Mt−γ for some γ ∈ R. For t > 0 fixed we thus have∥∥∥∥

∫ t

0

T (t−s)Bu(s) ds

∥∥∥∥
X

≤
∫ t

0

∥∥T (t−s)B
∥∥
U→X

s−α ‖sαu(s)‖U ds

≤ c

∫ t

0

(t−s)−γs−α‖sαu(s)‖U ds.

Let kα,γ(t, s) = 1l(0,t)(s)(t−s)−γs−α for s, t ∈ (0, τ). Thus the study of the kernel
kα,γ which may or may not induce a bounded integral operator Kα,γ : Lp(0, τ) →
L∞(0, τ) gives a sufficient criterion for (in)finite-time Lp-admissibility of type α of
control operators.

For p = 1, Kα,γ is bounded if and only if kα,γ is uniformly bounded, which, for
finite τ , is equivalent to γ ≤ 0 and α ≤ 0. In this case we have

‖Kα,γ‖L∞(0,τ)→L∞(0,τ) = ‖kα,γ‖∞ =
|α||α||γ||γ|
|α + γ||α+γ| τ

|α+γ|.

For τ = ∞, kα,γ is uniformly bounded if and only if α = γ = 0.
For p > 1 we use Hölder’s inequality and obtain

∫ t

0

kα,γ(t, s)|f(s)| ds ≤
(∫ t

0

(
kα,γ(t, s)

)p′

ds

)1/p′

‖f‖p

(subst. s = tσ) =

(
t1−(γ+α)p′

∫ 1

0

(1 − σ)−γp′
σ−αp′

dσ

)1/p′

‖f‖p.

Convergence of the integral in the last line is equivalent to γ < 1/p′ and α < 1/p′ .
Taking the sup over t ∈ (0, τ) we see that, for finite τ ,

‖Kα,γ‖Lp(0,τ)→L∞(0,τ) ≤ cα,γ,pτ
1/p′−(γ+α)

provided that γ < 1/p′ , α < 1/p′ , and γ + α ≤ 1/p′ , whereas, for τ = ∞,

‖Kα,γ‖Lp(0,∞)→L∞(0,∞) ≤ cα,γ,p

provided that γ + 1/p < 1, α + 1/p < 1, and γ + α + 1/p = 1. Since, in fact (cf. [16]),

‖Kα,γ‖Lp(0,τ)→L∞(0,τ) = sup
t∈(0,τ)

‖kα,γ(t, ·)‖Lp′ (0,τ),
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we have just proved the following result.
Proposition 3.3. The operator Kα,γ is bounded Lp(0, τ) → L∞(0, τ) if and only

one of the following conditions holds:

(i) p = 1, τ < ∞, α ≤ 0, γ ≤ 0,
(ii) p = 1, τ = ∞, α = 0, γ = 0,
(iii) p > 1, τ < ∞, α + 1/p < 1, γ + 1/p < 1, α + γ + 1/p ≤ 1,

(iv) p > 1, τ = ∞, α + 1/p < 1, γ + 1/p < 1, α + γ + 1/p = 1.

(3.6)

Observe that condition (iv) implies α > 0 and γ > 0.
Proof of Theorem 1.8. (a) Consider for t > 0 the function u(s) := 1l(t/2,t)(s)u0.

Then∥∥∥∥
∫ t

0

T (t−s)Bu(s) ds

∥∥∥∥
X

=

∥∥∥∥
∫ t

t/2

AT (t−s)Bu(s) ds

∥∥∥∥
Ẋ−1

=
∥∥ [T (t) − T (t/2)]Bu0

∥∥
Ẋ−1

.

We have ‖u‖Lp
α([0,t],U) = 1

1+αp

(
t/2
)α+1/p

. Let f(z) := exp(z)−exp(z/2). Notice that the

function z �→ z−α−1/pf(z) ∈ H∞
0 (S(σ)) for all σ < π/2, so Theorem 1.5 applies. We

obtain

R(B) ⊆
(
(Ẋ(A−1))−1, (Ẋ(A−1))1

)
1/2(α+1/p+1),∞

=
(
Ẋ−2, X

)
1/2(α+1/p+1),∞ =

(
Ẋ−k, X

)
1−θ,∞

with θ = 1/k (1/p′−α), k ∈ N. The claim now follows from Theorem 1.9.

(b) By Theorem 1.9, boundedness of WB is equivalent to B : U → (Ẋ−k, X)θ,∞
with θ = 1+1/k (α−1/p′). By analyticity of the semigroup this implies ‖T (t)B‖ ≤ ct−γ

with γ = 1/p′ −α (cf. the arguments in the proof of Lemma 1.12). Hence, if in addition
to the assumptions of the theorem, α > 0 in case p > 1 (or p = 1 in case α = 0,
respectively), Proposition 3.3 gives the claim.

(a)′ Let (1.5) hold. For Re(λ) > 0 and u ∈ U we have

(λ + A−k)
−kBu =

1

(k − 1)!

∫ ∞

0

tk−1e−λtT−k(t)Budt.

Then, by assumption∥∥Re(λ)k+α−1/p′ (λ + A)−k−1Bu
∥∥

≤ 1
(k−1)!

∥∥∥∥
∫ ∞

0

tk−1Re(λ)k+α−1/p′ e−λtT−k(t)Budt

∥∥∥∥
= 1

(k−1)!

∥∥∥∥
∫ ∞

0

T−k(t)B
[
tk−1Re(λ)k+α−1/p′ e−λt ⊗ u

]
dt

∥∥∥∥
≤ K

(k−1)!

∥∥hλ(t) ⊗ u
∥∥
Lp

α(R+,U)
≤ K̃‖u‖U .

Here the uniform boundedness of the functions hλ(t) := Re(λ)k+α−1/p′ tk−1e−λt, λ > 0,
in Lp

α(R+) is shown similar to the proof of Theorem 1.7.
(b)′ Without loss of generality we assume k ≥ 2. We proceed in two steps.
Step 1. To show the existence of the integral in (1.5), we choose some x′ ∈ (X−k)

′,
x′ �= 0. Notice that (X−k)

′ may be identified with (X ′)k, that is, the domain D((A′)k)
with graph norm. We consider∫ ∞

0

∣∣〈T−k(t)Bu(t), x′〉
∣∣ dt =

∫ ∞

0

∣∣〈t−k+1A−k+1(tA)k−1T−k(t)Bu(t), x′〉
∣∣ dt.
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As we did in the proof of Theorem 1.7, we decompose Fk(z) = zk−1e−z as Fk(z) =
ϕ(z)ψ(z) with ϕ,ψ as in (3.3). We obtain∫ ∞

0

∣∣〈T−k(t)Bu(t), x′〉
∣∣ dt =

∫ ∞

0

∣∣〈t−k+1A−k+1
−k ϕ(tA−k)ψ(tA−k)Bu(t), x′〉

∣∣ dt.
Notice that by sectoriality of A, the operators A−k(μ+A−k)

−1, μ > 0, are uniformly
bounded. Moreover, limμ→0+ A−k(μ+A−k)

−1Bu = Bu in X−k since A−k has dense
range in X. Therefore, applying Fatou’s lemma and writing Bμ := A−k(μ+A−k)

−1B,
we have∫ ∞

0

∣∣〈T−k(t)Bu(t), x′〉
∣∣ dt

≤ lim inf
μ→0+

∫ ∞

0

∣∣〈t−k+1A−k+1
−k ϕ(tA−k)ψ(tA−k)Bμu(t), x′〉

∣∣ dt.
Notice that ψ(tA−k)Bu(t) ∈ D(A−k+1+ε

−k ), whereas ψ(tA−k)Bμu(t) ∈ D(A−k+ε
−k ).

This observation allows us to interchange the operators ϕ(tA−k) and A−k+1
−k as follows:

= lim inf
μ→0+

∫ ∞

0

∣∣〈ϕ(tA−k)t
−k+1A−k+1

−k ψ(tA−k)Bμu(t), x′〉
∣∣ dt

= lim inf
μ→0+

∫ ∞

0

∣∣〈t1+1/p′−kA−k
−kψ(tA−k)Bμu(t), t−

1/p′ϕ(tA−k)
′x′〉

∣∣ dt
≤ lim inf

μ→0+

∥∥∥∥t �→ [
t
1/p′−α−k+1A−k−1

−k ψ(tA−k)Bμ

]
︸ ︷︷ ︸

=:Lμ(t)

tαu(t)

∥∥∥∥
Lp(R+,X)

∥∥ϕ(tA′)x′∥∥
Lp′ (R+, dtt ,X′)

.

Notice that by assumption on A′, the Lp′
-norm has an estimate against the norm of

x′, whence the existence of the integral is proved if we show the uniform boundedness
of the operators Lμ(t) for t > 0 and μ > 0. This step is very similar to the proof
of uniform boundedness of the family K(t), t > 0, in the proof of Theorem 1.7: we
apply Lemma 3.2 with m = k − 1 to the function ψ(z) and obtain for fixed t > 0

A−k+1
−k ψ(tA−k)Bμu(t)

= (k−1)!
2πi

∫
Γ

f(λ)tk−1R(λ, tA−k)
kBμu(t) dλ + atk−1(I + tA−k)

−kBμu(t).

Now for u ∈ U write

Lμ(t)u = (k−1)!
2πi

∫
Γ

f(λ)t
1/p′−αR(λ, tA−k)

kBμu dλ + at
1/p′−α(I + tA−k)

−kBμu(t)

= (k−1)!
2πi

∫
Γ

f(λ)λ−k−α+1/p′
[
A−k(μ+A−k)

−1
] [(

λ
t

)k+α−1/p′+1
R(λt , A−k)

kB

]
u dλ

λ

+ a
[
A−k(μ+A−k)

−1
] [(

1
t

)k+α−1/p′ ( 1
t + A−k)

−kB
]
u.

Therefore, by the assumption (1.8) and a similar calculation to (3.5) the set {Lμ(t) :
t > 0, μ > 0} is bounded in B(U,X) provided that the integral∫

Γ

∣∣f(λ)
∣∣ |λ|−k−α+1/p′ d|λ|
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is finite. Since f ∈ O(|z|k−1−ε) in zero and f ∈ O(|z|−n) for any n ∈ N, this boils
down to

k − 1 − ε− k − α + 1/p′ > −1, i.e., to α < 1/p′ − ε,

which, due to our assumption on α, always may be satisfied by some ε ∈ (0, 1).
Step 2. Now let x′ ∈ X ′. We show that t �→ 〈T (t)Bu(t), x′〉 ∈ L1(R+) with

a norm estimate against K ′‖u‖Lp
α(R+,U)‖x′‖X′ . To this end we first notice that by

analyticity of the semigroup, T−k(t)Bu(t) ∈ X for t > 0. Moreover, for t positive,
T−k(t)Bu(t) = limε→0 T−k(t + ε)Bu(t) in X. Therefore, Fatou’s lemma yields∫ ∞

0

∣∣〈T−k(t)Bu(t), x′〉
∣∣ dt ≤ lim inf

ε→0

∫ ∞

0

∣∣〈T−k(t)Bu(t), T−k(ε)
′x′〉

∣∣ dt.
Notice that y′ε := T−k(ε)

′x′ ∈ D((A′)k) and by Step 1,∫ ∞

0

∣∣〈T (t)Bu(t), y′ε〉
∣∣ dt ≤ K‖u‖Lp

α
‖y′ε‖X′ .

Since ‖T−k(ε)
′x′‖ ≤ K0‖x′‖ the integral

∫∞
0

T (t)Bu(t) dt exists as a Pettis integral
in X. The above argumentation shows that we have a bounded linear mapping Φ :
Lp(R+, U) → X ′′, Φ(u) =

∫∞
0

T−k(t)Bu(t) dt. If u is a step function with compact
support that does not contain zero, the integral in question even exists as a Bochner
integral. In this case, it takes values in X by analyticity of the semigroup T (·). Since
such step functions are dense in Lp(R+, U) (recall p < ∞) we obtain RΦ ⊆ X and
thus Φ is necessarily bounded from Lp(R+, U) to X. This finishes our proof.

Regularity and wellposedness.
Proof of Lemma 1.12. It is not hard to see that for bounded analytic semigroups

and k ∈ N, ‖tkAkT (t)‖ ≤ ck < ∞. Indeed, by the elementary functional calculus for
sectorial operators (cf. [21]) and substituting tz = λ one has

∥∥(tA)kT (t)
∥∥ =

∥∥∥∥ 1
2πi

∫
Γ

(tz)ke−tzR(z,A) dz

∥∥∥∥
≤ M

∫
Γ

|tz|ke−tRe(z) |dz|
|z| = M

∫
Γ

|λ|ke− Re λ |dλ|
|λ| =: ck < ∞.

This shows ‖T (t)‖X→Ẋk
≤ ckt

−k, t > 0. On the other hand, clearly ‖T (t)‖X→X ≤ c0,

t ≥ 0. By real interpolation we obtain immediately ‖T (t)‖X→Z ≤ k1t
−θk. Similarly,

considering Ẋ−k and X in place of X and Ẋk, one obtains ‖T (t)‖W→X ≤ k2t
−σk.

Both estimates together give the claim by the semigroup property.
Proof of Proposition 1.14. Let φ(s) :=

∣∣(1 + s)α − 1
∣∣. Then

‖(Tf)(t)‖Y ≤ M

∫ t

0

1
t−sφ( t−s

s )‖f(s)‖U ds,

whence T is pointwise bounded by a multiple of the scalar integral operator

(T̃ u)(t) :=

∫ t

0

1
t−sφ( t−s

s )u(s) ds,

which has the kernel k(t, s) = 1l[0,t](s)
1

t−sφ( t−s
s ). Notice that, substituting s = tσ,

∥∥k(t, ·)
∥∥p′

p′ =

∫ t

0

∣∣∣∣ (1 + t−s
s )α − 1

t− s

∣∣∣∣
p′

ds = t1−p′
∫ 1

0

∣∣∣∣σ−α − 1

σ − 1

∣∣∣∣
p′

dσ ≤ t1−p′
c̃,
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where c̃ = c̃(p, α) < ∞ since letting g(σ) := σ−α, the limit for σ → 1 equals g′(1) =

−α. It follows by Hölder’s inequality that |T̃ u(t)| ≤ cM‖u‖pt−
1/p (notice (1−p′)/p′ =

−1/p). Therefore,

λμ
(
{t > 0 : |T̃ u(t)| ≥ λ}

)1/p ≤ λμ
(
{t > 0 : M‖u‖pt−

1/p ≥ λ}
)1/p

= M‖u‖p,

showing that T̃ is of weak type (p, p) for every p ∈ (1,∞). By Marcinkiewicz inter-

polation, T̃ is bounded on Lp(R+) for p ∈ (1,∞), which implies the assertion.
Proof of Theorem 1.13. Let F denote the convolution operator acting Lp(R+, U)

→ Lp(R+, Y ) and Fα denote the same operator acting Lp
α(R+, U) → Lp

α(R+, Y ).
Further let Φα : Lp

α(R+, ·) → Lp(R+, ·) be the canonical isometric isomorphism given
by (Φαf)(t) := tαf(t). Then T := ΦαFαΦ−1

α −F satisfies

(Tu)(t) =

∫ t

0

[(
t
s

)α − 1
]
K(t− s)u(s) ds

with K(t− s) = CT (t− s)B. By analyticity of the semigroup, K ∈ C(R+, B(U, Y ))
and by hypothesis ‖K(t)‖ ≤ M/t. Therefore, Proposition 1.14 applies and yields
boundedness of T : Lp(R+, U) → Lp(R+, Y ). Hence F is bounded if and only if Fα

is.
Proof of Theorem 1.16. We let v := T (·)x0 and denote, for ρ, τ > 0 to be fixed

later,

Σρ,τ = {x ∈ C([0, τ ], X) ∩ Lp
α([0, τ ], Z) : x(0) = x0, ‖x− w‖Σ ≤ ρ},

where ‖x‖Σ := max{‖x‖C([0,τ ],X), ‖x‖Lp
α([0,τ ],Z)). Observe that we dropped τ in no-

tation of the norm and that Σρ,τ is complete for the metric induced by ‖x‖Σ. We let
Γx := v + T (·) ∗B(F (x)− F (x0))Cx for x ∈ Σρ,τ and shall choose ρ and τ such that
Γ is a contraction on Σρ,τ . Then Banach’s fixed point theorem ends the proofs.

If f is a simple function with values in U with compact support in (0, τ), then
by analyticity of the semigroup T (·)B ∗ f is a continuous, X-valued function. Since
such functions are dense in Lp

α(U) (recall p < ∞), T (·)B∗ maps Lp
α(U) boundedly

into C([0, τ ], X). We let cv(τ) := ‖v− x0‖C([0,τ ],X) and lv(τ) := ‖v‖Lp
α([0,τ ],Z). In the

following we shall drop the time interval in the norms. The assumptions imply that
‖T (·)B ∗u‖Σ ≤ K‖u‖Lp

α(U) for some K > 0. We write L for the Lipschitz-constant of
the function F . Then we have, for x ∈ Σρ,τ ,

‖Γx− v‖Σ ≤ K‖(F (x) − F (x0))Cx‖Lp
α(U)

≤ KL‖C‖‖x− x0‖L∞(X)‖x‖Lp
α(Z)

≤ KL‖C‖(‖x− v‖C(X) + ‖v − x0‖C(X))(‖x− v‖Lp
α(Z) + ‖v‖Lp

α(Z))

≤ KL‖C‖(ρ + cv(τ))(ρ + lv(τ)).

Similarly, we obtain, for x, x̃ ∈ Σρ,τ ,

‖Γx− Γx̃‖Σ ≤ K‖(F (x) − F (x0))Cx− (F (x̃) − F (x0))Cx̃‖Lp
α(U)

≤ K(‖(F (x) − F (x0))C(x− x̃)‖Lp
α(U) + ‖(F (x) − F (x̃))Cx̃‖Lp

α(U))

≤ KL‖C‖(‖x− x0‖L∞(X)‖x− x̃‖Lp
α(Z) + ‖x− x̃‖C(X)‖x̃‖Lp

α(Z))

≤ KL‖C‖(ρ + cv(τ) + ρ + lv(τ))‖x− x̃‖Σ.
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Now we choose ρ > 0 such that η := 4KL‖C‖ρ < 1 and then τ > 0 such that
max{cv(τ), lv(τ)} ≤ ρ. Thus we obtain

‖Γx− v‖Σ ≤ ηρ < ρ and ‖Γx− Γx̃‖Σ ≤ η‖x− x̃‖Σ

for x, x̃ ∈ Σρ,τ , as desired.

Lq-spaces and Besov spaces.
Proof of Lemma 2.1. The definition of Besov and Triebel–Lizorkin spaces together

with Minkowski’s inequality yield, for any s ∈ R,

Bs
q,p(Ω) ↪→ F s

q,p(Ω) provided that q ≥ p and
F s
q,p(Ω) ↪→ Bs

q,p(Ω) provided that q ≤ p.

This will be used in what follows. First we show the “if” part; that is, we show
Lq(Ω) ↪→ B0

q,p(Ω) in the case p ≥ max(2, q), that is, (1/q,
1/p) ∈ I, where area I is

as depicted below. By the above embeddings of Besov and Triebel–Lizorkin spaces,
Lq(Ω) = F 0

q,2(Ω) ↪→ F 0
q,p ↪→ B0

q,p.

�

�

�
�

�
�

�
�

�
�

�
�

��

I

II

III

IV

0 1/2 1

1/q0

1/2

1

1/p

Next, we consider the case (1/q,
1/p) ∈ III, that is, p ≤ min(q, 2) and (p, q) �= (2, 2).

If p ≤ 2 ≤ q and if p < q, we have

B0
q,p(Ω) ↪→ B0

q,2 ↪→

=

F 0
q,2(Ω) = Lq(Ω),

and if p, q < 2 and p ≤ q, we have

B0
q,p(Ω) ↪→ F 0

q,p(Ω) ↪→

=

F 0
q,2(Ω) = Lq(Ω).

Therefore, obviously Lq(Ω) �↪→ B0
q,p(Ω).

For counterexamples in areas II and IV we construct specific functions f ∈ Lq by
wavelet decompositions (cf. [23]) that show why the Besov norm cannot be estimated
by the Lq-norm.

Let Λ be the set of all points λ = 2−jk + 2−j−1ε, where j ∈ Z, k ∈ Z
n, and

0 �= ε ∈ {0, 1}n. Then every λ ∈ Λ corresponds to unique j, k, and ε. Let Qλ be
the dyadic cube defined by Qλ := {x ∈ R

n : 2jx − k ∈ [0, 1)n}. Finally, by [23,
Thm. III.8.1] choose some 1-regular wavelet basis (ψλ) with compact support. Then
supp ψλ ⊂ cQλ for some c > 0. We let Λ′ := {λ ∈ Λ : supp ψλ ⊂ Ω}.
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First we treat (1/q,
1/p) in area II, that is, q < p < 2. By [23, Thm. VI.2.1], for

f =
∑

λ α(λ)ψλ(x) in Lq(Rn), we have equivalence

‖f‖Lq ∼
∥∥∥∥
(∑

λ∈Λ

|α(λ)|2|Qλ|−11lQλ

)1/2∥∥∥∥
Lq

.(3.7)

In the following, it will be sufficient to consider only functions f that decompose in a
finite sum. If Q ⊂ Ω for some Q = Qλ0 , λ0 ∈ Λ′, set α(·) such that only dyadic sub-
cubes of Q are considered in the above summation: if Qλ belongs to the jth dyadic
subdivision of Q, then let α(λ) := αj ; otherwise let α(α) := 0. Then the expression
on the right-hand side of (3.7) Lq-norm of f simplifies to

∥∥∥∥∥∥∥
⎛
⎝ N∑

j=0

∑
Λ′

j

∣∣α(λ)
∣∣21lQλ

⎞
⎠

1/2
∥∥∥∥∥∥∥
Lq

=
∣∣Q∣∣1/q

⎛
⎝ N∑

j=0

|αj |2
⎞
⎠

1/2

.

On the left-hand side, an equivalent B0
q,p-norm of f =

∑
λ α(λ)ψλ(x) is given by

‖f‖B0
q,p

∼

⎛
⎝ N∑

j=0

(( ∑
λ∈Λ′

j

∣∣α(λ)
∣∣q)1/q

2−nj(1/q−1/2)

)p
⎞
⎠

1/p

;(3.8)

see [23, VI.10.5]. But, for λ ∈ Λ′
j such that Qλ ⊂ Q, |α(λ)| = |αj |2j

n/q , whence

‖f‖B0
q,p

∼

⎛
⎝ N∑

j=0

|αj |2nj
p/2

⎞
⎠

1/p

.

Therefore, setting αj := 2nj
p/2 for j = 0, . . . , N and letting N → ∞ reveals that

Lq(Ω) ↪→ B0
q,p implies p ≥ 2.

Finally, consider the case IV, that is, q > 2 and 2 < p < q. If we set the wavelet
coefficients α(λ) of f in (3.7) such that the cubes in {Q(λ) : α(λ) �= 0} are piecewise
disjoint, then

‖f‖q ∼

∥∥∥∥∥∥
(∑

λ∈Λ

|α(λ)|2|Qλ|−11lQλ

)1/2
∥∥∥∥∥∥
Lq

=

∥∥∥∥∥
∑
λ∈Λ

|α(λ)||Qλ|−
1/21lQλ

∥∥∥∥∥
Lq

=

(∑
λ∈Λ

|α(λ)|q|Qλ|−
q/2 |Qλ|

)1/q

=

⎛
⎝∑

j

(( ∑
λ∈Λj

|α(λ)|q
)1/q

|Qλ|
1/q−1/2

)q
⎞
⎠

1/q

.

On the left-hand side, notice that |Qλ| = 2−nj . Thus, comparing the Lq-norm of
f with the equivalent B0

q,p-norm given by (3.8), we find Lq(Ω) ↪→ B0
q,p(Ω) requires

q ≥ p, contradicting the assumption p < q.



WEIGHTED NORMS FOR CONTROL THEORY IN BANACH SPACES 2117

REFERENCES

[1] H. Amann, Linear and Quasilinear Parabolic Problems, Abstract Linear Theory, Vol. I,
Monogr. Math. 89, Birkhäuser, Boston, 1995.
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CONJUGATE POINTS IN FORMATION CONSTRAINED OPTIMAL
MULTI-AGENT COORDINATION: A CASE STUDY∗

JIANGHAI HU† , MARIA PRANDINI‡ , AND CLAIRE TOMLIN§

Abstract. In this paper, an optimal coordinated motion planning problem for multiple agents
subject to constraints on the admissible formation patterns is formulated. Solutions to the problem
are reinterpreted as distance minimizing geodesics on a certain manifold with boundary. A geodesic
on this manifold may fail to be a solution for different reasons. In particular, if a geodesic possesses
conjugate points, then it will no longer be distance minimizing beyond its first conjugate point.
We study a particular instance of the formation constrained optimal coordinated motion problem,
where a number of initially aligned agents tries to switch positions by rotating around their common
centroid. The complete set of conjugate points of a geodesic naturally associated with this problem
is characterized analytically. This allows us to prove that the geodesic will not correspond to an
optimal coordinated motion when the angle of rotation exceeds a threshold that decreases to zero as
the number of agents increases. Moreover, infinitesimal perturbations that improve the performance
of the geodesic after it passes the conjugate points are also determined, which, interestingly, are
characterized by a certain family of orthogonal polynomials.

Key words. conjugate point, multi-agent coordination, geodesics, orthogonal polynomials

AMS subject classifications. 93C85, 53C22, 58E25, 05E35

DOI. 10.1137/040616334

1. Introduction. Multi-agent coordinated motion planning problems arise in
various contexts, such as air traffic management (ATM) [12, 21], robotics [3], and
unmanned aerial vehicles (UAVs) [17, 20, 22]. In most cases, certain separation con-
straints between the agents have to be guaranteed due to physical, safety, or efficiency
reasons. For example, in ATM systems, aircraft flying at the same altitude are re-
quired to maintain a minimal horizontal separation of 5 nautical miles in en-route
airspace and 3 nautical miles when close to airports. When multiple mobile robots
are performing a coordinated task such as lifting a common object, specific forma-
tions have to be kept by the robots throughout the operation. For UAVs, flying in
formation may reduce the fuel expenditure and the communication power needed for
information exchange.

In this paper, we formulate an optimal coordinated motion planning problem for
multiple agents under formation constraints. We consider all the coordinated motions
that can lead a group of agents from given initial positions to given destination posi-
tions within a certain time horizon, while satisfying the additional constraint that the
formation patterns of the agents belong to a prescribed subset. Among the coordi-
nated motions in this restricted set, we try to find the ones that minimize a weighted
sum of the energy functions of each individual agent’s motions, with the weights
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representing agent priorities. In our problem formulation, we use simple kinetic mod-
els for the agent dynamics and consider only holonomic constraints, as opposed to the
numerous works dealing with nonholonomic constraints (e.g. [2, 11, 19]). See, for ex-
ample, [5, 13, 15] for relevant work on the problems of stable and optimal coordinated
control of vehicle formations.

A geometric interpretation of the considered optimal coordinated motion plan-
ning problem is given in this paper. According to this interpretation, a solution to
the problem is a shortest curve with constant speed between two fixed points in a
certain manifold with boundary, where the boundary is determined by the feasible
formation patterns. Being a shortest curve between two points, which can be far
away from each other, such a globally distance minimizing curve is obviously also a
locally distance minimizing curve, i.e., a curve whose sufficiently short segments are
distance-minimizing between their respective end points. Locally distance minimizing
curves parameterized with constant speed are called geodesics. Thus a solution to the
problem necessarily corresponds to a geodesic of the manifold.

Conversely, however, for various reasons a geodesic of the manifold may fail to be
globally distance minimizing, thus failing to solve the problem. One of the reasons is
the occurrence of conjugate points. Traveling along a geodesic from a fixed starting
point, a conjugate point occurs at a point where there exists a nontrivial Jacobi field
along the geodesic vanishing at both the starting point and that particular point [4],
or less rigorously, where there exists infinitesimally more than one geodesic connecting
the starting point to that point. For a simple example, consider the sphere. Geodesics
on the sphere are great circles; and conjugate points along a great circle occur at the
antipodal point of its starting point. It is a well-known fact in Riemannian geometry
that a geodesic will not be distance minimizing once it passes its first conjugate
point [4], as one can then infinitesimally perturb it to obtain a shorter curve with
the same end points. In the sphere example, when a great circle extends beyond
two antipodal points, a shorter curve between its starting and ending points can be
found by following the intersection of the sphere with any codimensional one plane
passing through the two points. The aim of this paper is to study, through a concrete
example, the loss of optimality due to the existence of conjugate points in the multi-
agent coordination problem, which so far has been largely ignored in the literature.

It is in general difficult, if not impossible, to characterize the conjugate points of
a geodesic analytically. In this paper, we shall focus on a special instance of the for-
mation constrained optimal coordination problem, namely, a group of initially aligned
agents switching positions by rotating around their common centroid. We shall show
that the conjugate points of a geodesic that arises naturally as a candidate solution to
this particular problem admit nice analytic formulae. We shall also determine the in-
finitesimal perturbations that can shorten the geodesic with various efficiencies, once
it passes its conjugate points, and characterize them using a certain family of orthog-
onal polynomials. A geometric interpretation of our results is that they characterize
how far a curve traveling along the outer edge of a (high-dimensional) donut-shaped
state space can be extended before it is no longer distance minimizing. Another in-
teresting interpretation of our results can be given with reference to a mechanical
model of a multisegment snake-like robot that needs to rotate, moving between two
completely stretched configurations. If the angle of rotation exceeds a certain thresh-
old, then the motion corresponding to the robot rotating around its center of mass
at constant angular velocity, with all of its segments constantly aligned in a straight
line, will not be energy minimizing. More efficient motions can be found by “folding”
the snake in various ways.
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Fig. 1.1. A five-agent example.
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Fig. 1.2. Three joint maneuvers with increasingly lower cost than the one shown in Figure 1.1
when τ = π. Top row: maneuver (a); middle row: maneuver (b); bottom row: maneuver (c). From
left to right: snapshots at times t = 0, 1

4
, 1
2
, 3
4
, 1, respectively.

As a preview of the results and a specific example, see Figure 1.1, where five
helicopters initially flying in a straight line try to reach new positions by rotating
counterclockwise around their centroid, i.e., the middle helicopter, at the same angular
velocity during the time period [0, 1] (thus the five helicopters form a straight line at
all times). The results in this paper will show that this joint maneuver is optimal
in terms of minimizing a cost function defined as the sum of energy of an individual
helicopter’s maneuvers only if the angle τ of rotation is small, and that it is not optimal
if τ > π

3 . Indeed, if for example τ = π, then we can find better maneuvers than the
one in Figure 1.1. We plot in the three rows of Figure 1.2 three such maneuvers,
where in each row the five figures from left to right represent the snapshots of the
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maneuver at times t = 0, 1
4 ,

1
2 ,

3
4 , 1, respectively. In terms of performance, we will

show that maneuver (c) is the best; maneuver (a) is the worst of the three, but still
better than the original one in Figure 1.1.

A related work [7] studies the simpler problem of optimal collision avoidance—
with no formation constraints. Avoidance maneuvers are formally classified into ho-
motopy types, and the optimal ones are characterized by local and global conditions
obtained through a variational analysis approach based on a geometric interpretation
of a joint maneuver as a braid. In [7, sect. 3.6], a special instance of the case study
investigated in this paper, with only three agents involved in the coordinated maneu-
ver, was presented as an example to show that optimal solutions within a homotopy
type are not unique.

The results proved in the present paper represent a highly nontrivial extension
of those in the example of [7] to the general case of k (possibly larger than 3) agents
and contain contributions that go far beyond the scope of [7]. First of all, formation
constraints play a central role in the optimal coordination problem studied here,
whereas in [7] they are only marginally treated in the example of section 3.6. Second,
as the number k of agents increases beyond 3, computing the conjugate points becomes
a markedly more difficult task because (i) many intermediate results, such as the
inverse Riemannian metric, the Christoffel symbols, and the curvature tensors, are
no longer directly computable; (ii) the Jacobi equation that one needs to solve is of
the form ẍ = −Bx with B ∈ R

(k−1)×(k−1), and for k > 3 it cannot be reduced to a
scalar ODE as in [7, sect. 3.6], thus necessitating the spectrum decomposition of B;
and (iii) the perturbed solutions with better performance after passing the conjugate
points are now multidimensional instead of one-dimensional. Lastly, some completely
new results are obtained in this paper, such as that the first conjugate point along
the candidate solution occurs at a distance that decreases to zero at the rate of 1

k as
the number k of agents grows to infinity, and that the infinitesimal perturbation that
can improve the performance of the candidate solution after it passes the conjugate
points can be described by a family of orthogonal polynomials of order k − 1, called
the ultraspherical polynomials.

This paper is organized as follows. In section 2 the formation patterns of a
group of agents are defined and the problem of formation constrained optimal multi-
agent coordination is formulated. In section 3 the conjugate points of the geodesic
naturally arising in a particular instance of the problem are characterized analytically.
Infinitesimal perturbations that improve the performance of the geodesic beyond its
conjugate points are also determined. Finally, some conclusions are drawn in section 4.

2. Formation constrained optimal multi-agent coordination. In this sec-
tion we formulate the problem of formation constrained optimal multi-agent coordi-
nation and describe some properties of its solutions that will be useful in the next
section. For simplicity, the problem is formulated in Euclidean spaces. See [9] for an
extension of the results to general Riemannian manifolds with a group of symmetries.

2.1. Problem formulation. We first introduce some notions. Let R
n be the

Euclidean space with the standard Euclidean metric. Denote by 〈qi〉ki=1 = (q1, . . . , qk)
an (ordered) k-tuple of points in R

n for some positive integer k. We say that 〈qi〉ki=1

satisfies the r-separation condition for some r > 0 if d(qi, qj) = ‖qi − qj‖ ≥ r for all
i �= j, i.e., if the minimum pairwise distance among the k points is at least r.

With each k-tuple 〈qi〉ki=1 satisfying the r-separation constraint we associate an
undirected graph (V, E) with a set of vertices V = {1, . . . , k} and a set of edges
E = {(i, j) : ‖qi − qj‖ = r}. We call (V, E) the formation pattern of the k-tuple
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Fig. 2.1. A graphical representation of F in the cases n = 2 and k = 3. Eight feasible formation
patterns are represented by eight nodes. There is a line segment upward from node (V, E1) to node
(V, E2) if and only if (V, E1) ≺ (V, E2) and no other (V, E) ∈ F satisfies (V, E1) ≺ (V, E) ≺ (V, E2).

〈qi〉ki=1. Denote by F the set of (feasible) formation patterns, i.e., the set of all
undirected graphs (V, E) associated with k-tuples of points satisfying the r-separation
condition. A partial order ≺ can be defined on F so that two formation patterns
satisfy (V, E1) ≺ (V, E2) if and only if (V, E1) is a subgraph of (V, E2). A graphical
representation of F with this partial order relation is shown in Figure 2.1 in the cases
n = 2 and k = 3.

Remark 1. For given n, r, and k, all graphs with k vertices are not feasible
formation patterns, i.e., are not the formation patterns of a k-tuple of points in R

n

satisfying the r-separation condition. For example, if n = 2 and k = 4, the complete
graph with four vertices and edges between each pair of them is not the formation
pattern of any 〈qi〉4i=1 satisfying the r-separation condition, regardless of r. Charac-
terizing the set F of all feasible formation patterns for general n, r, and k remains a
challenging problem.

Consider k agents moving in R
n. Suppose that they start at time 0 from the initial

positions a1, . . . , ak ∈ R
n and must reach the destination positions b1, . . . , bk ∈ R

n

at time tf , respectively. We assume that both 〈ai〉ki=1 and 〈bi〉ki=1 satisfy the r-
separation condition. Denote the joint trajectory of the agents by a k-tuple of curves
γ = 〈γi〉ki=1, where the trajectory of agent i during the time interval [0, tf ] is modeled
as a continuous and piecewise C1 curve γi : [0, tf ] → R

n such that γi(0) = ai and
γi(tf ) = bi. The joint trajectory γ is said to be collision-free if for all t ∈ [0, tf ] the
k-tuple 〈γi(t)〉ki=1 satisfies the r-separation condition, or equivalently, if the distance
between any two agents is at least r at all times during [0, tf ]. For a collision-free
joint trajectory γ, its formation pattern at time t ∈ [0, tf ] is the formation pattern of
the k-tuple of points 〈γi(t)〉ki=1, which is time varying.

Define the cost of the joint trajectory γ as

J(γ) =
k∑

i=1

μiE(γi),(2.1)
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where μ1, . . . , μk are positive numbers representing the priorities of the agents, and

E(γi) =
1

2

∫ tf

0

‖γ̇i(t)‖2 dt(2.2)

is the standard energy of the trajectory γi as a curve in R
n, for i = 1, . . . , k. If we

denote by L(γi) =
∫ tf
0

‖γ̇i(t)‖ dt the arc length of γi, then by the Cauchy–Schwarz

inequality [14], E(γi) ≥ 1
2L

2(γi)/tf , where the equality holds if and only if ‖γ̇i(t)‖ is
constant for t ∈ [0, tf ].

Based on the introduced notions, the problem of optimal formation constrained
coordinated motions for k agents moving in R

n can be formulated as follows.
Problem 1 (optimal formation constrained coordination (OFC)). Among all

the collision-free joint trajectories γ = 〈γi〉ki=1 that start from 〈ai〉ki=1 at time 0 and
end at 〈bi〉ki=1 at time tf , find the ones that minimize the cost J(γ) and satisfy the
constraint that the formation pattern of γ at any time t ∈ [0, tf ] belongs to some

prescribed subset F̃ of F . Here we assume that F̃ contains the formation patterns of
both 〈ai〉ki=1 and 〈bi〉ki=1.

If F̃ = F , i.e., all formation patterns are allowed, the resulting OFC problem
is also called the optimal collision avoidance (OCA) problem, which has important
implication in the ATM application [21].

As an example, in Figure 2.1, one can choose F̃ to consist of formation patterns 1,
2, 3, and 4, thus requiring that every two agents “contact” each other either directly
or indirectly via the third agent at all time instants. This makes sense in practical
situations, where the three agents have to share some common data and where in-
formation exchange is possible only at the minimum allowed distance. As another
example, F̃ can be chosen to consist of formation patterns 1, 3, 4, and 7. In this case,
agent 1 and agent 2 are required to be bound together during the whole time interval
[0, tf ]; thus the OFC problem can be viewed as the OCA problem between agent 3
and this two-agent group.

2.2. Geometric interpretation. The OFC problem can be interpreted in the
following geometric way.

Each k-tuple 〈qi〉ki=1 of points in R
n corresponds to a single point q = (q1, . . . , qk)

in R
nk = R

n × · · · × R
n (k times). Thus each joint trajectory γ = 〈γi〉ki=1 of the k

agents corresponds to a curve γ in R
nk starting from the point a = (a1, . . . , ak) at

time 0 and ending at the point b = (b1, . . . , bk) at time tf . The collision-free condition
is equivalent to γ avoiding the obstacle

W � ∪i �=j{(q1, . . . , qk) ∈ R
nk : ‖qi − qj‖ < r},(2.3)

or equivalently, γ being a curve in the set R
nk \W . With the formation constraint F̃ ,

a solution γ to the OFC problem is further restricted to lie in a subset XF̃ of R
nk \W .

Indeed, corresponding to each allowed formation pattern (V, E) in F̃ , the feasible set
of γ is a submanifold (cell) X(V,E) of R

nk \ W of proper dimension: the less edges
(i.e., distance constraints) in (V, E), the higher the dimension of the cell X(V,E). For
example, the cell corresponding to the “free” formation pattern that consists of no
edges is the interior of R

nk \ W and has the highest possible dimension nk. Thus
the feasible set of the solution γ to the OFC problem is the union of all such cells:
XF̃ = ∪(V,E)∈F̃X(V,E). In order for γ to be a solution to the OFC problem, γ as a

curve in R
nk must lie in XF̃ .
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As a subset of R
nk, XF̃ inherits a Riemannian metric from the standard one on

R
nk after properly scaling its coordinate axes according to 〈μi〉ki=1. For a solution γ

to the OFC problem, its cost J(γ) defined in (2.1) is nothing but the energy of γ as
a curve in XF̃ under this inherited metric. In particular, if μ1 = · · · = μk = 1, J(γ)
is the standard energy of γ as a curve in R

nk. Thus the OFC problem is equivalent
to finding the energy minimizing curves connecting a and b in XF̃ . It is well known
in Riemannian geometry [16] (see also the discussion after (2.2)) that such curves are
necessarily the shortest curves in XF̃ between a and b parameterized with constant
speed. Therefore, solving the OFC problem is equivalent to finding the geodesics from
a to b in XF̃ that are also globally distance minimizing.

Remark 2. Solutions to the OFC problem may not exist. The OCA problem of
two agents on a line trying to switch positions is one such example. The geometric
interpretation of the OFC problem allows us to easily formulate conditions for its fea-
sibility. In general, to ensure the existence of solutions, it is sufficient (though not
necessary) to require that the set XF̃ be closed and that a and b lie in the same con-
nected component of XF̃ . The first requirement translates into the following property

of F̃ : For each (V, E) ∈ F̃ , any formation pattern (V, E1) such that (V, E) ≺ (V, E1)
is also an element of F̃ . The second requirement is satisfied if there exists at least
one collision-free joint trajectory 〈γi〉ki=1 from a to b whose formation pattern is in F̃
at all times.

2.3. Conservation law for the solutions. We now describe some properties
of the solutions to the OFC problem that will be used in the next sections.

Proposition 1. Suppose that the joint trajectory γ = 〈γi〉ki=1 is a solution to the
OFC problem. Then the quantities

k∑
i=1

μiγ̇i(t),

k∑
i=1

μi

(
γi(t)γ̇

T

i (t) − γ̇i(t)γ
T

i (t)
)

(2.4)

are constant for all t ∈ [0, tf ].
Note that in this paper an element in R

n is regarded by default as a column
vector; thus the second quantity in (2.4) is an n-by-n matrix.

If one thinks of each agent i as a point in R
n with mass μi, then Proposition 1

implies that the linear and (generalized) angular momenta of the k-point mass system
are conserved along the solutions to the OFC problem. The proof of this proposition
can be found in, e.g., [6], and, for the case of general Riemannian manifolds with a
group of symmetries, in [9]. Thus we omit the proof here.

One implication of Proposition 1 is that, if both a and b are μ-aligned in the sense
that

∑k
i=1 μiai =

∑k
i=1 μibi = 0, then so is any k-tuple 〈γi(t)〉ki=1, t ∈ [0, tf ], for a

solution γ = 〈γi〉ki=1 to the OFC problem, namely,

k∑
i=1

μiγi ≡ 0.

Hence in the μ-aligned case the solution γ as a curve in R
nk must lie in a subspace

V =

{
(q1, . . . , qk) ∈ R

nk :

k∑
i=1

μiqi = 0

}

of R
nk. This reduces the dimension of the state space by n.
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3. An interesting example. Consider the OFC problem on R
2 with the k

agents having the same priority μ1 = · · · = μk = 1 and the minimal allowed sepa-
ration r = 1. Suppose that the starting positions 〈ai〉ki=1 of the agents are given by
〈( 2i−k−1

2 , 0)〉ki=1. In other words, at time t = 0, the k agents are aligned on the x-axis
with a common centroid at the origin and with consecutive agents at the minimal
allowed separation. For each t ≥ 0, denote by Rt : R

2 → R
2 the counterclockwise

rotation of R
2 by an angle t in radians. Suppose that the destination positions are

〈bi〉ki=1 = 〈Rtf (ai)〉ki=1. Both the initial and destination positions have the same for-
mation pattern (V, E), where V = {1, . . . , k} and E = {(i, i + 1) : i = 1, . . . , k − 1}.
We choose the admissible formation pattern set F̃ to consist of this formation pattern
only. Therefore, in considering the OFC problem, we require that agents i and i + 1
be kept at constant distance r throughout [0, tf ] for i = 1, . . . , k − 1, and all other
pairs of agents maintain a distance greater than r.

Since 〈ai〉ki=1 and 〈bi〉ki=1 are μ-aligned, by the discussion after Proposition 1 in

section 2.3, a solution γ = 〈γi〉ki=1 to the above OFC problem satisfies
∑k

i=1 γi ≡ 0.

Thus γ as a curve in R
2k \W lies in the subspace V = {(q1, . . . , qk) ∈ R

2k :
∑k

i=1 qi =

0}. Furthermore, due to the admissible formation pattern set F̃ , γ belongs to the
subset XF̃ of (R2k \W ) ∩ V given by

XF̃ =

{
(q1, . . . , qk) ∈ R

2k : ‖qi − qi+1‖ = 1, i = 1, 2, . . . , k − 1,

‖qi − qj‖ > 1 ∀j > i + 1, and

k∑
i=1

qi = 0

}
.(3.1)

Therefore, according to section 2.2, the solutions to the OFC problem are the distance
minimizing geodesics in XF̃ connecting a = (a1, . . . , ak) to b = (b1, . . . , bk).

In this section, we shall consider γ∗ = 〈Rt(ai)〉ki=1, t ∈ [0, tf ], as a natural can-
didate solution to the above OFC problem.1 Under the motions specified by γ∗, the
k agents rotate counterclockwise at a constant unit angular velocity around the ori-
gin from their starting to their destination positions. We shall show that 〈Rt(ai)〉ki=1,
t ≥ 0, is a geodesic in XF̃ ; thus γ∗ is optimal for tf small enough. We shall also show
that the first conjugate point along this geodesic occurs at 〈Rτk(ai)〉ki=1 for some time
τk, implying that γ∗ is no longer optimal if tf > τk. We shall derive the analytical
expression of τk and show that τk ∼ 1

k → 0 as k → ∞.

3.1. Geometry of the manifold XF̃ . We start by constructing a convenient
coordinate system on XF̃ and then proceed to derive the geometry of XF̃ as a sub-
manifold of R

2k in this coordinate system, such as its Riemannian metric, its covariant
derivatives, and its curvature tensors. A general reference on Riemannian geometry
can be found in [4].

First of all, XF̃ is a (k − 1)-dimensional smooth submanifold of R
2k and admits

global coordinates (θ1, . . . , θk−1), where θi is the angle qi+1 − qi ∈ R
2 makes with re-

spect to the positive x-axis (see Figure 3.1). The coordinate map f : (θ1, . . . , θk−1) �→
(q1, . . . , qk) ∈ XF̃ is defined by

qi = q1 +

i−1∑
j=1

[
cos θj
sin θj

]
, i = 2, . . . , k,(3.2)

1In the following, γ∗ is also sometimes used to denote the whole curve 〈Rt(ai)〉ki=1, t ≥ 0. In
such cases, its meaning should be clear from the context.
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Fig. 3.1. Coordinates of the manifold XF̃ when k = 5.

where q1 is chosen such that
∑k

i=1 qi = 0, namely,

q1 = −1

k

k−1∑
j=1

(k − j)

[
cos θj
sin θj

]
.(3.3)

In these coordinates, γ∗ corresponds to θi(t) = t, t ∈ [0, tf ], i = 1, . . . , k − 1.
At any q ∈ XF̃ , ∂

∂θ1
, . . . , ∂

∂θk−1
form a basis of TqXF̃ . In this basis, the Rie-

mannian metric 〈·, ·〉 that XF̃ inherits from R
2k as a submanifold can be computed

as

gij �
〈

∂

∂θi
,

∂

∂θj

〉
=

〈
∂f

∂θi
,
∂f

∂θj

〉
R2k

, 1 ≤ i, j ≤ k − 1.(3.4)

Here f is the map defined in (3.2) and (3.3), and each ∂f
∂θi

is a vector in R
2k. 〈·, ·〉R2k is

the standard inner product on R
2k. With this definition of metric, the map f becomes

an isometry, and the cost of a joint trajectory γ of the k-agent system given by (2.1)
can be expressed in two equivalent ways: In (q1, . . . , qk) coordinates it is

J(γ) =
1

2

∫ tf

0

k∑
i=1

‖q̇i‖2 dt,

and in (θ1, . . . , θk−1) coordinates it is

J(γ) =
1

2

∫ tf

0

〈k−1∑
i=1

θ̇i
∂

∂θi
,

k−1∑
i=1

θ̇i
∂

∂θi

〉
dt =

1

2

∫ tf

0

k−1∑
i,j=1

gij θ̇iθ̇j dt.

After some careful computation, (3.4) in our case yields

gij = Δij cos(θi − θj),

where Δij are constants given by

Δij =

{
i(k−j)

k if i ≤ j,
(k−i)j

k if i > j.
(3.5)

Denote by (gij)1≤i,j≤k−1 the inverse matrix of (gij)1≤i,j≤k−1.
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Remark 3. For a general configuration (θ1, . . . , θk−1), the metric g defined above
may become degenerate; i.e., the inverse matrix of (gij)1≤i,j≤k−1 may not exist. This
is the case, for example, when θi − θi+1 = π for some i = 1, . . . , k − 2. However, due
to the condition that ‖qi − qj‖ > 1 for j > i + 1 in the definition (3.1) of XF̃ , this
degeneracy will not be encountered by configurations in XF̃ .

The following lemma can be verified directly.
Lemma 1. Let Δ = (Δij)1≤i,j≤k−1 ∈ R

(k−1)×(k−1) be the symmetric matrix with
components Δij defined in (3.5). Then

Δ−1 =

⎡
⎢⎢⎢⎢⎢⎣

2 −1
−1 2 −1

. . .
. . .

. . .

−1 2 −1
−1 2

⎤
⎥⎥⎥⎥⎥⎦ .

With the Riemannian metric g defined above, the covariant derivative with respect
to the Levi–Civita connection on XF̃ is given by [4]:

∇ ∂
∂θi

∂

∂θj
=

k−1∑
m=1

Γm
ij

∂

∂θm
,(3.6)

where Γm
ij are the Christoffel symbols defined as

Γm
ij =

1

2

k−1∑
l=1

{
∂gjl
∂θi

+
∂gli
∂θj

− ∂gij
∂θl

}
glm, 1 ≤ i, j,m ≤ k − 1.

A curve γ in XF̃ is a geodesic if and only if ∇γ̇ γ̇ ≡ 0. By definition (3.6), this equation,
also called the geodesic equation, can be written in the (θ1, . . . , θk−1) coordinates as
a group of second order differential equations:

θ̈m = −
k−1∑
i,j=1

Γm
ij θ̇iθ̇j , m = 1, . . . , k − 1.(3.7)

In our case, we can compute that, for 1 ≤ i, j,m ≤ k − 1,

Γm
ij =

{
0 if i �= j,∑k−1

l=1 Δil sin(θl − θi)g
lm if i = j.

(3.8)

Notice that along γ∗ we have θ1 = · · · = θk−1. Therefore, we have the following.
Lemma 2. Along γ∗ we have Γm

ij = 0 for all i, j,m; hence ∇ ∂
∂θi

∂
∂θj

= 0 for all

i, j.
Since γ̇∗ = ∂

∂θ1
+· · ·+ ∂

∂θk−1
, by Lemma 2 and the linearity of covariant derivatives,

∇γ̇∗
∂

∂θj
= ∇∑k−1

i=1
∂

∂θi

∂

∂θj
=

k−1∑
i=1

∇ ∂
∂θi

∂

∂θj
= 0, j = 1, . . . , k − 1.(3.9)

Thus

∇γ̇∗ γ̇∗ = ∇γ̇∗

k−1∑
j=1

∂

∂θj
=

k−1∑
j=1

∇γ̇∗
∂

∂θj
= 0,
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which is exactly the condition for γ∗ to be a geodesic in XF̃ . Alternatively, since

Γm
ij = 0 along γ∗, the geodesic equation (3.7) reduces to θ̈m = 0, m = 1, . . . , k − 1,

which are trivially satisfied by γ∗(t) with coordinates θi(t) = t, i = 1, . . . , k − 1,
t ∈ [0, tf ].

Corollary 1. γ∗ is a geodesic in XF̃ .
Since by definition a geodesic is locally distance minimizing, we conclude that γ∗

is a solution to the OFC problem for tf small enough.

3.2. Conjugate points along γ∗. To characterize the conjugate points of γ∗,
we need to calculate the curvature of XF̃ . The curvature tensor of XF̃ is given by [4]

R

(
∂

∂θi
,

∂

∂θj

)
∂

∂θl
=

k−1∑
m=1

Rm
ijl

∂

∂θm
,(3.10)

where Rm
ijl are defined from the Christoffel symbols as

Rm
ijl =

k−1∑
β=1

Γβ
ilΓ

m
jβ −

k−1∑
β=1

Γβ
jlΓ

m
iβ +

∂Γm
il

∂θj
−

∂Γm
jl

∂θi
, 1 ≤ i, j, l, m ≤ k − 1.(3.11)

A Jacobi field X along γ∗ is a vector field along γ∗ satisfying the Jacobi equation

∇γ̇∗∇γ̇∗X + R(γ̇∗, X)γ̇∗ = 0.(3.12)

A conjugate point γ∗(τ) along γ∗ occurs at time t = τ if there is a nontrivial Jacobi
field X along γ∗ that vanishes at both times 0 and τ , i.e., X(0) = X(τ) = 0. In the
following, we shall characterize the conjugate points of γ∗ starting from γ∗(0) = a.

Write an arbitrary vector field X along γ∗ in coordinates as

X =

k−1∑
i=1

xi
∂

∂θi
(3.13)

for some C2 functions xi : [0, tf ] → R. Note that here for simplicity we drop the time
t in the above expression, following the convention in [4]. The explicit form for the

vector field X should be X(t) =
∑k−1

i=1 xi(t)
∂
∂θi

∣∣
γ∗(t)

, t ∈ [0, tf ]. Equation (3.13) thus

represents X as a vector x = (x1, . . . , xk−1) in R
k−1 that varies with time t ∈ [0, tf ].

By (3.9) and the property of covariant derivatives, we have

∇γ̇∗X = ∇γ̇∗

k−1∑
m=1

xm
∂

∂θm
=

k−1∑
m=1

(
xm∇γ̇∗

∂

∂θm
+ ẋm

∂

∂θm

)
=

k−1∑
m=1

ẋm
∂

∂θm
,

and similarly,

∇γ̇∗∇γ̇∗X =

k−1∑
m=1

ẍm
∂

∂θm
.

On the other hand, since R defined in (3.10) is a trilinear tensor, by expansion we
have

R(γ̇∗, X)γ̇∗ =

k−1∑
i,j,l,m=1

Rm
ijlxj

∂

∂θm
.
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So the Jacobi equation (3.12) along γ∗ is reduced to

k−1∑
m=1

⎛
⎝ẍm +

k−1∑
i,j,l=1

Rm
ijlxj

⎞
⎠ ∂

∂θm
= 0,

or equivalently, to the following group of second order differential equations on R
k−1:

ẍm +

k−1∑
i,j,l=1

Rm
ijlxj = 0, m = 1, . . . , k − 1.(3.14)

Equations (3.14) can be written in matrix form as

ẍ + Bkx = 0,(3.15)

where Bk = (bmj)1≤m,j≤k−1 ∈ R
(k−1)×(k−1) is a constant matrix whose component

on the mth row and jth column is defined by

bmj =

k−1∑
i,l=1

Rm
ijl.

In Appendix A we will prove the following simple expression for Bk.

Lemma 3. Define Λ � diag(k−1
2 , . . . , i(k−i)

2 , . . . , k−1
2 )1≤i≤k−1 ∈ R

(k−1)×(k−1).
Then

Bk = Δ−1Λ − Ik,(3.16)

where Ik is the (k − 1)-by-(k − 1) identity matrix.
Remark 4. Bk is a constant matrix independent of t since the metric of XF̃

is homogeneous along γ∗, or more precisely, for each τ > 0, the map (q1, . . . , qk) ∈
XF̃ �→ (Rτ (q1), . . . , Rτ (qk)) ∈ XF̃ is an isometry of XF̃ mapping γ∗(t) to γ∗(t + τ),
whose differential map takes ∂

∂θi

∣∣
γ∗(t)

to ∂
∂θi

∣∣
γ∗(t+τ)

for each i = 1, . . . , k − 1.

The solutions of the Jacobi equation (3.15) are closely related to the spectral
decomposition of Bk. To compute the eigenvalues of Bk, define a matrix

U �
[
u1 · · · uk−1

]
whose column vectors uj for j = 1, . . . , k − 1 are given by

uj =

[(
2 − k

k

)j−1

, . . . ,

(
2i− k

k

)j−1

, . . . ,

(
k − 2

k

)j−1]T

∈ R
k−1.(3.17)

U is a Vandermonde matrix and hence nonsingular.
The following lemma can be verified directly.
Lemma 4. For each j = 1, . . . , k − 1,

Δ−1Λuj =
j(j + 1)

2
uj + linear combination of u1, . . . , uj−1.(3.18)

In matrix form, (3.18) is equivalent to Δ−1ΛU = UΣ, i.e., U−1Δ−1ΛU = Σ,
where Σ is an upper triangular matrix whose elements on the main diagonal are
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j(j+1)
2 , j = 1, . . . , k − 1. Thus Δ−1Λ and Σ have the same set of eigenvalues. As a

result, we have the following.

Corollary 2. Bk has k − 1 distinctive eigenvalues λj = j(j+1)
2 − 1 for j =

1, . . . , k − 1.
Denote by vj an eigenvector of Δ−1Λ corresponding to the eigenvalue λj +1, i.e.,

Δ−1Λvj = (λj + 1)vj =
j(j + 1)

2
vj ,(3.19)

for j = 1, . . . , k − 1. Then by (3.16) vj is also an eigenvector of Bk corresponding to
the eigenvalue λj . Lemma 4 and (3.17) imply that vj is of the form

vj =

[
Pj

(
2 − k

k

)
, . . . , Pj

(
2i− k

k

)
, . . . , Pj

(
k − 2

k

)]T

(3.20)

for some nontrivial polynomial Pj of degree j − 1.
In Appendix B, we shall derive from (3.19) and (3.20) the general condition (B.3)

on the polynomials Pj and prove that Pj are the discrete version of some orthogonal

polynomials called the ultraspherical (or Gegenbauer) polynomials C
(α)
j−1 with param-

eter α = 3
2 . In particular, Pj is an even polynomial when j is odd, and an odd

polynomial when j is even [1].
Using condition (B.3), one can determine the first few Pj (up to a scaling factor):

P1(x) = 1, P2(x) = 3x, P3(x) = 5x2 −
(

1 − 4

k2

)
, P4(x) = 7x3 +

(
20

k2
− 3

)
x.

The first few vj can then be obtained by (3.20). Therefore, we have the next lemma.
Lemma 5. Bk has the following eigenvectors:
• v1 = [1, . . . , 1]T for λ1 = 0;
• v2 = [2 − k, . . . , 2i− k, . . . , k − 2]T for λ2 = 2;
• v3 = [4k2 − 20k+ 24, . . . , 5(2i− k)2 − k2 + 4, . . . , 4k2 − 20k+ 24]T for λ3 = 5.

Remark 5. Bk has an eigenvalue 0 with the corresponding eigenvector [1, . . . , 1]T

as a consequence of the fact that γ̇∗ = ∂
∂θ1

+ · · · + ∂
∂θk−1

is parallel along γ∗.

For large values of j, the expression of the polynomial Pj can be quite complicated.
Fortunately, one can verify directly the following lemma.

Lemma 6. Bk has the following eigenvectors:
• vk−2 = [(2−k)

(
k
1

)
, . . . , (−1)i+1(2i−k)

(
k
i

)
, . . . , (−1)k(k−2)

(
k

k−1

)
]T for λk−2 =

(k−1)(k−2)
2 − 1;

• vk−1 = [
(
k
1

)
, . . . , (−1)i+1

(
k
i

)
, . . . , (−1)k

(
k

k−1

)
]T for λk−1 = k(k−1)

2 − 1.
Lemmas 5 and 6 together give the eigenvectors of Bk corresponding to a few of

its smallest and largest eigenvalues.
The eigenvectors v1, . . . , vk−1 of Bk form a basis of R

k−1. We can then express x

in this basis as x =
∑k−1

j=1 yjvj , so that the Jacobi equation (3.15) becomes

ÿj + λjyj = 0, 1 ≤ j ≤ k − 1.

Assume that X, hence x, vanishes at t = 0. Then y1(0) = · · · = yk−1(0) = 0.
Nontrivial solutions to the above equations with yj(0) = 0, 1 ≤ j ≤ k − 1, are

y1(t) = c1t,

yj(t) = cj sin(t
√
λj), j = 2, . . . , k − 1,
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for some constants c1, . . . , ck−1 not identically zero. Conjugate points are encountered
at those time epochs τ > 0, where yj(τ) = 0 for all j. This is possible only if c1 = 0
and τ is an integer multiple of π/

√
λj for some j ∈ {2, . . . , k−1}. Therefore, we have

the next theorem.
Theorem 1. The set of conjugate points along γ∗ is

{γ∗(τ) : τ = mπ/
√
λj for some m ∈ N and some j ∈ {2, . . . , k − 1}, τ ≤ tf}.

The first conjugate point along γ∗ occurs at time

τk � π√
λk−1

=
π
√

2√
(k − 2)(k + 1)

.(3.21)

A geodesic is no longer distance minimizing beyond its first conjugate point. Thus
we have the following.

Corollary 3. γ∗ is not a solution to the OFC problem if tf > τk.
Note that τk ∼ 1

k as k → ∞. The result for the case k = 3 was first proved in [7].
Remark 6. Traveling along a geodesic emitting from a fixed starting point, the

last point for which the corresponding geodesic segment remains distance minimizing
is called a cut point [4]. Along the geodesic a cut point is either the first conjugate
point, or the first point that is connected by at least two distinct (possibly far way
from each other) geodesics to the starting point. In the latter case, the cut point is
encountered before the first conjugate point. In our case we conjecture that the cut
point along γ∗ coincides with the first conjugate point, or in other words, γ∗ is an
optimal solution to the OFC problem for all tf up to τk.

3.3. Infinitesimal perturbations beyond the conjugate points. We now
show how shorter curves than γ∗ with the same end points look, at least infinitesimally,
once γ∗ surpasses its conjugate points.

Let {γ∗
s}−ε<s<ε be a C∞ proper variation of γ∗ in XF̃ with variation field

X � ∂γ∗
s

∂s

∣∣
s=0

,

which is a vector field along γ∗. For each s, define E(s) as the energy of γ∗
s in XF̃ ,

which coincides with the cost function of the joint trajectory corresponding to γ∗
s . By

the variation of energy formulas [10], E′(0) = 0 since γ∗ is a geodesic, and

E′′(0) = −
∫ tf

0

〈X,∇γ̇∗∇γ̇∗X + R(γ̇∗, X)γ̇∗〉 dt.

Write X =
∑k−1

i=1 xi
∂
∂θi

in the basis ∂
∂θ1

, . . . , ∂
∂θk−1

along γ∗. Since {γ∗
s}−ε<s<ε is

a proper variation, vector x = (x1, . . . , xk−1) vanishes at times 0 and tf . In this
coordinate system, the above equation reduces to

E′′(0) = −
∫ tf

0

xTΔ(ẍ + Bkx) dt.

Suppose now that tf > π/
√
λj for some j ∈ {2, . . . , k − 1}. Then, by choosing

{γ∗
s}−ε<s<ε such that x(t) = vj sin(πt/tf ), where we recall that vj is an eigenvector

of Bk associated with the eigenvalue λj , we have

E′′(0) = −
(
λj −

π2

t2f

)
(vT

j Δvj)

∫ tf

0

sin2

(
πt

tf

)
dt < 0,(3.22)
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Fig. 3.2. Perturbed shapes corresponding to vl, l = 2, . . . , k − 1, when k = 8.

since vT
j Δvj > 0 and λj − π2/t2f > 0. Therefore, γ∗

s is shorter than γ∗ for sufficiently
small s.

To sum up, the above analysis shows that if tf > π/
√
λj for some j ∈ {2, . . . ,

k − 1}, a solution better than γ∗ can be obtained by infinitesimally perturbing γ∗

in such a way that, at each t ∈ [0, tf ], (θ1, . . . , θk−1) is incremented by an amount
of vj sin(πt/tf )ds. The linked-rod system (snake) formed by connecting successive
agents will then assume a shape determined by the signs of the components of vj .
For example, the alternating signs of the components of vk−1 indicate a perturbation,
where the k − 1 rods are first folded into a saw-like shape during the first half of the
time interval [0, tf ], with the degree of folding of each rod depending on its position

(in fact, proportional to
(
k
l

)
for the lth rod from the edge, l = 1, . . . , k− 1), and then

straightened up during the latter half of the time interval. In contrast, v2 indicates
that the k−1 rods bend into a bow-like shape, whereas the shape specified by vk−2 is
a mixing (product) of the bending specified by v2 and the folding specified by vk−1.
The maximal perturbation occurs at t = tf/2. Figure 3.2 plots the various shapes
of the linked-rod system at time t = tf/2 caused by the perturbations vj sin(πt/tf )
when k = 8. Note that these shapes have been rotated to align with the x-axis.

The efficiency of the perturbations specified by different vj , provided that tf >
π/
√
λj , can be studied by comparing the respective E′′(0) under the requirement

that
∫ tf
0

‖X‖2 dt be constant. Since
∫ tf
0

‖X‖2 dt = (vT
j Δvj)

∫ tf
0

sin2(πt/tf ) dt, we can
conclude by (3.22) that the larger the eigenvalue λj , the more efficient the perturbation
specified by its corresponding eigenvector vj . This implies that the most efficient
perturbation is the one given by vk−1.

4. Conclusions. In this paper, we formulate the optimal formation constrained
multi-agent coordination problem and give a geometric interpretation of its solutions
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as geodesics in a certain manifold. We study an instance of the problem and charac-
terize analytically the conjugate points of a geodesic proposed as a candidate solution.
We conclude that this geodesic is optimal for sufficiently close starting and destina-
tion positions, but no longer optimal after surpassing its first conjugate point, which
occurs from the starting position at a distance that decreases to zero at the same rate
as 1/k as the number k of agents increases. In this case, infinitesimally better coor-
dinated motions are determined. We show that the analytical forms of these motions
can be derived from a certain family of orthogonal polynomials.

Appendix A. Proof of Lemma 3. In this proof, all terms in the equations,
such as Rm

ijl, the Christoffel symbols, and their derivatives, are evaluated along γ∗,
for which θ1 = · · · = θk−1 and the conclusion of Lemma 2 holds. Thus (3.11) becomes

Rm
ijl =

∂Γm
il

∂θj
−

∂Γm
jl

∂θi
, i, j, l,m ∈ {1, . . . , k − 1},

and for each 1 ≤ m, j ≤ k − 1,

bmj =
∑
i,l

Rm
ijl =

∑
i,l

∂Γm
il

∂θj
−
∑
i,l

∂Γm
jl

∂θi
=
∑
i

∂Γm
ii

∂θj
−
∑
i

∂Γm
jj

∂θi
,(A.1)

where the summations are all from 1 to k − 1. The first term can be simplified to

∑
i

∂Γm
ii

∂θj
=
∑
i �=j

∂Γm
ii

∂θj
+

∂Γm
jj

∂θj

=
∑
i �=j

∂

∂θj

[∑
l

Δil sin(θl − θi)g
lm

]
+

∂

∂θj

[∑
l �=j

Δjl sin(θl − θj)g
lm

]

=
∑
i �=j

Δijg
jm −

∑
l �=j

Δjlg
lm,

where we have used the fact that θ1 = · · · = θk−1 on γ∗. Similarly,

∑
i

∂Γm
jj

∂θi
=
∑
i �=j

∂

∂θi

[∑
l

Δjl sin(θl − θj)g
lm

]
+

∂

∂θj

[∑
l �=j

Δjl sin(θl − θj)g
lm

]

=
∑
i �=j

Δjig
im −

∑
l �=j

Δjlg
lm.

Hence (A.1) can be rewritten as

bmj =
∑
i �=j

Δijg
jm −

∑
i �=j

Δjig
im =

(∑
i

Δij

)
gjm −

∑
i

Δjig
im.

Since gji = Δji on γ∗,
∑

i Δjig
im =

∑
i gjig

im = δmj by the definition of gim.

Moreover,
∑

i Δij =
∑

i≤j
i(k−j)

2 +
∑

i>j
(k−i)j

2 = j(k−j)
2 . Therefore,

bmj =
j(k − j)

2
gjm − δmj =

j(k − j)

2
gmj − δmj(A.2)

by the symmetry of gmj . Note that, on γ∗, (gmj)1≤m,j≤k−1 = [(gmj)1≤m,j≤k−1]
−1 =

Δ−1. So (A.2) is exactly the desired conclusion.
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Appendix B. Computation of polynomials Pj. In this appendix we shall
derive the expressions of the polynomials Pj in (3.20) and prove that they belong to
a certain family of orthogonal polynomials.

Fix a j ∈ {1, . . . , k−1}. Recall that the polynomial Pj is defined in (3.20), where
vj is given in (3.19). By substituting (3.20) into (3.19) and using Lemma 1, we have

−1

2
(i− 1)(k − i + 1)Pj

(
2i− 2 − k

k

)
+ i(k − i)Pj

(
2i− k

k

)

−1

2
(i + 1)(k − i− 1)Pj

(
2i + 2 − k

k

)
=

j(j + 1)

2
Pj

(
2i− k

k

)

for i = 1, . . . , k − 1. This is equivalent to

∇2
2/k[(1 − x2)Pj(x)] = −j(j + 1)Pj(x)(B.1)

for x = 2i−k
k , i = 1, . . . , k − 1. Here, for h > 0, ∇2

h denotes the operator

∇2
h[P (x)] =

1

h2
[−2P (x) + P (x− h) + P (x + h)],(B.2)

which is a difference approximate of P ′′(x) with step size h. ∇2
h maps a polynomial

P (x) of degree m ≥ 2 to a polynomial of degree m− 2. Thus in (B.1) both sides are
polynomials of degree j − 1 ≤ k − 2. Since the equality (B.1) holds for k − 1 distinct
values of x, it holds for all x. To sum up, Pj satisfies the following condition:

∇2
2/k[(1 − x2)Pj(x)] = −j(j + 1)Pj(x) ∀x ∈ R.(B.3)

Note that ∇2
h[P (x)] → P ′′(x) as h → 0. Therefore, for large k, the above condition

can be approximated by

(1 − x2)P ′′
j (x) − 4xP ′

j(x) + (j − 1)(j + 2)Pj(x) = 0.

The polynomial solution to this differential equation is called the (j−1)th ultraspher-

ical (or Gegenbauer) polynomial C
(α)
j−1(x) with parameter α = 3

2 [1, p. 781]. The

polynomials C
(3/2)
j−1 (x) obtained for different j ≥ 1 are orthogonal on [−1, 1] with re-

spect to the weight function 1−x2, i.e.,
∫ 1

−1
(1−x2)C

(3/2)
l (x)C

(3/2)
j (x) dx = 0 for l �= j

(see [18]). Since Pj(x) tends to C
(3/2)
j−1 (x) as k → ∞, we expect that the polynomials

Pj(x), j = 1, . . . , k − 1, are “approximately” orthogonal with respect to 1 − x2 on
[−1, 1] as well. Indeed, a discrete version of this orthogonality condition holds:

∑
x= 2i−k

k , i=1,...,k−1

(1 − x2)Pl(x)Pj(x) = 0 for l, j ∈ {1, . . . , k − 1}, l �= j.(B.4)

Condition (B.4) can be easily proved as follows. Observe that

∑
x= 2i−k

k , i=1,...,k−1

(1 − x2)Pl(x)Pj(x) =
8

k2
vT

l Λ vj .
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Thus we need only to show that vT

l Λ vj = 0 for l �= j, or equivalently, that V TΛV
is diagonal, where V is the matrix defined as V =

[
v1 · · · vk−1

]
. Equation (3.19)

implies that ΛV = ΔV Ω, where Ω = diag(λ1 + 1, . . . , λi + 1, . . . , λk−1 + 1). Thus
V TΛV = (V TΔV )Ω. Note that the left-hand side V TΛV is a symmetric matrix,
while the right-hand side is the product of a symmetric matrix V TΔV and a diagonal
matrix Ω with distinct diagonal elements. In order for them to be equal, we must
have that both V TΛV and V TΔV are diagonal matrices. The diagonality of V TΛV
implies condition (B.4), and the diagonality of V TΔV implies that the tangent vectors
represented by vj , j = 1, . . . , k − 1, at any point on γ∗ are orthogonal.
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CHARACTERIZATION OF DELAY-INDEPENDENT STABILITY
AND DELAY INTERFERENCE PHENOMENA∗

WIM MICHIELS† AND SILVIU-IULIAN NICULESCU‡

Abstract. The problem of the asymptotic stability independent of delays for a class of linear
systems including multiple delays is addressed. Both cases where the delays are allowed to vary
independently of each other and where they are restricted to a one-dimensional subspace of the
delay-parameter space are considered. It the latter case it turns out that the resulting dependency
between the delays (rationally independent, rationally dependent, commensurate) plays an important
role. The stability conditions are expressed in terms of the spectral properties of some appropriate
complex matrices. As a consequence of the stability study, a complete characterization of the delay
interference phenomenon is given. Furthermore, a connection is established with the stability theory
for continuous-time delay-difference equations, subjected to delay perturbations. Various illustrative
examples complete the paper.
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1. Introduction. We address the asymptotic stability in the delay-parameter
space of the linear system

ẋ(t) = A0x(t) +

m∑
i=1

Aix(t− τi),(1.1)

where Ai ∈ R
n×n, i = 0, . . . ,m, are given system matrices and τi ≥ 0, i = 1, . . . ,m,

are delay constants.
The subject of delay-independent stability of the zero solution of (1.1), that is,

asymptotic stability guaranteed for all delay values, received a lot of attention in
the literature starting in the 1980s. Without being exhaustive, we cite some of the
approaches proposed to handle the problem: two-variable criteria [12, 13], matrix
pencil techniques [3, 20], frequency-sweeping tests [5, 4], and finite-dimensional LMI
conditions derived by using some appropriate quadratic Lyapunov–Krasovskii func-
tionals [2]. For further discussions and references, see, for instance, [24, 8, 21, 6].
Essentially, in most such existing criteria for delay-independent stability and, more
generally, in work on characterizing and computing stability regions in the delay-
parameter space, the delays are either allowed to vary completely independently of
each other or they are restricted to be commensurate (multiples of the same number).
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The latter implies a relation of the form

(τ1, . . . , τm) = τ0 (n1, . . . , nm), ni ∈ N, i = 1, . . . ,m,(1.2)

where n1, . . . , nm are fixed and τ0 ∈ R+ is the free parameter. Geometrically, the
parameterization (1.2) corresponds to a particular ray or direction in the complete
delay-parameter space.

In this paper we study the eigenvalue distribution of a collection of complex
matrices, derived from the delay system (1.1). Among others, this leads us to new
necessary and sufficient conditions for delay-independent stability. The criteria cover
both the case where all delays vary independently of each other and the case where
they are restricted to an arbitrary ray in the delay-parameter space, more precisely,

(τ1, . . . , τm) = τ0 (r1, . . . , rm), ri ∈ R+, i = 1, . . . ,m,(1.3)

with τ0 ∈ R+ being once again the free parameter. The relaxation from (1.2) to (1.3)
has the following consequences:

1. It allows us to make assertions about delay-independent stability when the
ray under consideration consists of delay values with any type of interde-
pendence (commensurate, rationally (in)dependent delays). This interdepen-
dency turns out to be important.

2. A study of the sensitivity of delay-independent stability along a ray w.r.t.
changes of the direction (determined by the ri in (1.3)) becomes possible.
Among others, it leads us to a complete characterization of the so-called
delay interference phenomenon, that is, the presence of delay-independent
stability along a particular ray, which is not robust against arbitrarily small
perturbations of the direction of the ray.

Due to the fragility of delay-independent stability properties (note that they involve
a noncompact set of delay values), these issues are nontrivial and deserve special
attention, as we shall see. They have, however, barely been treated in the literature,
excepting some contributions on the interference phenomenon and related topics [16,
17, 5, 15, 22].

To the best of the authors’ knowledge, the notion of delay interference1 was first
mentioned by MacDonald [17] (see also [16]), where a second-order system includ-
ing two delays is shown to be subjected to delay interference if it has the following
property: delay-independent stability if the delays are equal, and delay-dependent
stability with respect to each delay if the other is equal to zero. A further example
(scalar system including two delays) of delay interference can be found in [5]. This
is also discussed in [15] and [22], where some characterizations regarding interference
are given (a frequency-sweeping test combined with a matrix pencil condition in [22],
a sector characterization in [15]). As we shall discuss at the end of section 5, these
results appear as corollaries of the general theory developed throughout the paper.

The paper is organized as follows. Some definitions, notations, and assumptions
are presented in the next section. Section 3 contains preliminary results, in support
of section 4, which is devoted to the main results (delay-independent stability and
interference characterizations). In section 5 some illustrative examples are presented
and discussed. In section 6 the main results are connected with the stability theory

1In physics, interference represents the combination of two or more wave motions to form a
resultant wave in which the displacement is reinforced or canceled.
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of continuous-time delay-difference equations. Finally, some concluding remarks end
the paper. The appendices contain some background material.

2. Notation, definitions, and assumptions. The following notation is used:
C set of complex numbers
C−, C+ open left half-plane, open right half-plane⎧⎨

⎩
d(ρ,E), ρ∈C, E⊆C

D(E,F ), E, F ⊆C

Dh(E,F ), E, F ⊆C

inft∈E |ρ− t|
supρ∈E d(ρ, F )
max {D(E,F ), D(F,E)} , Hausdorff distance

φ empty set
j imaginary unit, j =

√
−1

N set of natural numbers, includes zero
Q set of rational numbers
R set of real numbers
R+ {r ∈ R : r ≥ 0}.
�(λ),�(λ), λ ∈ C real and imaginary part of λ
�r∈R

m, �n∈N
m, . . . short notation for (r1, . . . , rm), (n1, . . . , nm),. . .

Σ(A) spectrum of the matrix A
Z set of integer numbers
Ē closure of the set E
P(E) power set of E, set of all subsets
H(λ; �τ) characteristic function of (1.1),

det(λI −A0 −
∑m

i=1 Aie
−λτi)

‖x‖, x ∈ R
n Euclidean norm of x

Bm
+

{
�r ∈ R

m
+ : ‖�r‖ = 1

}
Given a direction (r1, . . . , rm) ∈ Bm

+ in the delay-parameter space, we define the
associated ray, T (�r), as follows.

Definition 2.1. For �r ∈ Bm
+ , let T (�r) := {τ0 �r : τ0 ∈ R+}.

As we address delay-independent stability properties for both cases where all
delays vary independently of each other, and where they are restricted to a partic-
ular ray, we will from now on consequently use the following terminology, to avoid
confusion.

Definition 2.2. The system (1.1) is delay-independent stable if and only if its
zero solution is asymptotically stable for all �τ ∈ R

m
+ .

Definition 2.3. The ray T (�r) is stable if and only if the zero solution of (1.1)
is asymptotically stable for all �τ ∈ T (�r).

Regarding delay interference we have the next definition.
Definition 2.4. A stable ray T (�r) is subjected to the delay interference phe-

nomenon if and only if for all ε > 0 there exists a �s ∈ Bm
+ with ‖�r − �s‖ < ε such that

the ray T (�s) is not stable.
Recall that the zero solution of (1.1) is asymptotically stable if and only if all its

characteristic roots, the zeros of

H(λ; �τ) = det

(
λI −A0 −

m∑
i=1

Aie
−λτi

)
,

are in the open left half-plane. See, for instance, [14] for stability definitions and their
relation with the location of the characteristic roots.

The following technical assumption will be made throughout the paper.
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Assumption 2.5.

det

(
A0 +

m∑
i=1

Ai

)
	= 0.

Note that if this assumption is not satisfied, we have

∀�τ ∈ R
m
+ H(0; �τ) = 0,

which implies that the zero solution is not asymptotically stable, whatever the values
of the delays. As the article is devoted to characterizations of delay-independent
stability, the assumption can be made without losing generality.

3. Preliminaries. The following sets and quantities will play a major role in
the characterization of delay-independent stability and the interference phenomenon.

Definition 3.1. Let

W =
⋃

�θ∈[0, 2π]m Σ
(
A0 +

∑m
i=1 Aie

−jθi
)
,

α0 = sup {�(λ) : λ ∈ W} ,

and for �r ∈ Bm
+ , let

V(�r) =
⋃

θ≥0 Σ
(
A0 +

∑m
i=1 Aie

−jθri
)
,

α(�r) = sup {�(λ) : λ ∈ V(�r)} .

It directly follows that

∀�r ∈ B
m
+ V(�r) ⊆ W,

α(�r) ≤ α0.
(3.1)

As we shall see the relations (3.1) can be strict (⊂, resp., <). However, if the compo-
nents of �r are rationally independent,2 then the next proposition applies.

Proposition 3.2. If the components of �r are rationally independent, then

V(�r) = W, α(�r) = α0.

Proof. Since V(�r) ⊆ W and W is closed, it remains to prove for the first statement
that every element of W can be approximated arbitrarily well with elements from V(�r).

For any λ̃ ∈ W there exists a �θ ∈ [0, 2π]m such that λ̃ is a zero of the polynomial

p(λ) := det

(
λI −A0 −

m∑
i=1

Aie
−jθi

)
.

Since the delays �r are rationally independent, we can apply Kronecker’s theorem [11,
Theorem 444], which leads to the following: for all n ≥ 1, there exists a kn > 0 such
that ∣∣e−jθi − e−jknri

∣∣ < 1

n
, i = 1, . . . ,m.

2See Appendix B for definitions regarding the interdependency of numbers.
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It follows that the set of polynomials {pn(λ)}n≥1, where

pn(λ) := det

(
λI −A0 −

m∑
i=1

Aie
−jknri

)
,

uniformly converges to p(λ) on compact sets. Applying Theorem A1 of [18], a variant
of Rouché’s theorem, yields the following: for all ε > 0, there exists a n̄ ≥ 0 such that
for all n ≥ n̄, pn has a zero λn satisfying |λn − λ̃| < ε. Since for any n the zeros of pn
are contained in V(�r) the proof the first statement is complete. The second statement
is a direct corollary of the first.

Next, with Bm
+ equipped with the Euclidean norm and P(C) with the Hausdorff

metric, we address the continuity of the functions V(·) and α(·); see Appendix A for
precise definitions. As we illustrate at the end of the section, these functions in general
are not continuous at each point; however, the following weaker property holds.

Proposition 3.3. The function V : Bm
+ → P(C), �r �→ V(�r) is lower semicon-

tinuous at each �r ∈ Bm
+ .

Proof. We prove lower semicontinuity of V(·) at an arbitrary point �s ∈ Bm
+ .

Fix ε > 0. Put a grid on the complex plane, whose lines are parallel to the real
or imaginary axis and equally spaced with ε/4 in both directions. This partitions the
complex plane into disjunct squares. If the closure of such a square has a nonempty
intersection with V(�s), we assign a complex number to it, obtained by sampling exactly
one point from the intersection. Let the set Gε be defined as a collection of all these
samples. Since V(�r) is bounded we have card(Gε) < ∞, and by construction,

∀v ∈ V(�s) d(v,Gε) < ε/2.(3.2)

Next, take any point g ∈ Gε. By definition, there exists a θ̃ > 0 such that the

matrix A0 +
∑m

i=1 Aie
−jθ̃si has a characteristic root equal to g. From continuity

properties of the characteristic roots, there exists a δ > 0 such that for all �r ∈ Bm
+

with ‖�r − �s‖ < δ, the matrix A0 +
∑m

i=1 Aie
−jθ̃ri has an eigenvalue, say, λ, which

satisfies |λ − g| < ε/2. This can be repeated for all points of Gε, and, since the
cardinality of this set is finite, we can choose the threshold δ independently of g ∈ Gε.
Hence, we obtain

∃δ > 0 ∀g ∈ Gε ∀�r ∈ Bm
+ ‖�r − �s‖ < δ ⇒ d(g,V(�r)) < ε/2.(3.3)

The combination of (3.2) and (3.3) results in

∃δ > 0 ∀v ∈ V(�s) ∀�r ∈ Bm
+ ‖�r − �s‖ < δ ⇒ d(v,V(�r)) < ε.(3.4)

Since the above analysis can be repeated for any ε > 0, we end up with

∀ε > 0 ∃δ > 0 ∀�r ∈ Bm
+ ‖�r − �s‖ < δ ⇒ D(V(�s),V(�r)) ≤ ε,(3.5)

that is, lower semicontinuity of V at �s.
Corollary 3.4. The function α : Bm

+ → R, �r �→ α(�r) is lower semicontinuous
at each �r ∈ Bm

+ .
By combining Propositions 3.2 and 3.3 with relations (3.1) we arrive at a stronger

result at rationally independent �r, as follows.
Proposition 3.5. The function V : Bm

+ → P(C), �r �→ V(�r) is continuous at
rationally independent �r. The function α : Bm

+ → R, �r �→ α(�r) is continuous at
rationally independent �r.
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We illustrate the above concepts and properties with the equation

ẋ(t) = −1.3x(t) − x(t− τ1) −
1

2
x(t− τ2),(3.6)

for which we have

W =
⋃

(θ1,θ2)∈[0, 2π]2

(
−1.3 − e−jθ1 − 1

2e
−jθ2

)
=

{
λ ∈ C : 1

2 ≤ |λ + 1.3| ≤ 3
2

}
,

V(�r) =
⋃

θ≥0

(
−1.3 − e−jr1θ − 1

2e
−jr2θ

)
.

In Figure 1 we show the set V(�r) for some values of �r. We also indicate the boundaries
of W. When the components of �r are commensurate, V(�r) forms a closed curve. In
all the cases displayed we have α(�r) < α0 and V(�r) ⊂ W (strict relations). Discon-
tinuities of the function �r �→ V(�r) occur at all rationally dependent �r. To illustrate
the mechanism, let us first compare the cases (a) and (f). Ratio r2/r1 = 1.9 can be
seen as a perturbation of r2/r1 = 2 and, although the components of �r are still com-
mensurate, they are more independent, since the coprime numbers 19 and 10 (having
ratio 1.9) are larger than 2 and 1 (having ratio 2). As a consequence, the curve

θ ≥ 0 �→ −1.3 − e−jθ − 1

2
e−j

r2
r1

θ(3.7)

with r2/r1 = 1.9 only closes at θ = 20π when θ is increased from zero (instead of
θ = 2π for r2/r1 = 2), and a larger portion of W is covered by V(�r). This is clearly
visible in subplot (f), where we have also depicted the values of (3.7) for θ ∈ [0, 2π]
(bold part of curve). Next, if r2/r1 = 2 would be perturbed instead to an irrational
value, such as 2 − π/n, n ≥ 2, then the corresponding curve V(�r) would never close
and its points would densely fill W, as follows from Proposition 3.2. Since n can be
taken arbitrarily large, the perturbation can be taken arbitrarily small.

4. Main results. Step by step we characterize the stability of the zero solution
of (1.1) in the delay parameters, in terms of the sets V(·) and W. The main results
will be stated in Theorems 4.1, 4.5, and 4.7, and they will be summarized in Table 2.

We first recall some properties of the characteristic roots of (1.1), which are needed
in the subsequent analysis. The number of characteristic roots in any right half-plane
is finite. Furthermore, the function

g : R
m
+ → R, �τ �→ g(�r) = max

λ∈C

{�(λ) : H(λ; �τ) = 0}(4.1)

is continuous [21]. As a consequence, if the zero solution of (1.1) is asymptotically
stable for some delay values but the system is not delay-independent stable, then there
exist delay values for which the rightmost characteristic roots are on the imaginary
axis.

Necessary and sufficient conditions for delay-independent stability are expressed
by the following theorem.

Theorem 4.1. The system (1.1) is delay-independent stable if and only if

W ⊂ (C− ∪ {0}) .(4.2)

Proof. Both implications are proved by contradiction.
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Fig. 1. The set V(�r) for the system (3.6), for different values of �r (solid curves). The dotted
curves are the boundaries of W.

⇒ Assume that W 	⊂ (C− ∪ {0}). We distinguish between two cases, as follows.

Case 1. W contains an element jω, ω 	= 0, i.e., there exists a �θ ∈ [0, 2π]m such
that

det

(
jωI −A0 −

m∑
i=1

Aie
−jθi

)
= 0.

It follows that H(jω; �τ0) = 0, where

�τ0 =

(
θ1

ω
, . . . ,

θm
ω

)
.

This contradicts the delay-independent stability.
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Case 2. W contains an element λ̃ ∈ C+. Hence, there exists a �θ0 ∈ [0, 2π]m such
that

A0 +

m∑
i=1

Aie
−jθi(4.3)

has a characteristic root λ̃ for �θ = �θ0. If �θ ∈ R
m
+ is varied continuously (w.r.t. the

Euclidean norm) from �θ0 to (k12π, . . . , km2π), for some �k ∈ N
m, the spectrum of the

matrix (4.3) continuously changes (w.r.t. the Hausdorff metric) to the spectrum of
A0 +

∑m
i=1 Ai. If the latter matrix is not Hurwitz, we have a contradiction (instability

for all delays equal to zero). If not, it implies that W ∩ C+ is not separated from the
imaginary axis, and we are the situation described with Case 1.

⇐ Assume that (1.1) is not delay-independent stable. In the case where A0 +∑m
i=1 Ai is not Hurwitz, this matrix has a characteristic root in the closed right half-

plane, different from zero (Assumption 2.5), and we already have a contradiction since
Σ(A0 +

∑m
i=1 Ai) ⊆ W . In the other case, the system (1.1) is asymptotically stable

for all delays equal to zero and, by the continuity of (4.1), there must be characteristic
roots on the imaginary axis for some delay values, i.e.,

∃ω > 0 ∃�τ0 ∈ R
m
+ H(jω; �τ0) = 0.

It follows that jω ∈ W and we have a contradiction.
Remark 4.2. For a delay-independent stable system, the condition 0 	∈ W, re-

spectively, 0 ∈ W, is referred to in the literature as strong, respectively, weak, delay-
independent stability (see [2, 21] and the references therein), notions which are related
to stability properties of some associated 2D system.

The stability of a ray T (�r) can be characterized in an analogous way, as follows.
Proposition 4.3. The ray T (�r) is stable if and only if

V(�r) ⊂ (C− ∪ {0}) .(4.4)

Proof. The proof is similar to the proof of Theorem 4.1.
The next proposition states that if the system (1.1) is not delay-independent

stable, then it is always prone to the delay interference phenomenon.
Proposition 4.4. Assume that W 	⊂ (C− ∪ {0}). If a ray T (�r) is stable, then it

is subjected to the delay interference phenomenon.
Proof. From the assumption W 	⊂ (C− ∪ {0}) it follows that (1.1) is not delay-

independent stable. So there exist delay values �τ ∈ R
m
+ and a frequency ω > 0 such

that H(jω;�τ) = 0. For any given �k ∈ N
m, �k 	= 0, this implies that H(jω;�τ(n)) = 0

for all n ∈ N, where

�τ(n) =

(
τ1 + k1n

2π

ω
, . . . , τm + kmn

2π

ω

)
.(4.5)

Therefore, the ray

T
(

�τ(n)

‖�τ(n)‖

)

is unstable for all n ∈ N. From

lim
n→∞

�τ(n)

‖�τ(n)‖ =
�k

‖�k‖
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and the fact that this analysis can be repeated for every nonzero �k ∈ N
m, it follows

that every ray T (�r) where �r has commensurate components becomes unstable when
applying certain infinitesimal perturbations to �r.

If the components of �r are noncommensurate, then there exist infinitesimal δ�r
such that �r + δ�r has commensurate components (Qm is dense in R

m), and the above
arguments can be repeated. This completes the proof.

Combining the previous results for the case where W has a nonempty intersection
with the open right half-plane yields the following.

Theorem 4.5. Assume that W ∩ C+ 	= φ. Then the following hold:
1. If the components of �r are rationally independent, then the ray T (�r) is un-

stable.
2. If the ray T (�r) is stable, then it is subjected to the delay interference phe-

nomenon.
3. The set

{
�r ∈ Bm

+ : T (�r) stable
}

is nowhere dense in Bm
+ .

Proof. If the components of �r are rationally independent, then V(�r) = W by
Proposition 3.2. A combination with the assumption of the theorem leads to V(�r) ∩
C+ 	= φ. Applying Proposition 4.3 then yields the first assertion.

The second assertion can be proven in two different ways. It directly follows
from Proposition 4.4, whose proof mainly relies on the invariance property (4.5).
Alternatively, let �r ∈ R

m
+ be such that T (�r) is stable. Following from the density of

the rationally independent numbers in C
m, there exist arbitrarily small perturbations

δ�r ∈ R
m
+ such that �r+δ�r has rationally independent components. By the first assertion

of the theorem, the ray T ((�r + δ�r)/(‖�r + δ�r‖)) is unstable. This implies that T (�r) is
subjected to the delay interference phenomenon.

The third assertion follows from Propositions 3.2 and 3.3 and Proposition
4.3.

Under the assumption of the previous theorem, we comment on the detection
of stable rays T (�r) (if any), without the explicit computation of stability/instability
regions of (1.1) in the delay-parameter space. From Theorem 4.5, the components of �r
cannot be rationally independent. By Proposition 4.3, we have to search for values for
which V(�r) ⊂ (C− ∪ {0}), whereas we have W∩C+ 	= φ and V(�r) ⊆ W. Thus, values
of �r, for which V(�r) doesn’t cover W very well, are good candidates. Following from
Propositions 3.2 and 3.3, such values must be characterized by a large dependence,
for instance, �r = �n/‖�n‖, with �n ∈ N

m and ‖�n‖ small. To fix the ideas, we pick up
the example (3.6), which satisfies W ∩ C+ 	= φ since α0 = 0.2. Table 1 displays the
corresponding values of α(�r), for rationally dependent �r. It becomes apparent that
stable rays correspond to

(n1, n2) ∈ {(1, 0), (0, 1), (1, 2), (1, 4), (2, 1), (2, 3), (3, 2)} .(4.6)

Notice that for five of these cases the set V(�r) is depicted in Figure 1, subplots (a)
to (e).

Finally, we look at the special case, where W 	⊂ (C− ∪ {0}) but still lies in the
closed left half-plane. But first we prove the following lemma.

Lemma 4.6. Assume that (1.1) has a characteristic root in C+ for some delay
values. Then W ∩ C+ 	= φ.

Proof. Inspired by the proof of Lemma 2.2 in [10], we use an approximation and
a continuation argument.
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Table 1

Values of α(�r), where �r = (n1, n2)/
√
n2

1 + n2
2, computed for the system (3.6).

α(�r) 0 1 2 3 4 5 6 7 8 · · · n1

0 −0.8
1 −1.8 0.20 −0.27 0.20 0.06 0.20 0.13 0.20 0.16
2 −0.55 −0.01 0.11 0.15
3 0.20 −0.08 0.08 0.20 0.20 0.16
4 −0.06 0.06 0.13 0.16
5 0.20 0.05 0.20 0.11 0.15 0.20 0.17
6 0.07 0.14 0.16
7 0.20 0.11 0.20 0.14 0.20 0.16 0.17
8 0.13 0.14 0.16 0.17
...

n2

Let �τ be delay values, for which (1.1) has a characteristic root λ̃ ∈ C+, i.e.,

det

{
λ̃I −A0 −

m∑
i=1

Aie
−λ̃τi

}
= 0.(4.7)

Without losing generality we may assume that the components of �τ are commensu-
rate,3 and we can set

�τ = τ0

(
p1

q
, . . . ,

pm
q

)
, pi ∈ N, i = 1, . . . ,m, q ∈ N.

Then (4.7) can be written as

det

{
λ̃I −A0 −

m∑
i=1

Aiμ
pi

0

}
= 0,(4.8)

where

μ0 = e−
λ̃τ0
q .

From (4.8) it follows that the polynomial

p(μ; k) := det

{
kλ̃I −A0 −

m∑
i=1

Ai μ
pi

}
,(4.9)

parameterized by k ∈ [1,∞), satisfies p(μ0; 1) = 0. By definition we have |μ0| < 1.
Obviously, as k → ∞, all zeros of (4.9) must become unbounded. From this and the
continuity of the zeros w.r.t. k, there must be a pair (k̃, μ̃) with k̃ > 1 and |μ̃| = 1
such that

det

{
k̃λ̃I −A0 −

m∑
i=1

Ai μ̃
pi

}
= 0.

3If not, they can be made commensurate by adding perturbations, which can be chosen sufficiently
small, such that characteristic roots in C+ are maintained.
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Table 2

Characterization of stability of the steady-state solution of (1.1) along rays in the delay param-
eter space, as a function of W and V(·).

W ⊂ (C− ∪ {0}) W �⊂ (C− ∪ {0}) and W ∩ C+ �= φ
W ∩ C+ = φ

delay-independent stable: not delay-independent stable
ray T (�r) stable if and only if V(�r) ⊂ (C− ∪ {0})

0 �∈ W: strong stable ray (if any) subjected to the
delay interference phenomenon

0 ∈ W: weak characteristic roots in C+ ray T (�r) unstable
not possible for �r rationally independent

This means that k̃λ̃ ∈ W and, consequently, W ∩ C+ 	= φ.
The combination of Theorem 4.1, Proposition 4.4, and Lemma 4.6 results in the

next theorem.
Theorem 4.7. Assume that W∩C+ = φ and W 	⊂ (C− ∪ {0}). Then there exist

delay values for which (1.1) has characteristic roots on the imaginary axis, while there
are no delay values for which (1.1) has characteristic roots in C+. Every stable ray is
subjected to the delay interference phenomenon.

The main results of this section are summarized in Table 2. The cases W∩C+ 	= φ
and W ⊂ (C− ∪ {0}) with 0 	∈ W are generic. The other cases, where the rightmost
elements of W are on the imaginary axis, characterize situations where a system is on
the edge of loosing or acquiring delay-independent stability. Recall that this analysis
has been performed under Assumption 2.5, which can be checked a priori. (If the
assumption is not satisfied, then there exist no values of �τ for which the zero solution
of (1.1) is asymptotically stable.)

To conclude, we briefly discuss some existing results related to the interference
phenomenon. In [15] it is shown that delay-independent stability is equivalent to
asymptotic stability for all delay values lying in a nontrivial sector in the delay-
parameter space, and to the robustness of stability of a ray, consisting of commensu-
rate delay values, w.r.t. small perturbations of the direction (see [15] for precise formu-
lations). Note that the latter two statements imply the existence of a stable ray, which
is not subjected to the interference phenomenon. Given a stable ray, the additional
condition to have interference of [17] (delay-dependent stability when one of the (two)
delays is set to zero) and of [22] (frequency-sweeping test) are in fact conditions for
the presence of characteristic roots on the imaginary axis for some delay values, thus
conditions for not having delay-independent stability. In this way, the above cited re-
sults are a direct corollary of the fact that a system is either delay-independent stable
or every stable ray is subjected to the delay interference phenomenon; see Table 2.

5. Illustrations. We present two examples, which together illustrate all results
and phenomena described in the previous sections. Besides the delays, the examples
will exhibit another parameter. This allows us to illustrate, in addition, two scenarios
for the transition between delay-independent stability and delay-dependent stability:
one via weak delay-independent stability, the other via the case W 	⊂ (C−∪{0}), W∩
C+ = φ.

As a first example we consider

ẋ(t) = −ax(t) − x(t− τ1) −
1

2
x(t− τ2),(5.1)
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where a ∈ R is a parameter. We have

W =

{
λ ∈ C :

1

2
≤ |λ + a| ≤ 3

2

}
.

According to Table 2 the zero solution of (5.1) is delay-independent stable if and
only if a ≥ 3

2 . For a > 3
2 we have strong delay-independent stability, and for a = 3

2
we have weak delay-independent stability. For a < 3

2 we are directly in the case
W ∩ C+ 	= φ.

For a = 1.3 the system reduces to (3.6), for which the analysis in the previous
section and Table 1 shows that there are seven stable rays, characterized by �r = �n/‖�n‖,
with �n given by (4.6). Such an analysis can easily be repeated for other values of a,
since a change of this parameter, say, δa, affects only the sets W and V(�r) by a shift
along the real axis of −δa, while the numerical values of Table 1 change accordingly
with −δa. For a = 1, there are only three stable rays left, characterized by

(n1, n2) ∈ {(1, 0), (0, 1), (1, 2)} ,(5.2)

and for a < −0.5 all rays are unstable.
In Figure 2 we show the complete stability/instability regions of (5.1) in the delay-

parameter space,4 for a = 1 and a = 1.3. The solid lines correspond to delay values for
which there are characteristic roots on the imaginary axis. The dashed lines indicate
the stable rays. Notice that small perturbations of their slope lead to intersections
with the solid curves, a consequence of the delay interference phenomenon. As a →
1.5, we have in fact a scenario toward delay-independent stability, characterized by an
increase of the number of stable rays. That number becomes arbitrarily large when
getting arbitrarily closed to the bifurcation value a = 1.5, for which we have weak
delay-independent stability.

Next, we analyze the system

ẋ(t) = A0x(t) + A1x(t− τ1) + A2x(t− τ2),(5.3)

where

A0 =

[
0 1

a− a2 − 5
4 2a− 1

]
, A1 =

[
0 0
1
5 0

]
, A2 =

[
0 0
− 4

5 0

]
(5.4)

and a ∈ R is a parameter. The corresponding set W is depicted in Figure 3. A change
of parameter a results once again in a shift of this set along the real axis.

For a < 0 the system is strongly delay-independent stable and for a > 0 we have
W ∩ C+ 	= φ; see Table 2. For the intermediate value, a = 0, we are in the special
case where the assumptions of Theorem 4.7 are satisfied.

In Figure 4, we plot the stability region in the (τ1, τ2)-space for a = 1/16 and
a = 0. In the first case there are three stable rays, determined by �r = �n/‖�n‖, with

�n ∈ {(1, 0), (1, 1), (4, 1)} .

These directions can also be obtained directly by constructing a table similar to
Table 1. As a → 0+, all closed curves in the (τ1, τ2)-space, corresponding to charac-

4The stability crossing curves were computed as Hopf bifurcation curves with the package DDE-
BIFTOOL [7], thereby exploiting (frequency-dependent) invariance properties w.r.t. delay shifts.
Other approaches are described in [9] and [23].



2150 WIM MICHIELS AND SILVIU-IULIAN NICULESCU

0 5 10 15 20 25
0

5

10

15

20

25

30

35

40

τ
1

τ 2

a=1

Stability
region

0 5 10 15 20 25
0

5

10

15

20

25

30

35

40

τ
1

τ 2

a=1.3

Stability
region

Fig. 2. Stability/instability regions of the zero solution of (5.1) in the (τ1, τ2)-space, for a = 1
(top) and a = 1.3 (bottom). For a = 1, the directions of the stable rays (dashed lines) are given by
(5.2), for a = 1.3 by (4.6). For a ≥ 1.5 the systems is delay-independent stable.

teristic roots on the imaginary axis, shrink, and at the limit a = 0, where Theorem
4.7 applies, they have collapsed to equally spaced points. For such delay values, which
can be computed analytically as

(τ1, τ2) =

(
10π

3
√

3
+ k

4π√
3
,

4π

3
√

3
+ l

4π√
3

)
, k, l ∈ N,(5.5)

the system has characteristic roots on the imaginary axis (more precisely, ±j
√

3/2),
but for all other delay values its zero solution is asymptotically stable. This is il-
lustrated in Figure 5, where the real parts of the rightmost characteristic roots are
displayed along a particular ray, containing some of the points (5.5).
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(3/4)0.5

Fig. 3. The set W, corresponding to the system (5.3)–(5.4), is shaded.

Notice that for the limit case, a = 0, the number of unstable rays is infinite but
countable, since the unstable rays have to contain at least one of the points (5.5).
Hence, they are characterized by a slope

r2
r1

=
2 + 6l

5 + 6k
, k, l ∈ N,

being rational numbers. This leads to a paradox: for a = 0 all rays T (�r), with r2/r1
irrational, are stable, whereas for any a > 0, they are unstable (since W∩C+ 	= φ and
Theorem 4.5 applies). The explanation is as follows: for all rationally independent �r
and every value of a, we have for the example

α(�r) = α0,
�(λ) < α0 ∀λ ∈ V(�r).

Consequently, V(�r) intersects the closed right half-plane if α0 > 0 but not if α0 = 0.

6. Relation with the stability of continuous-time delay-difference equa-
tions. We relate the results of the previous sections with stability conditions for
continuous-time delay-difference equations of the form

x(t) −
m∑
i=1

Aix(t− ri) = 0,(6.1)

which are discussed in, e.g., [10, 19, 18] and the references therein.
We assume that det(I −

∑m
i=1 Ai) 	= 0, which prevents a characteristic root at

zero for all �r ∈ R
m
+ . Then the stability conditions for the zero solution of (6.1) from

[10, Theorem 2.2 and Corollary 2.2] can be rephrased as displayed in Table 3.
A comparison between Tables 2 and Table 3 reveals a strong correspondence

between the stability of the zero solution of (1.1) along rays in the delay space
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Fig. 4. Stability/instability regions of the zero solution of (5.3)–(5.4) in the (τ1, τ2)-space, for
a = 1/16 (top) and a = 0 (bottom).

and the stability of the zero solution of (6.1). This correspondence is described in
Table 4.

7. Concluding remarks. A complete characterization of delay-independent
stability, stability of rays in the delay-parameter space, and the delay interference
phenomenon was made. The results were illustrated with numerical examples. In
addition, scenarios for the transition between delay-dependent stability and delay-
independent stability were shown, and the correspondence with the stability theory
for delay-difference equations was outlined.

It is worthwhile to mention that the stability results for rays in the delay-parameter
space can easily be extended toward higher dimensional subspaces. For instance,
asymptotic stability for all delay values lying in a subspace spanned by �r(1) ∈ Bm

+ and
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Fig. 5. Real parts of the rightmost characteristic roots of the system (5.3)–(5.4) with a = 0, for
delay values along the ray T (5/

√
29, 2/

√
29).

Table 3

Conditions for the stability of the zero solution of (6.1). The set W is defined as in Definition
3.1, with A0 set to zero.

W ⊂ {λ ∈ C : |λ| < 1} sup {|λ| : λ ∈ W} > 1

asympt. stable for all values of �r not asympt. stable for all values of �r
if �r is stabilizing, then there exist
infinitesimal perturbations on �r which
destroy stability ≡ not strongly stable
unstable for rationally independent �r

�r(2) ∈ Bm
+ will be determined by the position of the set

⋃
θ1,θ2≥0 Σ

(
A0 +

∑m
i=1 Aie

−j
(
θ1r

(1)
i +θ2r

(2)
i

))
⊆ W.

Furthermore, the study of the sets W and V(·) does not only lead to a powerful tool
for characterizing delay-independent stability properties. Note, for instance, that the
intersection of W with the imaginary axis contains all possible values where char-
acteristic roots can cross the imaginary axis when the delays are varied. Actually,
from these values and/or the corresponding parameters, that is, �θ in Definition 3.1,
detailed information can be retrieved about the geometry of the stability crossing
curves/(hyper)surfaces in the delay-parameter space, thereby generalizing the results
from [9].

Appendix A. Continuity properties. Throughout the paper we encounter
functions from Bm

+ ⊂ R
m to R and from Bm

+ to P(C). We assume that R
m is equipped

with the Euclidean norm and P(C) with the Hausdorff metric.
A function f : Bm

+ → R is lower semicontinuous, respectively, upper semicontinu-
ous, at �s if and only if (see, for instance, [1])

∀ε > 0 ∃δ > 0 ∀�r ∈ Bm
+ ‖�r − �s‖ < δ ⇒ f(�r) − f(�s) > −ε,
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Table 4

The similarity between the stability of the zero solution of (1.1) along rays in the delay space,
and the stability of the zero solution of (6.1).

Equation (1.1) � Equation (6.1)
relation of W w.r.t. imaginary axis � relation of W w.r.t. unit circle
direction �r in delay space � nominal delay value �r
(un)stable ray T (�r) � (de)stabilizing delay value �r
stable ray subjected to the delay � stability for nominal �r destroyed by
interference phenomenon infinitesimal perturbations on �r

respectively,

∀ε > 0 ∃δ > 0 ∀�r ∈ Bm
+ ‖�r − �s‖ < δ ⇒ f(�r) − f(�s) < ε.

It is continuous at �s when it is both upper and lower semicontinuous at �s.

A function f : Bm
+ → P(C) is lower semicontinuous at �s if and only if

∀ε > 0 ∃δ > 0 ∀�r ∈ Bm
+ ‖�r − �s‖ < δ ⇒ D(f(�s), f(�r)) < ε.

When replacing D(f(�s), f(�r)) with D(f(�r), f(�s)), respectively, Dh(f(�s), f(�r)), we
have upper semicontinuity, respectively, continuity, at �s.

Appendix B. Interdependency of numbers. The real numbers r1, r2, . . . , rm
are rationally independent if and only if

m∑
i=1

ziri = 0, zi ∈ Z,

implies zi = 0, i = 1, . . . ,m. For example, two numbers are rationally independent
if and only if their ratio is an irrational number.

If the real numbers r1, . . . rm are rationally dependent (that is, not rationally
independent), then there always exists an integer p < m and a matrix Γ ∈ Z

m×p of
full column rank such that ⎡

⎢⎣
r1
...
rm

⎤
⎥⎦ = Γ

⎡
⎢⎣

s1

...
sp

⎤
⎥⎦ ,

with the numbers s1, . . . , sp rationally independent. Thus, rationally dependent num-
bers depend on a smaller number of rationally independent numbers. In the special
case where p = 1, the numbers r1, . . . , rm are called commensurate, as they are all
multiples of the same number.

For example, the numbers 1, π and exp(1) are rationally independent, the numbers
1, 2, and 5/3 commensurate. The numbers 1, π and 1 + π are rationally dependent,
yet not commensurate, as ⎡

⎣ 1
π

1 + π

⎤
⎦ =

⎡
⎣ 1 0

0 1
1 1

⎤
⎦[

1
π

]
,

with 1 and π rationally independent.
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ON MARKOV GAMES WITH AVERAGE REWARD CRITERION
AND WEAKLY CONTINUOUS TRANSITION PROBABILITIES∗
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Abstract. In this paper we consider two-person zero-sum stochastic games with the average
reward criterion and Borel state and action spaces. A geometric drift condition is assumed. We show
that the optimality (Shapley) equation has a unique solution if the transition probability function
is weakly continuous, the stage reward is lower semicontinuous, and the set-valued mappings of
admissible actions satisfy some semicontinuity assumptions. Furthermore, the minimizing player has
an optimal stationary strategy and the maximizing player has an ε-optimal stationary strategy for
every ε > 0.

Key words. zero-sum Markov games, average reward criterion, weakly continuous transition
probabilities, optimality equation
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1. Introduction. This paper deals with two-person zero-sum stochastic games
with average payoff criterion and unbounded reward function. As in related papers
(see, for instance, [1], [2], [5], [7], [11], [13]), we make some stochastic stability as-
sumptions. For the existence of the value and of optimal or ε-optimal strategies
further assumptions are necessary. In the literature especially (semi-)continuity and
compactness conditions are known. Concerning discounted Markov games or Markov
games with finite horizon, two classes of such conditions are considered. In the one
class the transition probability function is strongly continuous, in the other class it
is weakly continuous. But in all the papers cited above only the case of strongly
continuous transition probabilities is investigated. The reason may be that there are
some difficulties in considering stochastic games with weakly continuous transition
probabilities under the average reward criterion. On the other hand, in many appli-
cations the transition probabilities are weakly, not strongly, continuous. Jaśkiewicz
and Nowak [3] were the first to treat stochastic games with average payoff criterion,
unbounded rewards, stochastic stability conditions, and weakly continuous transition
probabilities. They assume continuity of the reward function and of the set-valued
mappings of admissible actions and prove the existence of the value of the game and
of optimal stationary strategies using a vanishing discount factor approach. But the
question of the existence of a solution of the optimality (Shapley) equation is not
completely answered in their paper.

In this paper we use the same stochastic stability conditions. However, we assume
only that the reward function is lower semicontinuous, the set-valued mapping of
admissible actions of the maximizing player is lower semicontinuous (and complete-
valued), and that of the minimizing player is upper semicontinuous (and compact-
valued). We show that the optimality equation has a unique solution, the game has a
value, the minimizing player has an optimal stationary strategy, and the maximizing
player has an ε-optimal stationary strategy for every ε > 0.
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The main ideas of our proof are the following. First we substitute a certain Borel
measurable function δ in the stochastic stability conditions (which is the generalization
of the indicator function of a small set (in the sense of [8])) by an upper semicontinuous
function. Then we introduce a parametrized family of operators and show that there
are parameters for which these operators have lower semicontinuous fixed points.
Finally, we prove that there is one such parameter for which the solution of the fixed
point equation defines a solution of the optimality equation.

This proof can be considered as a modification of the proofs in [5] and [7]. We
remark that in the case of strongly continuous transition function another fixed point
approach is given by Vega-Amaya [13]. But if δ is not continuous, then Vega-Amaya’s
approach as well as the original approach in [5] and [7] does not work in the case
of weakly continuous transition probability function, since the operators used do not
map the corresponding sets of lower semicontinuous functions into itself.

The paper is organized as follows. In section 2 we introduce the Markov game
model. Section 3 contains our assumptions and some preliminary results. In section
4 we present the main result and its proof.

2. The Markov game model. For a metric space Y we denote by BY the
σ-algebra of all Borel subsets of Y and by P (Y ) the family of all probability measures
on BY . If Y is a Borel subset of a complete separable metric space, endowed with
BY , then Y is called a Borel space. Measurability of a function on Y stands for
BY -measurability.

We study two-person zero-sum stochastic games

M = (X,A,B,KA,KB , p, r),

whereby
1. X is the state space and A and B are the action spaces for players 1 and 2.

All three sets are assumed to be Borel spaces.
2. KA and KB are the constraint sets, which are Borel subsets of X × A and

X ×B. For each state x ∈ X, the set

A(x) := {a ∈ A : (x, a) ∈ KA}

represents the set of admissible actions for player 1 in state x and is assumed
to be nonempty. Analogously, we define B(x) as the (nonempty) set of ad-
missible actions for player 2 in state x. The set

K := {(x, a, b) : x ∈ X, a ∈ A(x), b ∈ B(x)}

is a Borel subset of X ×A×B (see [9]).
3. p is a Borel measurable transition probability from K to X, the law of motion.
4. r : K → R is a Borel measurable function from K to R, the reward function

for player 1.
We can describe the situation of a zero-sum Markov game as follows. At any

discrete time point n = 0, 1, 2, . . . , the game is in state x ∈ X. Both players simulta-
neously decide for actions a ∈ A(x) and b ∈ B(x). Player 1 receives a reward r(x, a, b),
while player 2 has to pay an amount of r(x, a, b). At the beginning of the next pe-
riod n + 1 the game is in a state x′, chosen according to the probability distribution
p(·|x, a, b). The goal of player 1 is to maximize his reward, while player 2 wants to
minimize his costs.
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Let Hn = Kn ×X. An element hn ∈ Hn is called the history of the game up to
time n.

A sequence π = (π0, π1, . . . ) is a strategy for player 1 if each πn is a transition
probability from Hn to A, and πn(A(xn)|x0, a0, b0, . . . , xn) = 1 for all n. The class of
all strategies for player 1 will be denoted by Π. Analogously, we define P as the class
of all strategies for player 2. We assume Π �= ∅ and P �= ∅, which follows from the
assumptions to be given later.

A Borel measurable transition probability f from X to A with f(A(x)|x) = 1
for all x ∈ X is called a Markovian decision rule (of the first player). The set of all
Markovian decision rules for the first player is denoted F. For f ∈ F, we write f(x) for
the probability measure on A(x) with f(x)(D) = f(D|x) for all Borel sets D ⊆ A(x).
A sequence π = (f0, f1, . . . ) with fn ∈ F for all n is a Markovian strategy for player 1.
If additionally fn = f for some f ∈ F and all n, π = (f, f, . . . ) =: f∞ is a stationary
strategy for player 1. Hence, the set of all stationary strategies for player 1 can be
identified by F. Similarly, we define G as the set of all Markovian decision rules for
the second player (transition probabilities g from X to B with g(B(x)|x) = 1 for all
x ∈ X) which can be identified by the set of all stationary strategies of this player.

Let us consider the space Ω := (X × A × B)∞, endowed with the product σ-
algebra F . It follows from the Ionescu–Tulcea theorem that there exists a suitable
probability measure Pπρ

x and a stochastic process {Xn, An, Bn} on (Ω,F) for every
pair (π, ρ) ∈ Π × P and each initial state x = x0 ∈ X. Here, the random variables
Xn, An, Bn represent the state and the actions of players 1 and 2 in stage n. Let Eπρ

x

be the expectation operator with respect to Pπρ
x . Then, for a pair π ∈ Π, ρ ∈ P of

strategies, the total expected n-stage reward for player 1 is

Jn(x, π, ρ) := Eπρ
x

[
n−1∑
m=0

r(Xm, Am, Bm)

]

if the expectation exists. The expected average reward for player 1 is

J(x, π, ρ) := lim inf
n→∞

Jn(x, π, ρ)/n.

We define the lower value and the upper value of the game by

vl(x) := sup
π∈Π

inf
ρ∈P

J(x, π, ρ) and vu(x) := inf
ρ∈P

sup
π∈Π

J(x, π, ρ).

Obviously, there is always vl(x) ≤ vu(x) for all x ∈ X. If the equality vl(x) = vu(x)
holds for all x ∈ X, the common function is called the value v of the game.

Assume that v exists and let ε ≥ 0. Then a strategy π∗ ∈ Π is called ε-optimal
for player 1 if

inf
ρ∈P

J(x, π∗, ρ) ≥ v(x) − ε

for all x ∈ X and similarly a strategy ρ∗ ∈ P is ε-optimal for player 2 if

sup
π∈Π

J(x, π, ρ∗) ≤ v(x) + ε

for all x ∈ X. As is usual, 0-optimal strategies are called optimal.
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3. Assumptions and preliminary results. Let Y and Z be metric spaces
and Γ : Y → BZ a set-valued mapping. Γ is called lower (upper) semicontinuous if
{y ∈ Y : Γ(y) ∩ S �= ∅} is open (closed) for every open (closed) subset of S ⊆ Z. Γ is
called continuous if Γ is lower (l.s.c) and upper semicontinuous (u.s.c).

A real function v : Y → R is called l.s.c. if for every r ∈ R the set {y ∈ Y : v(y) >
r} is open. v is called u.s.c. if −v is l.s.c. Clearly, a semicontinuous function is Borel
measurable.

A transition probability q from Y to Z is called weakly continuous if
∫
Z
u(z)q(dz|·)

is continuous on Y for every bounded continuous function u : Z → R.

We now formulate our main assumptions.

Assumption 3.1.

A1. A(·) is l.s.c. A(x) is complete for every x ∈ X.
A2. B(·) is u.s.c. B(x) is compact for every x ∈ X.
A3. r is l.s.c.
A4. p is weakly continuous.
A5. There is a continuous function W : X → [1,∞), a Borel measurable function

δ : K → [0, 1] with δ �≡ 0, a probability measure μ ∈ P (X), and constants
α ∈ (0, 1), β > 0, such that

(a) sup(x,a,b)∈K
|r(x,a,b)|
W (x) < ∞,

(b)
∫
X
W (ξ)p(dξ|·) is continuous on K,

(c)
∫
X
W (ξ)p(dξ|x, a, b) ≤ αW (x) + βδ(x, a, b) for each (x, a, b) ∈ K,

(d) δ(·)μ(D) ≤ p(D|·) for each Borel set D ⊆ X.

We remark that under A1 and A2 the strategy sets F and G are not empty. (See
Lemma 2.1. and Lemma 2.2. in [10], for instance.)

Furthermore, A5(c) and A5(d) imply
∫
X
W (ξ)μ(dξ) < ∞, because there is (x0, a0, b0) ∈

K with δ(x0, a0, b0) > 0. Hence,∫
X

W (ξ)μ(dξ) ≤ 1

δ(x0, a0, b0)

∫
X

W (ξ)p(dξ|x0, a0, b0)

≤ 1

δ(x0, a0, b0)
(αW (x0) + βδ(x0, a0, b0)) < ∞.

Let w : K → R be a measurable function for which w(x, ·) is bounded from below for
all x ∈ X. For ν1 ∈ P (A(x)), ν2 ∈ P (B(x)) we set

w(x, ν1, ν2) :=

∫
A(x)

∫
B(x)

w(x, a, b)ν2(db)ν1(da)(3.1)

and wfg(x) := w(x, f(x), g(x)) for each pair f ∈ F, g ∈ G. Especially,

p(D|x, ν1, ν2) :=

∫
A(x)

∫
B(x)

p(D|x, a, b)ν2(db)ν1(da)

and pfg(D|x) := p(D|x, f(x), g(x)) for any D ∈ BX , ν1 ∈ P (A(x)), ν2 ∈ P (B(x)),
f ∈ F, g ∈ G.

We denote by V the function V : X → R with V (x) := W (x)+β for each x ∈ X.

For a function u : X → R we define ‖u‖V := supx∈X
|u(x)|
V (x) .

Let V be the set of all real Borel measurable functions u with finite ‖u‖V . V is a
Banach space.
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Let Y and Z be metric spaces, q a substochastic kernel from Y to Z, and u a
measurable function on Y × Z. We denote by qu(y) the integral

qu(y) :=

∫
Z

u(y, z)q(dz|y)(3.2)

(if it exists for all y ∈ Y ). Then we can consider q also as an operator which maps cor-
responding sets of measurable functions on Y ×Z into the set of measurable functions
on Y .

We then have

pv(x, a, b) =

∫
X

v(ξ)p(dξ|x, a, b)

for each v ∈ V and (x, a, b) ∈ K and

μv =

∫
X

v(ξ)μ(dξ).

The operators p and μ are well defined on V since the assumptions A5(a) and A5(c)
hold.

Let C be the set of all nonnegative bounded continuous functions u on X with
μu > 0. We put

ζ(x, a, b) := inf
u∈C

pu(x, a, b)

μu
.

Obviously, δ ≤ ζ ≤ 1. The following lemma shows that we can replace δ by the u.s.c.
function ζ.

Lemma 3.2. Let A4 and A5 hold.
(a) ζ is u.s.c.
(b) ∫

X

W (ξ)p(dξ|x, a, b) ≤ αW (x) + βζ(x, a, b) for each (x, a, b) ∈ K.(3.3)

(c)

ζ(·)μ(D) ≤ p(D|·) for each D ∈ BX .(3.4)
Proof.
(a) Assumption A4 implies the continuity of pu for u ∈ C. From the properties of

semicontinuous functions it follows that the infimum of an arbitrary nonempty
set of continuous functions is u.s.c.

(b) This inequality follows from δ ≤ ζ.
(c) Let U be an open subset of X and IU the indicator function of U . Since IU

is l.s.c., there is a sequence of bounded continuous functions (wn)n∈N with
wn ↗ IU . (See, for instance, Lemma 5.1. in [10]). We can assume wn ≥ 0,
because for a continuous function w the function max{w, 0} is also continuous.
From

ζ(x, a, b)μwn ≤ pwn(x, a, b)

it follows then by the monotone convergence theorem that

ζ(x, a, b)μ(U) ≤ p(U |x, a, b)
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for all (x, a, b) ∈ K.
Because X is a Borel subset of a metric space, every probability measure on
BX is regular. (See, for instance, Lemma 1.16 in [4].) That means especially

μ(D) = inf{μ(U) : D ⊆ U, U open}

and

p(D|x, a, b) = inf{p(U |x, a, b) : D ⊆ U, U open}

for all D ∈ BX . It follows (3.4).
We now put

P (D|x, a, b) := p(D|x, a, b) − ζ(x, a, b)μ(D)

for all D ∈ BX , (x, a, b) ∈ K. It follows from (3.4) that P is a substochastic kernel.
The operator P according to (3.2) is then well defined on V. It holds that Pv =
pv − ζ · μv for v ∈ V.

We set

λ :=
α + β

1 + β
.

Obviously, α < λ < 1. The following properties play an essential role in our approach.
Lemma 3.3. Let A4 and A5 hold.
(a) P is isotonic.
(b) 0 ≤ PV (x, a, b) ≤ λV (x) for all (x, a, b) ∈ K.
Proof.
(a) Pv1 ≤ Pv2 for v1 ≤ v2 for v1, v2 ∈ V follows immediately from Lemma 3.2(c).
(b) It holds that

β = λ− α + λβ ≤ (λ− α)W + λβ(3.5)

and

β ≤ μV.(3.6)

It follows that

pV = pW + β

≤ αW + βζ + β (see (3.3))

≤ αW + ζμV + (λ− α)W + λβ (see (3.5) and (3.6))

= λV + ζμV.

This yields PV ≤ λV . PV ≥ 0 follows from (a).
Let Ṽ be the set of all l.s.c. functions from V. Ṽ is complete. To establish this

fact, we consider a Cauchy sequence (vn) with vn ∈ Ṽ and put v∗ := limn→∞ vn ∈ V.
The sequence (un) with un := vn −‖v∗ − vn‖V V has the properties un ∈ Ṽ, un ≤ v∗,
and un → v∗. Hence, v∗ = supn∈N

un ∈ Ṽ.
The following minimax selection theorem is a slight modification of Nowak’s The-

orem 5.1. in [10]. Similar results can be found also in [6] and [12].
Lemma 3.4. Let assumptions A1 and A2 be satisfied. Let u : K → R be an l.s.c.

function with sup(x,a,b)∈K
|u(x,a,b)|

V (x) < ∞ and v(x) := supf∈F infg∈G u(x, f(x), g(x))
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for all x ∈ X. Then it holds that
(a) v ∈ Ṽ,
(b) v(x) = infg∈G supf∈F u(x, f(x), g(x)) for all x ∈ X,
(c) there is g∗ ∈ G with v(x) = supf∈F u(x, f(x), g∗(x)) for all x ∈ X,
(d) for every ε > 0 there is fε ∈ F with v(x)− ε ≤ infg∈G u(x, fε(x), g(x)) for all

x ∈ X.
Proof. There is c ∈ R with u′ := u+cV > 0. Hence, u′ is l.s.c. and bounded from

below. Then (a)–(c) follow directly from Theorem 5.1 in [10]. To show (d), Nowak
[10] assumes that u is also bounded from above. But it is easy to see that his proof

works also under our assumption sup(x,a,b)∈K
|u(x,a,b)|

V (x) < ∞.

4. Main result. In this section we will prove our main result, namely, that
under Assumption 3.1 the optimality equation has a solution (h∗, v∗) ∈ R× Ṽ, where
h∗ is unique and v∗ is unique up to an additive constant. Furthermore, we show that
h∗ is the value of the game, the first player has an ε-optimal stationary strategy for
every ε > 0, and the second player has an optimal stationary strategy.

Theorem 4.1. Let Assumption 3.1 be satisfied. Then the following hold.
(a) The optimality equation

v(x) + h = sup
f∈F

inf
g∈G

{
rfg(x) +

∫
X

v(ξ)pfg(dξ|x)

}
for all x ∈ X(4.1)

has a solution (h∗, v∗) ∈ R × Ṽ.
(b) There is a Markovian decision rule g∗ ∈ G and, for every ε > 0, a Markovian

decision rule fε ∈ F, with

v∗(x) + h∗ = sup
f∈F

{
rfg∗(x) +

∫
X

v∗(ξ)pfg∗(dξ|x)

}

≤ inf
g∈G

{
rfεg(x) +

∫
X

v∗(ξ)pfεg(dξ|x)

}
+ ε

(4.2)

for all x ∈ X.
(c) f∞

ε is an ε-optimal strategy of the first player and g∗∞ is an optimal strategy
of the second player.

(d) h∗ is the value of the game for every solution (h∗, v∗) ∈ R × Ṽ of (4.1).
(e) v∗ is unique in Ṽ up to additive constants.
Before we prove Theorem 4.1 we will show some auxiliary results. But let us

introduce first two further operators. In this section it is assumed that Assumption
3.1 is satisfied, which implies that the following operators are well defined. We set

T η
fgv := rfg − (1 − ζfg)η + Pfgv

and

LT ηv(x) := sup
f∈F

inf
g∈G

T η
fgv(x)

for all f ∈ F, g ∈ G, v ∈ V, x ∈ X, and η ∈ R.
We remark that it holds that T η

fgv = [T ηv]fg in the sense of (3.1).
The proof of the next lemma can be omitted since it follows immediately from

Lemma 3.3 by standard methods.
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Lemma 4.2. Fix an arbitrary η ∈ R.
(a) T η

fg is contractive in V, which means T η
fgV ⊆ V, and for all u, v ∈ V, f ∈ F,

and g ∈ G it holds

‖T η
fgu− T η

fgv‖V ≤ λ‖u− v‖V .

(b) For all u, v ∈ V it holds

‖LT ηu− LT ηv‖V ≤ λ‖u− v‖V .

(c) T η
fg and LT η are isotonic.

We remark that we have LT ηṼ ⊆ Ṽ for continuous ζ, which means that in this
case LT η is contractive in Ṽ and the idea of the proof in [5] works also under the
above assumptions. But the assumption of continuous ζ seems very strong. (See also
the corresponding remarks in [3].) Therefore, we have to modify the proof in [5].
We will first find a set Ȟ ⊆ R and for every η ∈ Ȟ a complete set V̌η ⊆ V with
LT ηV̌η ⊆ V̌η. Hence, LT η is contractive in V̌η and has a unique fixed point v∗η ∈ V̌η.

Then we will show that there is an η∗ ∈ Ȟ such that (η∗, v∗η∗) is a solution of the
optimality equation.

The next lemma gives a condition under which LT ηv ∈ Ṽ for v ∈ Ṽ.
Lemma 4.3. LT ηv ∈ Ṽ for every v ∈ Ṽ and η ∈ R with μv ≥ η.
Proof. Let

u(x, a, b) := r(x, a, b) +

∫
X

v(ξ)p(dξ|x, a, b) − η + (η − μv)ζ(x, a, b)

for all (x, a, b) ∈ K. It is well known that for weakly continuous p the integral∫
X
v′(ξ)p(dξ|·) is l.s.c. if v′ is l.s.c. and bounded from below. (See, e.g., Lemma 5.3.

in [10].) Setting v′ := v + ‖v‖V V we see also that u is l.s.c. The statement follows
then by Lemma 3.4.

Let v ∈ Ṽ. We set

ĽT ηv :=

{
LT ηv if η ≤ μv,

−∞ if η > μv,

where −∞ means a numerical function identical with −∞. Especially, ĽT η(−∞) :=
−∞. From Lemma 4.3 it follows that we can consider ĽT η as an operator ĽT η :
Ṽ ∪ {−∞} → Ṽ ∪ {−∞}.

Lemma 4.4. Let c := sup(x,a,b)∈K
|r(x,a,b)|

V (x) , C := −c(1 − λ)−1, and η := CμV .

If u0 ≡ 0 and un = ĽT ηun−1 for n ≥ 1, then un ≥ CV and μun ≥ η for all n ∈ N.
Proof. Assume that un−1 ∈ Ṽ and un−1 ≥ CV . Then un ∈ Ṽ, and

un = LT ηun−1 ≥ sup
f∈F

inf
g∈G

{−cV − η(1 − ζfg) + Pfg(−c(1 − λ)−1V )}

≥ sup
f∈F

inf
g∈G

{−cV − c(1 − λ)−1PfgV }

≥ −c(1 + λ(1 − λ)−1)V = CV.

Hence, μun ≥ CμV = η.
We now get the statement by mathematical induction.
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This lemma allows us now to define the aforementioned sets Ȟ and V̌η. We put

V̌η := {v ∈ Ṽ : [ĽT η]nv > −∞ for every n ∈ N} and Ȟ := {η ∈ R : V̌η �= ∅}.

From Lemma 4.4 it follows that Ȟ �= ∅.
We now show an inequality which will be helpful to prove the next lemmas.
Lemma 4.5. Let u0, u

′
0 ∈ Ṽ, η, η′ ∈ R. If un := [ĽT η]nu0 > −∞, u′

n :=
[ĽT η′

]nu′
0 > −∞, then

‖un − u′
n‖V ≤ λn‖u0 − u′

0‖V +
1

1 − λ
|η − η′|.

Proof. It follows from the definition of ĽT η and from Lemma 4.3 η ≤ μuk−1,
η′ ≤ μu′

k−1, and uk, u
′
k ∈ Ṽ for 1 ≤ k ≤ n. Hence, uk = LT ηuk−1 and u′

k = LT η′
u′
k−1

for 1 ≤ k ≤ n.
Assume that

uk−1 ≤ u′
k−1 + λk−1‖u0 − u′

0‖V V +
1

1 − λ
|η − η′|V.

Then we get by means of Lemma 3.3 for all f ∈ F, g ∈ G,

T η
fguk−1 = rfg − η(1 − ζfg) + Pfguk−1

= rfg − η′(1 − ζfg) + Pfgu
′
k−1 + (η′ − η)(1 − ζfg) + Pfg(uk−1 − u′

k−1)

≤ T η′

fgu
′
k−1 + |η′ − η|V + λk−1‖u0 − u′

0‖V λV +
λ

1 − λ
|η′ − η|V

= T η′

fgu
′
k−1 + λk‖u0 − u′

0‖V V +
1

1 − λ
|η′ − η|V.

Hence,

uk = LT ηuk−1 ≤ LT η′
u′
k−1 + λk‖u0 − u′

0‖V V +
1

1 − λ
|η′ − η|V

= u′
k + λk‖u0 − u′

0‖V V +
1

1 − λ
|η′ − η|V.

By mathematical induction it follows

un ≤ u′
n + λn‖u0 − u′

0‖V V +
1

1 − λ
|η′ − η|V.

Because we can exchange un and u′
n, we obtain the statement from this inequality.

Lemma 4.6. V̌η is complete for every η ∈ Ȟ.

Proof. Let (un) be a Cauchy sequence in V̌η. Since Ṽ is complete, there is u∗ ∈ Ṽ
with limn→∞ un = u∗.

From μun ≥ η it follows μu∗ ≥ η by the dominated convergence theorem. Let
vk := [ĽT η]ku∗. Assume that there is N ∈ N with μvN−1 ≥ η, γ := η− μvN > 0. We
consider n0 ∈ N with ‖un0 − u∗‖V ≤ γ

2μV . For wk := [LT η]kun0 we get, from Lemma
4.5,

‖vN − wN‖V ≤ λN‖u∗ − un0
‖V ≤ γ

2μV
.
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Hence,

η − μwN ≥ η − μvN − γ

2μV
μV = γ − γ

2
=

γ

2
> 0,

which contradicts un0 ∈ V̌η.
Therefore, μvn ≥ η for all n ∈ N. This implies u∗ ∈ V̌η, and the completeness of

V̌η.
Lemma 4.7. For η ∈ Ȟ, the operator LT η has in V̌η a unique fixed point.
Proof. V̌η �= ∅, V̌η is complete (see Lemma 4.6), and LT ηV̌η ⊆ V̌η. Furthermore,

LT η is contractive in V̌η (see Lemma 4.2). Then the statement follows by Banach’s
fixed point theorem.

By means of the following two lemmas we will construct suitable η∗ ∈ R and
v∗ ∈ Ṽ, and finally we will show that (η∗, v∗) is a solution of the optimality equation.
We denote the unique fixed point of LT η in V̌η by v∗η.

Lemma 4.8. Let η ∈ Ȟ. Then it holds for all η′ ∈ Ȟ with η ≤ η′

(a) v∗η ≥ v∗η′ ,
(b) η′ ≤ μv∗η.
Proof.
(a) Let η, η′ ∈ Ȟ. For u ≥ u′ with μu′ ≥ η′ we have μu ≥ μu′ ≥ η′ ≥ η. Then

we get by Lemma 4.2

v := LT ηu ≥ LT ηu′ ≥ LT η′
u′ =: v′.

Hence, if μv′ ≥ η′, then μv ≥ η. Therefore, if u0 ∈ V̌η′ , then u0 ∈ V̌η. For
u0 ∈ V̌η′ we then have

v∗η′ = lim
n→∞

[LT η′
]nu0 ≤ lim

n→∞
[LT η]nu0 = v∗η.

(b) For an arbitrary η ∈ Ȟ we have for all η′ ∈ Ȟ with η ≤ η′

η′ ≤ μv∗η′ ≤ μv∗η.

Therefore, μv∗η is an upper bound for Ȟ.

Lemma 4.9. For η∗ := sup Ȟ, v∗ := infη∈Ȟ v∗η, it holds that μv∗ = η∗. Further-

more, limη↗η∗ ‖v∗η − v∗‖V = 0 and v∗ ∈ Ṽ.
Proof. From Lemma 4.8(b) it follows that μv∗ ≥ η∗ by the monotone convergence

theorem. Let ε := μv∗ − η∗.
Assume ε > 0. Let γ := ε 1−λ

4μV > 0. It holds that γ ≤ ε
4 . Let η := η∗ − γ,

η′ := η∗ + γ. Then η ∈ Ȟ and η′ = μv∗ − ε + γ ≤ μv∗ ≤ μv∗η. Let un := [ĽT η′
]nv∗η.

If μuk ≥ η′ for all k < n, then it follows from Lemma 4.5 that

‖un − v∗η‖V ≤ 1

1 − λ
|η − η′| =

2

1 − λ
γ.

Hence,

un ≥ v∗η − 2

1 − λ
γV.

Then, it follows

μun ≥ μv∗η − 2

1 − λ
γμV = μv∗η − ε

2
≥ μv∗ − ε

2
= η∗ + ε− ε

2
≥ η∗ + γ = η′.
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By mathematical induction we get μun ≥ η′ for all n ∈ N. That means η′ ∈ Ȟ, which
contradicts η∗ := sup Ȟ. Hence, μv∗ = η∗.

For ηn ↗ η∗ we have v∗ηn
↘ v∗ (see Lemma 4.8). From Lemma 4.5 it follows that

(v∗ηn
) is a Cauchy sequence. Then v∗ ∈ Ṽ, since Ṽ is complete.

Now we are ready to prove Theorem 4.1. Especially, we will show that (η∗, v∗) is
a solution of the optimality equation. We remark that we will not use η∗ ∈ Ȟ and
v∗ = v∗η∗ in this proof. We will, however, derive these facts later (see Corollary 4.10).

Proof of Theorem 4.1. Let v∗, η∗ as in Lemma 4.9 and (ηn) a sequence with ηn ∈ Ȟ
and limn→∞ ηn = η∗. Then it follows from Lemma 4.9 limn→∞ ‖v∗ηn

− v∗‖V = 0. We
get for all f ∈ F, g ∈ G, by Lemma 3.3,

rfg − η∗ + pfgv
∗ = rfg − (1 − ζfg)η

∗ + pfgv
∗ − ζfgμv

∗

= rfg − (1 − ζfg)η
∗ + Pfgv

∗

= rfg − (1 − ζfg)ηn + Pfgv
∗
ηn

+ (1 − ζfg)(ηn − η∗) + Pfg(v
∗ − v∗ηn

)

≤ rfg − (1 − ζfg)ηn + Pfgv
∗
ηn

+ |ηn − η∗| + λ‖v∗ηn
− v∗‖V V

= T ηn

fg v
∗
ηn

+ |ηn − η∗| + λ‖v∗ηn
− v∗‖V V,

and analogously

rfg − η∗ + pfgv
∗ ≥ T ηn

fg v
∗
ηn

− |ηn − η∗| − λ‖v∗ηn
− v∗‖V V.

Therefore,

v∗ηn
(x) − |ηn − η∗| − λ‖v∗ηn

− v∗‖V V (x)

= LT ηnv∗ηn
(x) − |ηn − η∗| − λ‖v∗ηn

− v∗‖V V (x)

≤ sup
f∈F

inf
g∈G

{
rfg(x) +

∫
X

v∗(ξ)pfg(dξ|x)

}
− η∗

≤ LT ηnv∗ηn
(x) + |ηn − η∗| + λ‖v∗ηn

− v∗‖V V (x)

= v∗ηn
(x) + |ηn − η∗| + λ‖v∗ηn

− v∗‖V V (x)

for all x ∈ X. For n → ∞, it follows that

v∗(x) = sup
f∈F

inf
g∈G

{
rfg(x) +

∫
X

v∗(ξ)pfg(dξ|x)

}
− η∗

for all x ∈ X. Hence, (η∗, v∗) is a solution of the optimality equation.

For every solution (h∗, v∗) ∈ R × Ṽ of the optimality equation (4.1) we obtain
the existence of g∗ ∈ G and fε ∈ F with (4.2) by Lemma 3.4. The proof of (d)
uses standard arguments (see, for instance, [5]). The proof of (e) is also similar
to the proof in [5]. Let (η∗, ṽ)) ∈ R × Ṽ an arbitrary solution of (4.1). We set
ũ(x) := ṽ(x) + η∗ −

∫
X
ṽ(ξ)μ(dξ) for all x ∈ X. Then (η∗, ũ) ∈ R × Ṽ and (η∗, ũ) is
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also a solution of (4.1). It follows that

ũ(x) = sup
f∈F

inf
g∈G

{
rfg(x) − (1 − ζfg(x))η∗ +

∫
X

ũ(ξ)pfg(dξ|x) − ζfg(x)η∗
}

= sup
f∈F

inf
g∈G

{
rfg(x) − (1 − ζfg(x))η∗ +

∫
X

ũ(ξ)Pfg(dξ|x)

+ζfg(x)

∫
X

ũ(ξ)μ(dξ) − ζfg(x)η∗
}

= sup
f∈F

inf
g∈G

{
rfg(x) − (1 − ζfg(x))η∗ +

∫
X

ũ(ξ)Pfg(dξ|x)

}

for all x ∈ X. Hence, ũ is a solution of the fixed point equation

u = LT η∗
u.

Since this fixed point equation has only one solution (see Lemma 4.2(b)), we obtain
the statement.

Finally, we present some properties of the set Ȟ and the fixed points of the
operators LT η for η ∈ Ȟ.

Corollary 4.10. Let v∗, η∗ as in Lemma 4.9.
(a) v∗ is the unique solution of the fixed point equation v = LT η∗

v. Hence,
v∗ = v∗η∗ .

(b) Ȟ = (−∞, η∗]
(c) (v∗η)η∈Ȟ is continuous (left-continuous at η∗) in the V -norm ‖ · ‖V .

(d) For η ∈ Ȟ it holds that μv∗η = η if and only if η = η∗.
Proof.
(a) If we choose ṽ = v∗ in the proof of Theorem 4.1, we then get ũ = v∗.
(b) η∗ ∈ Ȟ follows from (a). η ≤ η∗ implies v∗ = LT η∗

v∗ ≤ LT ηv∗. By
mathematical induction we then get [ĽT ηv∗]n = [LT ηv∗]n ≥ v∗ > −∞ for
all n ∈ N. Therefore, v∗ ∈ V̌η and η ∈ Ȟ.

(c) See Lemma 4.5.
(d) See Lemmas 4.8 and 4.9.

5. Conclusions. This paper deals with two-person zero-sum stochastic games
with the average reward criterion and Borel state and action spaces under a geometric
drift condition. We assume that the law of motion p is weakly continuous, the reward
function r is l.s.c., the set-valued mapping A of admissible actions of the maximizing
player is l.s.c (and complete-valued), and the set-valued mapping B of admissible
actions of the minimizing player is u.s.c. (and compact-valued). It is shown that
the optimality equation has a unique solution, the game has a value, the minimizing
player has an optimal stationary strategy, and the maximizing player has an ε-optimal
stationary strategy for every ε > 0.

In contrast to this, the assumptions in the paper of Jaśkiewicz and Nowak [3]
are more restrictive. It is required that r, A, and B are continuous and that the
probability measure μ and the function δ in the geometric drift condition satisfy the
additional property

∫
X

infa∈A(x) infb∈B(x) δ(x, a, b)μ(dx) > 0. Under these conditions
it is proved that both players have optimal stationary strategies. But it is only
shown that the optimality equation holds almost everywhere in respect of a maximal
irreducibility measure (whose existence must be assumed).
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We remark that it is not difficult to derive the existence of an optimal stationary
strategy of the maximizing player from our results if r, A, and B are continuous. It
is sufficient to consider a Markov game with −r instead of r.

Acknowledgments. The author wishes to thank an associate editor and the
anonymous referees for many helpful comments. One of the referees provided a very
detailed review and proposed various modifications to improve the paper. He also
suggested the inclusion of Corollary 4.10.
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CONVERGENT NUMERICAL SCHEME FOR SINGULAR
STOCHASTIC CONTROL WITH STATE CONSTRAINTS IN A

PORTFOLIO SELECTION PROBLEM∗

AMARJIT BUDHIRAJA† AND KEVIN ROSS†

Abstract. We consider a singular stochastic control problem with state constraints that arises in
problems of optimal consumption and investment under transaction costs. Numerical approximations
for the value function using the Markov chain approximation method of Kushner and Dupuis are
studied. The main result of the paper shows that the value function of the Markov decision problem
(MDP) corresponding to the approximating controlled Markov chain converges to that of the original
stochastic control problem as various parameters in the approximation approach suitable limits. All
our convergence arguments are probabilistic; the main assumption that we make is that the value
function be finite and continuous. In particular, uniqueness of the solutions of the associated HJB
equations is neither needed nor available (in the generality under which the problem is considered).
Specific features of the problem that make the convergence analysis nontrivial include unboundedness
of the state and control space and the cost function; degeneracies in the dynamics; mixed boundary
(Dirichlet–Neumann) conditions; and presence of both singular and absolutely continuous controls
in the dynamics. Finally, schemes for computing the value function and optimal control policies for
the MDP are presented and illustrated with a numerical study.

Key words. singular control, Hamilton–Jacobi–Bellman equations, portfolio selection, stochas-
tic control, free boundary problem, Skorohod problem
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1. Introduction. Singular control is an important and challenging class of prob-
lems in stochastic control theory. Roughly speaking, by singular control we mean that
the control terms in the dynamics of the state process need not be absolutely con-
tinuous with respect to the Lebesgue measure and are only required to have paths
of bounded variation. The Hamilton–Jacobi–Bellman (HJB) equations for such prob-
lems, which are variational inequalities with gradient constraints, are typically quite
hard to work with. Despite the fact that over the past 20 years there has been a signif-
icant development in the theory of weak and viscosity solutions of HJB equations for
such diffusion control problems (cf. [5, 26, 4, 15, 22, 29]), the existence/uniqueness and
regularity theory for this class of PDEs is not well understood. In view of the various
applications in mathematical finance (cf. [11]) and stochastic networks (cf. [12]) that
lead to singular control, it is particularly important to develop methods for numerical
approximations for such control problems.

Over the last 30 years, Kushner, Dupuis, and coworkers (cf. [19] and references
therein) have developed a powerful machinery, the so-called Markov chain approxi-
mation method, for a wide spectrum of computational problems in stochastic control
theory. This probabilistic approach has two main advantages. First, approximation
with a Markov chain allows one to use physical insights derived from the dynamics
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of the controlled diffusion in obtaining a stable approximation scheme. Second, the
Markov chain approximation method does not require the smoothness of the cost or
value function, nor does it rely on the uniqueness properties of the associated HJB
equations. This is a particularly significant advantage in problems where the PDE
theory for the associated HJB equations is hard to tackle.

In this work we study a problem of optimal consumption and portfolio selection
with proportional transaction costs that has been studied by several authors [24, 6,
29, 23, 31]. The basic problem can be described as follows. Consider a single investor
who has two instruments available for investment: a risk-free asset such as a bank
account, which pays a fixed interest rate r > 0, and a risky asset, such as a stock,
whose price evolution is modeled via a geometric Brownian motion with a mean value
of return b > r and constant volatility σ > 0. We assume that the investor may
buy or sell stock continuously over time in not necessarily integer valued quantities.
The investor is assumed to consume wealth at some time-dependent rate C(t), and
without loss of generality we assume that the consumption is deducted from the bank
account. The investor may instantaneously transfer money from the bank account to
stock, and vice versa, by paying a proportional transaction cost; namely, there are
λ ∈ (0,∞) and μ ∈ (0, 1) such that the investor pays λ times the amount moved from
the bank account to stock as a transaction fee, and similarly, he pays μ times the
amount moved from stock to the bank account as a transaction fee. All transaction
fees are charged from the bank account. The basic constraint on the consumption
control C and the portfolio selection control, denoted (M,N), is that the investor
must be solvent at all times. More precisely, if X(t) and Y (t) represent the amount of
investment in the bank account and the stock, respectively, at time t, then we require
(X(t), Y (t)) ∈ S for all t ≥ 0, where

S
.
= {(x, y) ∈ R

2 : x + (1 + λ)y ≥ 0 and x + (1 − μ)y ≥ 0}.

These solvency constraints ensure that at all times the investor has sufficient wealth
to settle any obligations due to selling stock short (the first inequality) or borrow-
ing from the bank account (the second inequality). The goal of the investor is to
maximize the expected total discounted utility of consumption, E

∫∞
0

e−βtf(C(t))dt,
where β ∈ (0,∞) is the discount factor and the utility function f : [0,∞) → [0,∞) is
a continuous function satisfying f(0) = 0. The condition f(0) = 0 can be relaxed if f
is nondecreasing and f(0) > −∞ by replacing f with f − f(0).

In the absence of transaction costs, Merton proved in the classical paper [25]
that when the utility function is f(c) = cp/p, p < 1, p �= 0 or f(c) = log c (note
that the latter utility function does not satisfy the conditions of the current paper)
the investor’s optimal policy is to keep a constant proportion of total wealth in the
risky asset and to consume at a rate proportional to total wealth. (For a simple and
self-contained treatment, see [6]). This “Merton line” target can always be achieved
since transactions can be made continuously and instantaneously without affecting
wealth. However, when transaction costs apply, such a policy results in immediate
bankruptcy. Magill and Constantinides first conjectured in [24] that there must exist a
“no-transaction region” taking the form of a wedge in the wealth space. When wealth
is inside this region, consumption is the only control that can be exercised. Purchase
or sale of stock occurs only when the wealth attempts to exit the no-transaction
region. The formal arguments of [24] were put on a rigorous footing by Davis and
Norman in [6] for the cases f(c) = cp/p and f(c) = log c. In their work, under suitable
conditions on model parameters, the free boundary problem associated with optimal
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consumption in the presence of proportional transaction costs is solved explicitly, and
C2 regularity of the value function is established. The authors show that the (optimal)
no-transaction region is a wedge; in particular, the optimal policy is to exercise the
minimal amount of trading necessary to keep wealth inside the no-transaction region.
Inside the region, consumption occurs at a finite rate. In [29] Shreve and Soner
consider the same problem as in [6] but with conditions on the model parameters
that are weaker and much more explicit. Once more, regularity properties of the
value function and the associated free boundary are proved. A more general utility
function, which satisfies suitable smoothness, concavity and growth properties, was
considered in [31]. Using viscosity solution methods, the authors sketch a proof for
unique solvability of the associated HJB equation by the value function. A finite
difference approximation scheme for approximating the value function is introduced;
however, convergence of the proposed scheme for the portfolio selection problem is not
proved. The authors do provide results from several numerical studies which identify
near optimal control policies and the (numerical) free boundary.

In the current work, we do not impose any concavity, smoothness, or growth
conditions on the utility function; the key condition (Condition 2.1) that we require is
that the value function is finite and continuous. In particular, we do not claim or use
the fact that the value function is the unique solution of the associated HJB equation.
The main goal of the study is to obtain convergent numerical approximations for the
value function. The basic approach, as in [19], is to introduce a Markov decision
problem (MDP) for an approximating, finite state, discrete time, controlled Markov
chain. The main result of the paper (Theorem 5.12) shows that the value function of
the MDP converges to the value function of the original singular control problem as
various parameters in the approximation approach their limits suitably. In section 6
we use the approximating MDP to obtain computational schemes for obtaining near
optimal control policies. The key result of this section is Lemma 6.1, which allows
us to characterize the value function and optimal control policies via the solution
of suitable dynamic programming equations (see Theorem 6.2). Finally, in section
7 results from a numerical study using the algorithm of section 6 are described. In
particular, Figure 2 shows the numerical no-transaction region and the associated
(numerical) free boundary obtained by an implementation of the algorithm.

The only paper (to the best of our knowledge) that carries out a complete conver-
gence analysis for a numerical scheme for a singular control problem is [20]. Although
several ideas developed in [20] are crucial to the ideas in the current paper, there
are key differences in the model that make our analysis substantially delicate. First,
the above paper considers a queuing problem with “finite buffers” which essentially
means that the state space and control space are bounded. In the current study we
first have to suitably approximate the original unbounded model by one in which the
consumption control and the state space are bounded. This two stage approximation
procedure is carried out in Propositions 2.2 and 2.4. This is the only place where
the assumption on the continuity of the value function (Condition 2.1) is used. Next,
in contrast to [20], in addition to singular control terms, we also have an absolutely
continuous control term (consumption control) that appears in a nonlinear fashion in
the cost (reward) criterion through the utility function f . This requires us to intro-
duce the relaxed formulation for the stochastic control problem in order to carry out
the convergence analysis. Lemma 5.1 ensures that the relaxed formulation does not
change the value function of the control problem. The next substantial difficulty in
our analysis is the state constraint feature of the dynamics. Although in [20] also the
state is constrained to be in a bounded polyhedral region, that can be easily handled
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by introducing the so-called “Skorohod map.” In the current model the directions of
control, which do not point inward into the state space (see Figure 1), do not allow
for a similar reduction. However, one useful feature of the dynamics (see (1)) is that
once the state of the system reaches the boundary of S, the only admissible control
corresponds to moving the state process instantaneously to the origin and keeping it
there at all times. This observation allows us to convert an infinite horizon cost to
an exit time criterion (see (2)–(4)). This reformulation makes some aspects of the
convergence analysis simpler; however, the degeneracies in the state dynamics make
the treatment of convergence properties of exit times quite subtle. To see the basic
difficulty, consider the following simple example. Let ξn be a sequence of positive
reals such that ξn → 0 as n → ∞. Let xn be the solution of the ODE ẋ = x with
initial condition ξn and x be the solution of the same ODE with 0 initial condi-
tion. Clearly xn → x uniformly on compacts; however, if τn

.
= inf{t|xn(t) = 0} and

τ
.
= inf{t|x(t) = 0}, then clearly τn �→ τ . In other words, convergence of processes

in general need not imply the convergence of the corresponding exit times. The issue
is especially problematic when, as is the case for the controlled dynamics considered
in this paper, the diffusion coefficients in the state dynamics are not uniformly non-
degenerate. This is another key difference between the current model and the problem
studied in [20].

One of the major obstacles in proving the convergence of the value function of a
sequence of approximating discrete MDPs to the value of the original singular control
problem is proving the tightness of the sequence of singular control terms in the
Skorohod D[0,∞) space. A powerful technique for bypassing this tightness issue,
based on suitable stretching of a time scale, was introduced in [20]. Although such
time transformation ideas go back to the work of Meyer and Zheng [27] (see also Kurtz
[18]), the papers [20, 21] were the first to use such ideas in stochastic control problems.
A similar technique was also recently used in [3]. A key ingredient to this technique is
the uniform moment estimate obtained in Lemma 4.4. In [20] such a moment estimate
follows easily from the form of the cost function where a strictly positive proportional
cost is incurred for exercising the singular control. In the current problem there is
no direct contribution to the (cost) reward function from the singular control term
and, as a result, the proof of this uniform estimate becomes more involved. Roughly
speaking, the main idea of the proof is that a controller cannot make too much use of
a singular control without pushing the process to the boundary of the domain.

The paper is organized as follows. In section 2 we give a precise formulation of
the control problem of interest. We also present here two propositions (Propositions
2.2 and 2.4) which allow approximation of the original control problem by one with
a bounded state space and bounded consumption actions. Section 3 introduces the
discrete MDP that approximates the original singular control problem, and section
4 defines the continuous time interpolations and the time transformation that are
key to the convergence analysis. In section 5 we present the main convergence result
that establishes the convergence of the value function of the MDP to that of the
original singular control problem. Section 6 is devoted to computational methods
for the MDP. A key result here is Lemma 6.1 which allows, via Theorems 6.2 and
6.3, iterative methods for computation of the value function and optimal control
policies for the MDP. In problems with only absolutely continuous controls, estimates
of the form in Lemma 6.1 are straightforward consequences of a contraction property
that follows from the strictly positive discount factor in the cost (cf. Chapter 6 of
[19]). However, for singular control problems, due to the instantaneous nature of the
control, such contraction estimates are typically unavailable. Here, once again, we
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use the special feature of the dynamics, which says that excessive use of the singular
control will rapidly bring the process to the boundary, in obtaining such an estimate.
In section 7 we present results from a numerical study of the algorithm. Finally, the
appendix contains proofs of the more technical results.

The following notation will be used in the paper. Given a Polish space E, DE ≡
D([0,∞) : E) will denote the space of paths that are right-continuous with left limits
(RCLL) on [0,∞) taking values in E, endowed with the usual Skorohod topology. For
an RCLL path {ξ(t)}, the jump at t > 0 will be denoted by δξ(t). As a convention
we take δξ(0)

.
= ξ(0). For a sequence of random variables {ξn}n≥0, we will use the

notation δξn for the increment ξn+1 − ξn. For a point x ∈ R
k and a set G ∈ R

k,
dist(x,G) will denote the distance of x from G. The Borel sigma field for a metric
space E will be denoted by B(E).

2. Optimal consumption and portfolio selection with transaction costs.
We begin with a precise mathematical formulation of the optimal consumption and
investment problem described in the previous section. Let (Ω,F ,P) be a probability
space on which is given a filtration {Ft}t≥0 satisfying the usual hypothesis. Let
W be a real-valued {Ft}-Brownian motion. We will denote the probability system
(Ω,F ,P, {Ft},W ) by Φ. The Wiener process represents the source of uncertainty of
the risky asset. The state process, which represents the wealth of the investor, is a
controlled Markov process Z ≡ (X,Y ) given on the above probability system via the
equations

dX(t) = (rX(t) − C(t))dt− (1 + λ)dM(t) + (1 − μ)dN(t),

dY (t) = bY (t)dt + σY (t)dW (t) + dM(t) − dN(t),(1)

with initial condition X(0−) = x, Y (0−) = y, where z
.
= (x, y) ∈ S . Here C is

an {Ft}-progressively measurable process such that for all t ∈ [0,∞), C(t) ≥ 0 a.s.

and E
∫ t
0
e−rsC(s)ds < ∞. Also, M and N are {Ft}-adapted, nondecreasing, RCLL

processes satisfying M(0) ≥ 0 and N(0) ≥ 0 a.s. The processes X and Y represent
the amounts invested in the bond and the stock, respectively; M(t), N(t) denote
the cumulative purchases and sales of stock, respectively, over [0, t]. The process C
represents the consumption of the investor. The processes C, M , and N are the
control processes. Since M and N are not required to be absolutely continuous (with
respect to the Lebesgue measure), they are referred to as singular controls. Denote
by A(Φ, z) ≡ A(z) the set of “admissible controls,” i.e., all U ≡ (C,M,N) of the form
described above. Let ∂S denote the boundary of S. From the dynamical description
of Z it follows that if z ∈ ∂S, then the only control that keeps the investor solvent
takes Z to the origin instantly and keeps it there at all times (see Figure 1).

Recall the utility function f in the introduction. Since f(0) = 0, one can refor-
mulate the state constraint control problem on an infinite time horizon described in
the introduction to an exit time control problem, as follows. For z ∈ S and U ∈ A(z),
let τ ≡ τ(z, U) be defined as

τ
.
= inf{t ∈ [0,∞) : Z(t) /∈ S

o},(2)

where Z is the controlled process corresponding to initial condition z and control U .
Define the cost, J(z, U), for using the control U by

J(z, U)
.
= E

∫
[0,τ)

e−βtf(C(t))dt.(3)
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S

Fig. 1. State space and singular control directions.

The value function of the control problem is then given by

V (z) = sup
Φ

sup
U∈A(z)

J(z, U),(4)

where the outside supremum is over all probability systems Φ. The following will be
a standing assumption in this work.

Condition 2.1. For all z ∈ S, V (z) < ∞ and V : S → R+ is a continuous map.
We refer the reader to [16, 29, 31] for some sufficient conditions needed for the

above assumption to hold.
State and control space truncation. In order to develop numerical methods

for computing V (z), we will need to first approximate the control problem by an
analogous control problem with a bounded state space and control set. We now
present the convergence result, which says that the value function of the “truncated
control problem” converges to V as the truncation parameters approach their limits.
We begin by considering the control space truncation.

For p ∈ (0,∞), let Ap(Φ, z) ≡ Ap(z) be the subset of A(z) consisting of U =
(C,M,N), which satisfy 0 ≤ C(t) ≤ p, for all t ≥ 0 a.s. Define Vp(z) by replacing
A(z) with Ap(z) in (4). The following is the first convergence result.

Proposition 2.2. Vp converges to V, uniformly on compact subsets of S, as
p → ∞.

Proof. We first establish pointwise convergence, i.e., Vp(z) → V (z) as p → ∞.
Since Vp(z) ≤ V (z), it suffices to show that, for all z ∈ S,

lim inf
p→∞

Vp(z) ≥ V (z).

Fix ε > 0 and choose an “ε-optimal control,” i.e., Uε ∈ A(z) such that V (z) − ε <
J(z, Uε). Suppose τε is the associated exit time from S

o. Define a control Ũp ≡
(C̃p, M̃p, Ñp) by C̃p(t)

.
= Cε(t) ∧ p, M̃p(t)

.
= Mε(t), Ñp(t)

.
= Nε(t), t ≥ 0. It follows

from the fact that C̃p ≤ Cε and standard comparison results for solutions of stochastic
differential equations (cf. Proposition 5.2.18 of [17]) that the wealth process under
control Ũp is never less than the wealth process under control Uε. In particular,
denoting by τp the exit time from S

o by the controlled process corresponding to the

control Ũp, we have τp ≥ τε. Combining this with the observations that C̃p(t) ↑ Cε(t)
as p → ∞ a.s. for all t ≥ 0 and f is continuous, we have from Fatou’s lemma

lim inf
p→∞

J(z, Ũp) ≥ lim inf
p→∞

E

∫
[0,τε)

e−βtf(C̃p(t))dt ≥ E

∫
[0,τε)

e−βtf(Cε(t))dt ≥ V (z)−ε.
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Since ε > 0 is arbitrary, the pointwise convergence of Vp to V follows. Next we show
that for each p, Vp is lower semicontinuous (l.s.c.). Fix z ∈ S and let S � zn → z as
n → ∞. To prove that Vp is l.s.c. it suffices to show that

lim inf
n→∞

Vp(zn) ≥ Vp(z).(5)

Fix ε > 0 and let Uε = (Cε,Mε, Nε) ∈ Ap(z) be an ε-optimal control, i.e., Vp(z)− ε <
J(z, Uε). Let Zε be the controlled process according to Uε and define τε via (2) with
Z replaced by Zε. Define Un ≡ (Cn,Mn, Nn) as Cn

.
= Cε, Mn(t)

.
= Mε(t)1t<τε +

M∗
n1t≥τε , Nn(t)

.
= Nε(t)1t<τε + N∗

n1t≥τε , where M∗
n, N

∗
n ≥ 0 are chosen so that the

controlled process Zn corresponding to Un and initial condition zn satisfies Zn(τε) /∈
S
o. (Note that, clearly, Un ∈ Ap(zn).) This ensures that τn

.
= inf{t : Zn(t) /∈ S

o} is at
most τε. Note that on the set {τε = ∞}, we have Un(t) = Uε(t) for all t ≥ 0. We claim
that on the set {τε < ∞} we have lim infn→∞ τn ≥ τε a.s., which implies τn → τε a.s.
as n → ∞ on the set {τε < ∞}. To see the claim, suppose that lim inf τn < τε − δ
for some δ > 0. Then there exists N0 ≥ 1 such that τn < τε − δ/2 for all n ≥ N0.
Also, from the choice of the control Un we see that, for all δ > 0 and L ∈ (0,∞),
sup0≤t≤(τε−δ/2)∧L |Zn(t) − Z(t)| → 0 in probability as n → ∞. Combining this with
the fact that Zn(τn) /∈ S

o, we have that Z(t) /∈ S
o for some t ≤ τε − δ/2. However,

this contradicts the definition of τε. Thus we have shown τn → τε a.s. on the set
{τε < ∞}.

Next, recalling the choice of Uε and that Cε(t) = Cn(t) for all t ≥ 0 on the set
{τε = ∞}, we have

Vp(z) − Vp(zn) ≤ J(z, Uε) − J(zn, Un) + ε

= E

[
1{τε<∞}

∫
[τn,τε)

e−βt(f(Cε(t)) − f(Cn(t)))dt
]

+ ε

≤ f∗(p)E
[
1{τε<∞}

∫
[τn,τε)

e−βtdt
]

+ ε,

where f∗(p)
.
= sup0≤c≤p f(c) < ∞. Since τn → τε a.s. on the set {τε < ∞}, the first

term on the right in the last line above approaches 0 as n → ∞. Inequality (5) now
follows from the above display on taking n → ∞ and then ε → 0. Finally, note that
for each z, V (z)−Vp(z) ↓ 0. The result now follows from Dini’s theorem (cf. Theorem
M8 in [1]).

Next, we consider the truncation of the state space. The reduction will be achieved
by replacing the original dynamical system given by (1) with one which evolves exactly
as before in the interior of some compact domain but is instantaneously reflected back
when the controlled process is about to exit the domain. The reflection mechanism
is made precise via the notion of a Skorohod map. We begin with the following
definition. Fix 
 ∈ (0,∞).

Definition 2.3. Let φ ∈ D .
= D([0,∞) : R

2) be such that φ(0) ∈ (−∞, 
] ×
(−∞, 
]. We will denote the space of all such φ by D0. We say a pair (ψ, η) ∈ D×D
solves the Skorohod problem (SP) for φ in (−∞, 
] × (−∞, 
], with normal reflection,
if the following hold:

(i) ψ(0) = φ(0).
(ii) ψ(t) = φ(t) − η(t), t ∈ (0,∞).
(iii) ψ(t) ∈ (−∞, 
] × (−∞, 
] for all t ≥ 0.
(iv) η(·) is componentwise nondecreasing.
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(v) ηi(t) =
∫
(0,t]

1{ψi(t)=�}dηi(t), i = 1, 2, where η(t) = (η1(t), η2(t))
′, ψ(t) =

(ψ1(t), ψ2(t))
′.

It is well known (cf. [7, 13]) that for every φ ∈ D0, there is a unique solution
(ψ, η) to the above SP. We will write ψ = Γ(φ) and refer to the map Γ : D0 → D0 as
the Skorohod map. The following Lipschitz property (cf. [7]) is quite useful in various
estimates. There exists κ ∈ (0,∞), independent of 
, such that, for all φ1, φ2 ∈ D0,

|Γ(φ1) − Γ(φ2)|∗T ≤ κ|φ1 − φ2|∗T , T ∈ (0,∞).(6)

We will now introduce the modified constrained dynamics of the controlled Markov
process. Set S�

.
= S∩ (−∞, 
]× (−∞, 
]. Let Z� ≡ (X�, Y�) solve the following system

of equations:

dX�(t) = (rX�(t) − C(t))dt− (1 + λ)dM(t) + (1 − μ)dN(t) − dR1(t),

dY�(t) = bY�(t)dt + σY�(t)dW (t) + dM(t) − dN(t) − dR2(t),(7)

where Z�(0−) = z, U ≡ (C,M,N) ∈ Ap(z), z = (x, y) ∈ S�, and R = (R1, R2)
′ is a

componentwise nondecreasing, RCLL, {Ft}-adapted process satisfying∫ ∞

0

1{X�(t)<�}dR1(t) = 0,

∫ ∞

0

1{Y�(t)<�}dR2(t) = 0.(8)

The unique solvability of (7) and (8) follows from the Lipschitz continuity property (6)
of the Skorohod map and the usual Picard iteration method. Define τ� and J�(z, U)
as in (2) and (3) with Z replaced by Z� in (2) and τ replaced by τ� in (3). Define V�,p

as

V�,p(z) = sup
Φ

sup
U∈Ap(Φ,z)

J�(z, U).(9)

The following is the second convergence result of this section.
Proposition 2.4. For all p ∈ (0,∞), V�,p converges to Vp, uniformly on compact

subsets of S, as 
 → ∞.
Proof. Let Z ≡ (X,Y ) be as in (1) and τ as in (2), with C ≡ 0. It is easy to check

that for each T ∈ (0,∞) and compact subset S0 ⊂ S, there exists Λ ≡ Λ(T ) ∈ (0,∞)
such that

sup
Φ

sup
(M,N)

sup
z∈S0

E sup
0≤t≤T∧τ

(X+(t) + Y +(t)) ≤ Λ,

where the supremum is taken over all {F(t)}-adapted, nondecreasing, RCLL processes
M and N such that M(0) ≥ 0, N(0) ≥ 0, and over all systems Φ. Thus in particular
we have that

sup
�

sup
Φ

sup
U∈Ap(Φ,z)

sup
z∈S0

E sup
0≤t≤T∧τ�

(X+
� (t) + Y +

� (t)) ≤ Λ,(10)

where Z� ≡ (X�, Y�) are as defined in (7), and τ� is as introduced below (8).
Fix δ > 0. Let z ∈ S0 and ε > 0 be arbitrary. Let Φ and U ∈ Ap(z,Φ) be such

that V�,p(z) ≤ J�(z, U) + ε. Choose T ∈ (0,∞) such that f∗(p)e
−βT /T < ε. Then

V�,p(z) ≤ E
∫ T∧τ�
0

e−βtf(C(t))dt + 2ε.
Choose 
0 ≡ 
0(δ) such that 
0 > (Λf∗(p))/(δβ). Define

A�0
.
=

{
ω : sup

0≤t≤T∧τ�

(X+
� (t) + Y +

� (t)) > 
0

}
.
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Then

E

∫ T∧τ�

0

e−βtf(C(t))dt

= E

[
1A�0

∫ T∧τ�

0

e−βtf(C(t))dt

]
+ E

[
1Ac

�0

∫ T∧τ�

0

e−βtf(C(t))dt

]
.(11)

It follows from Markov’s inequality and (10) that P[A�0 ] ≤ Λ/
0. Thus the first
integral on the right side of (11) is bounded by (f∗(p)/β)P[A�0 ] ≤ δ. Next, for 
 ≥ 
0,
on the set Ac

�0
, Z�(· ∧ T ∧ τ�) = Z(· ∧ T ∧ τ�). In particular, T ∧ τ ≥ T ∧ τ�. Thus

E

[
1Ac

�0

∫ T∧τ�

0

e−βtf(C(t))dt

]
≤ E

[∫ T∧τ

0

e−βtf(C(t))dt

]
≤ Vp(z).

Combining the above bounds, we have V�,p(z) ≤ Vp(z)+δ+2ε. Since ε > 0 is arbitrary,
we have that, for all 
 ≥ 
0 and z ∈ S0, V�,p(z) ≤ Vp(z) + δ. It is easily seen that the
roles of Vp and V�,p can be interchanged in the above argument. Thus we have that,
given δ > 0, there exists an 
0 such that |V�,p(z) − Vp(z)| ≤ δ if 
 > 
0, for all z ∈ S0.
Since S0 is an arbitrary compact subset of S, the result follows.

Corollary 2.5. For all z ∈ S, limp→∞ lim�→∞ V�,p(z) = V (z).

3. An approximating Markov decision problem. In this section we will
present the Markov decision problem whose value function approximates V�,p. Since
throughout this section 
, p will be fixed, we will drop them from the notation:
V�,p, τ�, J�,Ap(z) and Z� ≡ (X�, Y�). We will introduce a discrete time, discrete state
controlled Markov chain to approximate the continuous time process given by (7).

Fix h > 0 and define the two-dimensional h-grid, Lh .
= {(jh, kh) : −∞ < j, k <

+∞}. The symbol h denotes the approximation parameter, and as h approaches
0, a suitable interpolation of the controlled Markov chain, to be introduced below,
“approaches” a controlled diffusion process of the form in (7). We will assume for
simplicity that 
 is an integer multiple of h.

A natural definition of the state space for the approximating chain is S
h
�

.
= S� ∩

Lh. However, due to reflection terms in the dynamics of the controlled process, it
is convenient to consider a slightly “enlarged” state space, namely, S

h+
�

.
= S�+h ∩

Lh. The “solvency boundary” and reflecting boundary of the space S
h+
� are defined,

respectively, as

∂h .
= {(x, y) ∈ S

h+
� : x + (1 + λ)y ≤ h(1 + λ), or x + (1 − μ)y ≤ h}

∂h
R

.
= {(x, y) ∈ S

h+
� : x = 
 + h, or y = 
 + h}.

Let {Zh
n , n = 0, 1, 2, . . . } be a discrete time controlled Markov chain with state

space S
h+
� , with Zh

n = (Xh
n , Y

h
n ). The transition probabilities will be defined so

that the chain’s evolution law well approximates the local behavior of the controlled
diffusion (7). For each n, the increments of the chain δZh

n will approximate exactly
one of the following dynamical descriptions:

• “Controlled diffusion step”: (rXt − Ct, bYt)
′dt + (0, σ)′dWt.

• “Purchase control step”: (−(1 + λ), 1)′dMt.
• “Sales control step”: (1 − μ,−1)′dNt.
• “Reflection step”: dRt.
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Each of these steps is described precisely in what follows. We also introduce a family of
“interpolation intervals” {Δh, h > 0} used in defining the approximating cost function
and in the convergence arguments. For each pair (z, c) ∈ S

h+
� × [0, p] we first define

a family Δ̃h(z, c). For the controlled diffusion steps, if the state of the chain is z and
the exercised consumption control is c, Δh will be taken to be Δ̃h(z, c); whereas for
singular control steps and reflection steps, Δh will be taken to be 0. This reflects
the fact that for the controlled diffusion (7), reflection and singular control terms can
change the state instantaneously. Suitable conditions on Δ̃h(z, c) needed to obtain
convergence of the continuous time interpolated processes to corresponding controlled
diffusions are introduced below.

Controlled diffusion steps and local consistency. By a controlled diffusion
step we mean that the Markov chain evolves according to a transition law which is
“locally consistent” in the sense of [19], with a (controlled) diffusion given as

dX̃(t) = (rX̃(t) − C(t))dt, dỸ (t) = bỸ (t)dt + σỸ (t)dW (t).

Formally, given h > 0, we choose for each c ∈ [0, p] and z ∈ S
h+
� \ ∂h a probabil-

ity measure q
(0)
h (z, c, dz̃) on Lh, along with an interpolation interval Δ̃h(z, c), which

satisfies the following local consistency conditions for some ρ > 0:

m0(z, c)
.
=

∫
Lh

(z̃ − z)q
(0)
h (z, c, dz̃) =

(
rx− c
by

)
Δ̃h(z, c) + O(hρΔ̃h(z, c)),(12)

σ0(z, c)
.
=

∫
Lh

(z̃ − z −m0(z, c))(z̃ − z −m0(z, c))
′q

(0)
h (z, c, dz̃)

=

(
0 0
0 |σy|2

)
Δ̃h(z, c) + O(hρΔ̃h(z, c)).(13)

In the above displays, z̃ = (x̃, ỹ), and throughout, by the symbol O(k) we will mean
an expression which is bounded above by α|k|, where α is a constant depending only
on the coefficients of the model and the truncation parameters 
, p. In addition we

assume that there exists ζ ∈ (0,∞) such that q
(0)
h (z, c, Bζh(z)) = 1 for all c ∈ [0, p]

and h > 0, where Bζh(z) is a ball of radius ζh centered at z. The interpolation
intervals are required to satisfy

Δ̃h
∗

.
= sup

z,c
Δ̃h(z, c) → 0 as h → 0, inf

z,c
Δ̃h(z, c) > 0 for each h > 0,(14)

where the sup and inf in the above displays are taken over all (z, c) ∈ S
h+
� × [0, p]. For

the sake of specificity we make the following choice for q
(0)
h . Let Q(x, y) ≡ Qh(x, y)

.
=

hr|x| + hp + hb|y| + σ2y2. Define for all (x, y) ∈ S
h+
� \ ∂h

q
(0)
h ((x, y), c, (x + h, y))

.
=

hrx+

Q(x, y)
, q

(0)
h ((x, y), c, (x− h, y))

.
=

hrx− + hc

Q(x, y)
,

q
(0)
h ((x, y), c, (x, y + h))

.
=

hby+ + 1
2σ

2y2

Q(x, y)
, q

(0)
h ((x, y), c, (x, y − h))

.
=

hby− + 1
2σ

2y2

Q(x, y)
,

q
(0)
h ((x, y), c, (x, y))

.
=

h(p− c)

Q(x, y)
,

Δ̃h(z, c)
.
=

h2

Q(x, y)
.(15)
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It is easy to check that q
(0)
h , Δ̃h defined above satisfy (12), (13), and (14).

Singular control steps. The singular control terms in the controlled diffusion
are the nondecreasing RCLL processes M and N . The process M pushes the state
process in the direction v1 = (−(1 + λ), 1)′, whereas N pushes the state process in
the direction v2 = ((1−μ),−1)′. For the approximating chain we will assume that at
most one among the sales control and purchase control are exercised at any given time
instant and that the magnitude of the corresponding displacement is O(h). In order
to capture the “singular” behavior of the limit diffusion—namely, the feature that the
state process can instantaneously be displaced by large amounts—we will take the
interpolation interval for all singular control steps in the approximating chain to be
0.

In order to obtain weak convergence of the interpolated chain to the controlled
diffusion, we need to ensure that the control directions match asymptotically those
for the physical problem. More precisely, given h > 0 we define for each z ∈ S

h+
� two

probability measures q
(i)
h (z, dz̃), i = 1, 2, on Lh as follows. For states (x, y) ∈ S

h+
� \∂h,

q
(1)
h ((x, y), (x− h, y)) = λ/(λ + 1), q

(1)
h ((x, y), (x− h, y + h)) = 1/(λ + 1);(16)

q
(2)
h ((x, y), (x, y − h)) = μ, q

(2)
h ((x, y), (x + h, y − h)) = 1 − μ.(17)

It is easy to check that q
(1)
h and q

(2)
h introduced above satisfy the following consistency

conditions:

mi(z)
.
=

∫
Lh

(z̃ − z)q
(i)
h (z, dz̃) = hvi,(18)

σi(z)
.
=

∫
Lh

(z̃ − z −mi(z))(z̃ − z −mi(z))
′q

(i)
h (z, dz̃) = O(h2).(19)

Reflection steps. We will define a transition kernel that with probability 1
moves a state in ∂h

R to some state in S
h
� . Once more, since reflection in the diffusion

control problem occurs instantaneously, we take the interpolation interval at reflection
steps to be 0. Since the directions of reflection in the diffusion control problem are
normal, a natural choice of the transition kernel for reflection step is as follows for
z ∈ ∂h

R :

q
(3)
h ((
 + h, y), (
, y)) = 1, q

(3)
h ((x, 
 + h), (x, 
)) = 1, q

(3)
h ((
 + h, 
 + h), (
, 
)) = 1.

(20)

For z /∈ ∂h
R , q

(3)
h (z, ·) can be defined arbitrarily. It will be seen from the definition of

admissible controls given below that for such states, the definition of q
(3)
h is immaterial.

The controlled Markov chain. As described above, the control at each step
is first specified by the choice of an action: controlled diffusion, singular control, or
reflection. Therefore, we define a sequence of control actions {Ihn , n = 0, 1, 2, . . . }
with Ihn = 0, 1, 2, 3 if the nth step in the chain is a controlled diffusion step, pur-
chase control step, sales control step, or reflection step, respectively. In the case of
a controlled diffusion step, the magnitude of the consumption control must also be
specified. Consequently, the space of controls is given by U .

= {0, 1, 2, 3} × [0, p].
The probability measures associated with each of the control actions will now be

combined into a single probability measure for use in defining the controlled Markov
chain. For each z ∈ S

h+
� \ ∂h, u ∈ U (u = (i, c)), we define a probability measure
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ph(z, u, dz̃) on Lh by

ph(z, u, dz̃) = q
(0)
h (z, c, dz̃)1{i=0} + q

(i)
h (z, dz̃)1{i∈{1,2,3}}.(21)

The definition of the transition function for z ∈ ∂h is not important since in the
analysis of the control problem the chain will be stopped the first time it hits ∂h. For
the sake of specificity we set ph(z, u, z) = 1 for all z ∈ ∂h and u ∈ U .

We are now ready to specify the controlled Markov chains. Given a sequence
Uh = {Uh

n , n = 0, 1, 2, . . . } (where Uh
n = (Ihn , C

h
n)) of U-valued random variables

we construct a controlled Markov chain {Zh
n , n = 0, 1, 2, . . . } with initial condition

zh = (xh, yh) ∈ S
h+
� and state space S

h+
� , as follows:

Zh
0 = zh, P[Zh

n+1 ∈ E|Fh
n ] = ph(Zh

n , U
h
n , E), n ≥ 0, E ∈ B(Sh+

� ),(22)

where Fh
n = σ{Zh

0 , . . . , Z
h
n , U

h
0 , . . . , U

h
n}. The following definition of admissible con-

trols ensures that Zh
n ∈ S

h+
� for all n, and so the definition in (22) is meaningful.

Definition 3.1. The control sequence Uh = {Uh
n , n = 0, 1, 2, . . . } is said to be

admissible for the initial condition zh, and {Zh
n} ({Zh

n , U
h
n}) is called the corresponding

controlled Markov chain (respectively, controlled pair) if
1. Uh

n is σ{Zh
0 , . . . , Z

h
n , U

h
0 , . . . , U

h
n−1}-adapted.

2. P[Ihn = 3|Zh
n ∈ S

h
� ] = 0 and P[Ihn = 3|Zh

n ∈ ∂h
R \ ∂h] = 1 for all n.

3. Condition (22) holds.
The class of all admissible control sequences for initial state zh will be denoted by
Ah(zh).

We also define for each z ∈ S
h+
� and u = (i, c) ∈ U the interpolation intervals

Δh(z, u) = Δ̃h(z, c)1{i=0}.(23)

For an admissible pair {Zh
n , U

h
n}, we denote the associated sequence of interpolation

intervals Δh(Zh
n , U

h
n ) by {Δh

n, n = 0, 1, 2, . . . }. Define, th0
.
= 0 and thn

.
=
∑n−1

i=0 Δh
i for

n ≥ 1.
MDP for the chain. Given an admissible pair {Zh

n , U
h
n} let ηh

.
= inf{n : Zh

n ∈
∂h}. The cost function for the controlled Markov chain is defined as

Jh(zh, U
h) = E

ηh−1∑
n=0

e−βthnf(Ch
n)

(
1 − e−βΔh

n

β

)
.(24)

Note that we have used the factor (1 − e−βΔh
n)/β rather than the more intuitive

(and asymptotically equivalent) Δh
n. This somewhat simplifies the convergence proofs

without affecting the limiting results. The value function of the MDP is defined as

V h(zh) = sup
Uh∈Ah(zh)

Jh(zh, U
h).(25)

4. Continuous time interpolation and time rescaling. One of the main
goals of the study is to show that the value function of the MDP defined in (25)
converges, as h → 0, to the value function of the limit diffusion control problem. This
convergence result allows for the computation of near optimal policies for the diffusion
control problem introduced below (6) by numerically solving the above MDP. We next
introduce the continuous time interpolation and time rescaling techniques that will
be used in the proof of our main convergence result.
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The continuous time interpolations of various processes will be constructed to be
piecewise constant on the time intervals [thn, t

h
n+1), n ≥ 0. For use in this construction

we define nh(t)
.
= max{n : thn ≤ t}, t ≥ 0. Note that nh(t) is an {Fh

n}-stopping time.
Setting Fh(t)

.
= Fh

nh(t) we obtain a continuous time filtration {Fh(t), t ≥ 0}. Define

Uh(t)
.
= Uh

nh(t), t ≥ 0. Also, define the continuous time processes associated with the

controlled diffusion steps as follows. First, let Bh
0 = 0 and Sh

0 = 0 and define for
n ≥ 1,

Bh
n

.
=

n∧ηh−1∑
k=0

E[δZh
k |Fh

k ]1{Ih
k =0}, Sh

n
.
=

n∧ηh−1∑
k=0

(
δZh

k − E[δZh
k |Fh

k ]
)
1{Ih

k =0}.(26)

Define the continuous time process Bh by setting Bh(0)
.
= 0 and Bh(t)

.
= Bh

nh(t) for

t > 0. The process Sh is defined in a similar manner. We define the interpolations
associated with the purchase control and sales control as follows. Let Mh

0 = 0, Nh
0 = 0,

Eh
i,0 = 0, i = 1, 2, and define for n ≥ 1,

Mh
n

.
=

n∧ηh−1∑
k=0

h1{Ih
k =1}, Nh

n
.
=

n∧ηh−1∑
k=0

h1{Ih
k =2}, Eh

i,n
.
=

n∧ηh−1∑
k=0

(δZh
k − hvi)1{Ih

k =i}.

The continuous time processes Mh and Nh are defined as Mh(0)
.
= 0, Nh(0)

.
= 0 and

Mh(t)
.
= Mh

nh(t), N
h(t)

.
= Nh

nh(t) for t ≥ 0. The processes Eh
1 and Eh

2 are defined

analogously. The continuous time process associated with reflection is defined as
follows. If nh(t) = 0, define Rh(t) = 0; otherwise let

Rh(t)
.
= −

nh(t)−1∑
k=0

δZh
k 1{Ih

k =3}.(27)

We define the continuous time interpolation Zh of the controlled Markov chain Zh
n

introduced in Definition 3.1 by Zh(t)
.
= Zh

nh(t), t ≥ 0. The following representation

for Zh(t) is easily verified:

Zh(t) = zh + Bh(t) + Sh(t) + v1M
h(t) + v2N

h(t) + Eh
1 (t) + Eh

2 (t) −Rh(t), t ≥ 0.

(28)

Also, it follows from condition (12) that on the set {Ihn = 0, ηh > n},

E[δZh
n |Fh

n ] =

(
rXh

n − Ch
n

bY h
n

)
Δh(Zh

n , 0, C
h
n) + O(hρΔh(Zh

n , 0, C
h
n)) a.s.

This fact, together with the piecewise constant nature of the processes, yields

Bh(t) =

∫ t∧τh

0

(
rXh(s) − Ch(s)

bY h(s)

)
ds + δh1 (t),(29)

where τh
.
= thηh

and δh1 is an {Fh(t)}-adapted process which, in view of (14), satisfies
for all t ≥ 0 and m ≥ 1,

sup
0≤s≤t

E|δh1 (s)|m → 0 as h → 0.
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A similar calculation gives the following representation of the cost function (24):

Jh(zh, U
h) = E

∫
[0,τh]

e−βtf(Ch(t))dt.(30)

Time rescaling. A common approach for proving the convergence of V h to V
as h → 0 is to begin by showing that the collection {(Zh(·), τh), h ≥ 0} is tight and
then characterize the subsequential weak limits suitably. However, for problems with
singular controls, showing the tightness of the above family becomes problematic since,
in general, the processes {(Mh(·), Nh(·)), h ≥ 0} may fail to be tight. A powerful
method for handling this tightness issue was introduced by Martins and Kushner [21].
The basic idea is to suitably stretch out the time scale so that the various processes
involved in the convergence analysis, in the new time scale, are tight; carry out the
weak convergence analysis with the rescaled processes; and finally, revert back to the
original time scale to argue the convergence of V h to V .

We now introduce the time rescaling that will be used in our study. The rescaled
time increments, {Δ̂h

n, n = 0, 1, 2, . . . }, are defined as Δ̂h
n

.
= Δh

n1{Ih
n=0} +h1{Ih

n∈{1,2}}.

Define t̂h0
.
= 0 and t̂hn

.
=
∑n−1

i=0 Δ̂h
i for n ≥ 1.

Definition 4.1. The rescaled time process T̂h(t) is the unique continuous non-
decreasing process satisfying the following: (1) T̂h(0) = 0; (2) the derivative of T̂h(t)
is 1 for t ∈ (t̂hn, t̂

h
n+1) if Ihn = 0; (3) the derivative of T̂h(t) for t ∈ (t̂hn, t̂

h
n+1) is 0 if

Ihn = 1, 2, 3.
It is easy to check that T̂h(t̂hn) = thn and that T̂h(t̂hn+1) − T̂h(t̂hn) = Δh

n. Let

n̂h(t)
.
= max{n : t̂hn ≤ t}, t ≥ 0. Using the observation that every reflection step must

be followed by either a singular control step or a diffusion control step, it follows that
n̂h(t) is a bounded {Fh

n}-stopping time, with bound

n̂h(t) ≤ 2

(
t

h
+

t

infz,c Δ̂h(z, 0, c)

)
< ∞.(31)

Define the continuous time filtration {F̂h(t), t ≥ 0} by setting F̂h(t)
.
= Fn̂h(t).

The rescaled processes (denoted with a ˆ ) are defined in a manner similar to
the processes defined below (26) with appropriate adjustments to the time variable.
For example, we define B̂h(0) = 0 and B̂h(t)

.
= Bh

n̂h(t) if n̂h(t) > 0. We define the

processes Ûh(t), Ŝh(t), M̂h(t), N̂h(t), Êh
1 (t), Êh

2 , R̂h(t), Ẑh(t) analogously (that is, by
replacing nh(t) with n̂h(t) in the definitions below (26)). Then we have the following
rescaled version of (28):

Ẑh(t) = zh + B̂h(t) + Ŝh(t) + v1M̂
h(t) + v2N̂

h(t) + Êh
1 (t) + Êh

2 − R̂h(t).(32)

Remark 4.2. From the definition of T̂h(t) if follows that n̂h(t) = nh(T̂h(t)).
This equality yields a straightforward relationship between the original interpolated
processes and the rescaled processes. For example, B̂h(t) = Bh(T̂h(t)). Similar
equations hold between Uh(t), Sh(t), Mh(t), Nh(t), Eh

1 (t), Eh
2 , Rh(t), Zh(t), and

their corresponding rescaled versions.
Using the fact that T̂h(t̂hn+1) − T̂h(t̂hn) = Δh

n, which is 0 for singular control and
reflection steps, a calculation similar to that which produced (29) yields

B̂h(t) =

∫ t∧τ̂h
1

0

(
rX̂h(s) − Ĉh(s)

bŶ h(s)

)
dT̂h(s) + δ̂h1 (t),(33)
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where τ̂h1
.
= inf{t : Ẑh(t) ∈ ∂h} and δ̂h1 is an {F̂h(t)}-adapted process satisfying, for

all m ≥ 1,

E sup
0≤s≤t

|δ̂h1 (s)|m → 0 as h → 0.(34)

We now state several lemmas related to the time rescaling. The following “change
of variables” formula (cf. Theorem IV.3.45 in [28]) will be used several times in our
analysis.

Lemma 4.3. Let Ĝ : [0,∞) → [0,∞) be a continuous and nondecreasing function.
Suppose that Ĝ(t) → ∞ as t → ∞. Define the inverse G : [0,∞) → [0,∞) as G(t) =
inf{s : Ĝ(s) > t}. Then for all bounded and measurable functions g : [0,∞) → [0,∞),∫

[0,G(t)]

g(s)dĜ(s) =

∫
[0,t]

g(G(s))ds.(35)

The following lemma is at the heart of the time transformation idea. It ensures
that the weak limits of T̂h(t) increase to ∞ as t → ∞ and thus makes reverting back
to the original time scale, in the limit, possible (see Theorem 5.6). The proof of the
lemma is contained in the appendix.

Lemma 4.4. Let {Uh
n , n = 0, 1, 2, . . . }h>0 be a family of admissible control se-

quences. Then for all t ≥ 0,

sup
h

E|Mh(t) + Nh(t)| < ∞.(36)

An important consequence of the above lemma is the following.
Lemma 4.5. There exists an h0 ∈ (0,∞) such that for all h < h0, T̂h(t) → ∞

with probability 1 as t → ∞.
Proof. Since Δ̃h

∗ → 0 as h → 0, we can find an h0 such that Δ̃h
∗ < 1 for all h < h0.

We will argue via contradiction. Suppose h < h0 and P[supt≥0 T̂
h(t) < ∞] > 0. Then

there exist ε > 0 and T0 > 0 such that

P

[
sup
t≥0

T̂h(t) < T0 − 1

]
> ε.(37)

Using Lemma 4.4 we can find a K large enough so that

P[Mh(T0) ≥ K] ≤ EMh(T0)

K
<

ε

4
, P[Nh(T0) ≥ K] ≤ ENh(T0)

K
<

ε

4
.

We will now show that

P[T̂h(T0 + 2K) < T0 − 1] ≤ ε

2
.(38)

This will lead to a contradiction in view of (37) and hence prove the lemma. Note
that

P[T̂h(T0 + 2K) < T0 − 1]

≤ P[T̂h(T0 + Mh(T0) + Nh(T0)) < T0 − 1,Mh(T0) < K,Nh(T0) < K]

+P[Mh(T0) ≥ K] + P[Nh(T0) ≥ K]

≤ P[T̂h(T0 + Mh(T0) + Nh(T0)) < T0 − 1] +
ε

4
+

ε

4
.(39)
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Furthermore, for each fixed t, t+Mh(t)+Nh(t) ≥
∑nh(t)−1

k=0 (Δh
k1{Ih

k =0}+h1{Ih
k =1,2}).

Since T̂h is nondecreasing and T̂h(t̂hn) = thn,

T̂h
(
t + Mh(t) + Nh(t)

)
≥ T̂h

⎛
⎝nh(t)−1∑

k=0

(
Δh

k1{Ih
k =0} + h1{Ih

k =1,2}

)⎞⎠

= T̂h(t̂hnh(t)) = thnh(t) =

nh(t)−1∑
k=0

Δh
k1{Ih

k =0} ≥ t− Δ̃h
∗ .

The last inequality above is a consequence of the inequalities
∑nh(t)−1

k=0 Δh
k1{Ih

k =0} ≤
t ≤
∑nh(t)

k=0 Δh
k1{Ih

k =0}. Recalling that Δ̃h
∗ < 1, we see that T̂h(t + Mh(t) + Nh(t)) ≥

t − 1 for all t ≥ 0. Using this inequality in (39) proves (38) and hence we have the
result.

Let Th(t)
.
= inf{s : T̂h(s) > t}. Observe that T̂h(Th(t)) = t and that, due to

Lemma 4.5, Th(t) < ∞ a.s. for all t ≥ 0. Define τ̂h
.
= Th(τh).

Lemma 4.6. For zh ∈ S
h+
� and {Uh

n} ∈ Ah(zh),

Jh(zh, U
h) = E

∫
[0,τ̂h

1 ]

e−βT̂h(t)f(Ĉh(t))dT̂h(t).

Proof. Note that

τ̂h1 = inf{t : Ẑh(t) ∈ ∂h} = inf{t : Zh(T̂h(t)) ∈ ∂h} = inf{t : T̂h(t) ≥ τh}.

If τh = ∞, then clearly τ̂h1 = ∞. Suppose τh < ∞. Then the above display shows
that τ̂h1 = Th(τh−). Also, clearly T̂h is constant over the interval (Th(τh−), Th(τh)].
The result now follows from (30) and Lemma 4.3.

5. Main convergence result. In this section we show that V h(zh) converges
to V (z) whenever zh → z. The basic approach will be as follows. First, we establish
tightness of the continuous time (rescaled) processes defined in the previous section
and characterize their subsequential limits. Then we define a time transformation for
the limit processes to revert back to the original scale. We will show that the time
transformed versions of the limit processes have the same laws as those of the various
processes in the diffusion control problem. Using this characterization result we will
show that, given a sequence of admissible controls {Uh, h > 0}, the lim sup of the
corresponding cost functions is bounded above by the cost for an admissible control
for the diffusion control problem. This will establish that lim suph→0 V

h(zh) ≤ V (z)
whenever zh → z. Finally, we prove convergence of the value functions by proving the
reverse inequality. The main idea of this proof is to select a near optimal control for
the limit diffusion control problem and to construct from this an admissible control
for the controlled Markov chain which is asymptotically near optimal.

We begin by introducing the following “relaxed control” formulation which arises
naturally in the weak convergence arguments for convergence of the cost functions.

Relaxed control formulation. Let M̃ denote the space of all Borel measures
ϑ on [0, p] × [0,∞) such that if ϑ(dα, dt) = ϑt(dα)ν(dt), then (i) ϑt is a probability
measure on [0, p] for ν-almost every t, and (ii) ν(a, b] ≤ b− a for all 0 ≤ a ≤ b < ∞.
Let M be the subset of M̃ consisting of ϑ that satisfy, for all t ≥ 0, ϑ([0, p]×[0, t]) = t.
Given a probability system Φ and initial condition z ∈ S�, let Āp(Φ, z) be the set of
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all processes Ū ≡ (m,M,N), where M and N are as introduced below (1), m ∈ M
a.s., and m(A × [0, t]) is {Ft}-adapted for all t ∈ [0,∞), A ∈ B[0, p]. Set C(t)

.
=∫

[0,p]
αmt(dα), where mt, a probability measure on [0, p], is defined by the relation

m(dα, dt) = mt(dα)dt.
Let Z be defined via (7) with (C,M,N) as above and τ be given by (2). Define

for Ū ∈ Āp(Φ, z),

J̄(z, Ū)
.
= E

∫
[0,p]×[0,τ)

e−βtf(α)m(dα, dt),

and let

V̄ (z)
.
= sup

Φ
sup

Ū∈Ā(Φ,z)

J̄(z, Ū).

The following lemma establishes the equivalence between the relaxed control formu-
lation and the precise control formulation. The proof is contained in the appendix.

Lemma 5.1. For all z ∈ S, V̄ (z) = V (z).
The space M̃ can be metrized using the Prohorov metric in the usual way (see

pages 263–264 of [19]). Furthermore, with this metric, M̃ is a compact space, and
a sequence ϑn ∈ M̃ converges to ϑ if and only if for all continuous functions ψ on
[0, p] × [0,∞) with compact support,∫

[0,p]×[0,∞)

ψ(α, t)mn(dα, dt) →
∫

[0,p]×[0,∞)

ψ(α, t)m(dα, dt).(40)

We now define M̃-valued random variables m̂h by the relation

m̂h(A× [0, t])
.
=

∫
[0,t]

1A(Ĉh(s))dT̂h(s), A ∈ B([0, p]), t ∈ [0,∞).

Noting that the right side above is equal to
∫
[0,t]

(
∫
A
δĈh(s)(dα))dT̂h(s), where δx is

the probability measure concentrated at x, we can write m̂h(dα, dt) as m̂h
t (dα)ν̂h(dt),

where m̂h
t and ν̂h are given by m̂h

t (A) = δĈh(t)(A), ν̂h(a, b] = T̂h(b) − T̂h(a) for

A ∈ B([0, p]) and 0 ≤ a ≤ b < ∞.
Convergence of the time rescaled processes. Recall the definitions and

notation, found in section 4, relating to the continuous time interpolated processes
and the corresponding rescaled versions. We begin by showing that the processes Êh

1

and Êh
2 converge weakly to the 0 process as h → 0.

Lemma 5.2. Let Êh
i , i = 1, 2, be as defined above (27). Then Êh

i converges in
probability to 0 in D([0,∞) : R

2).
Proof. The local consistency condition (18) and property (22) imply that Eh

i,n

is an {Fh
n}-martingale. As n̂h(t) is a bounded stopping time (cf. (31)) and the

increments of Eh
i,n are bounded, it follows from the optional sampling theorem that

the continuous time process Êh
i (t) is an {F̂h(t)}-martingale, the trace of the quadratic

variation of which is given by Tr〈Êh
i 〉(t) =

∑n̂h(t)∧ηh−1
k=0 E[|δzhk − hvi|21{Ih

k =i}|Fh
k−1].

Finally, applying Doob’s inequality, (19), and the observation that the maximum
number of steps of either singular control in the first n̂h(t) steps is t/h, we have for
i = 1, 2, E[sups≤t |Êh

i (s)|]2 ≤ 4ETr〈Êh
1 〉(t) ≤ O(h2)(t/h) = O(h). The result now

follows.
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Define the process Âh by Âh(t)
.
=
∫
[0,t)

Ĉh(s)dT̂h(s). Let R̄ denote the one point

compactification of R. The following proposition gives the tightness of the various
time rescaled processes. The proof is similar to that of Theorem 5.3 of [20] and is
therefore omitted.

Proposition 5.3. Let Ĥh .
= (Ẑh, T̂h, Âh, M̂h, N̂h, R̂h, B̂h, Ŝh). Then the family

{(Ĥh, τ̂h1 , m̂
h), h > 0} is tight in D([0,∞) : E)× R̄×M, where E = S

h+
� ×R

6
+ ×R

4.

We now turn our attention to characterizing subsequential limit points of the fam-
ily {(Ĥh, τ̂h1 , m̂

h), h > 0}. Suppose that the initial condition sequence {zh} converges
to some z ∈ S�. Slightly abusing notation, let h index a weakly convergent subsequence
of (Ĥh, τ̂h1 , m̂

h) with weak limit, (Ĥ, τ̂1, m̂), where Ĥ
.
= (Ẑ, T̂ , Â, M̂ , N̂ , R̂, B̂, Ŝ),

given on some probability space (Ω,F ,P). Let F̂∗(t)
.
= σ(Ĥ(s), m̂(A × [0, s))|A ∈

B([0, p]), 0 ≤ s ≤ t), and let F̂(t)
.
= F̂∗(t+) ∨ N , where N denotes the collection of

all P-null sets.

Theorem 5.4. The limit point (Ĥ, τ̂1, m̂) has the following properties.

1. T̂ is nondecreasing and Lipschitz continuous with Lipschitz coefficient 1.
2. There exists an {F̂(t)}-progressively measurable process Ĉ with Ĉ(t) ∈ [0, p]

for all t ≥ 0, such that

B̂(t) =

∫ t∧τ̂1

0

(
rX̂(s) − Ĉ(s)

bŶ (s)

)
dT̂ (s).(41)

3. Ŝ1(t) = 0, for all t ≥ 0, and Ŝ2 is a continuous {F̂(t)}-martingale with

quadratic variation 〈Ŝ2〉t =
∫ t
0
|σŶ (s)|2dT̂ (s), t ≥ 0.

4. M̂ and N̂ are nondecreasing and continuous.
5. R̂ is a vector of nondecreasing continuous processes which satisfy

∫ ∞

0

1{X̂(t)<�}dR̂1(t) = 0,

∫ ∞

0

1{Ŷ (t)<�}dR̂2(t) = 0.(42)

6. Ẑ is a continuous process satisfying P[Ẑ(t) ∈ S�] = 1 for all t ≥ 0 and

Ẑ(t) = z + B̂(t) + Ŝ(t) + v1M̂(t) + v2N̂(t) − R̂(t).(43)

7. Writing m̂(dα, dt) as m̂t(dα)ν̂(dt) we have ν̂(a, b] = T̂ (b) − T̂ (a), 0 ≤ a ≤
b < ∞.

8. Ĉ(t) =
∫
[0,p]

αm̂t(dα) for ν̂-almost every t ∈ [0,∞).

Proof. By appealing to the Skorohod representation theorem and by relabeling the
convergent subsequence, we can assume without loss of generality that Ĥh → Ĥ a.s.
The fact that the process T̂ is nondecreasing and Lipschitz continuous with Lipschitz
coefficient 1 follows easily from similar properties for T̂h. Since |Âh(t) − Âh(s)| ≤
p|T̂h(t)−T̂h(s)| it follows that Â is absolutely continuous with respect to T̂ . Therefore
there exists a [0, p]-valued process Ĉ, progressively measurable with respect to {F̂∗(t)}
such that Â(t) =

∫ t
0
Ĉ(s)dT̂ (s). This fact, together with (Ẑh, T̂h) → (Ẑ, T̂ ) a.s. and

an application of the dominated convergence theorem, yields 2. We next show that
Ŝ has continuous paths. First, note that by local consistency ((12), (13)) there exists
ζ ∈ (0,∞) such that for all u ≥ 0, h ≥ 0 j(Ŝh, u)

.
= supt≤u |Ŝh(t) − Ŝh(t−)| ≤ 2ζh.

Thus for h small enough, j(Ŝh)
.
=
∫∞
0

e−u(j(Ŝh, u) ∧ 1)du ≤ 2ζh. Therefore, by

Theorem 3.10.2 in [9] the limiting process Ŝ has continuous paths. One can check
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that the quadratic variation of Ŝh, which is an {F̂h(t)}-martingale, is given by

〈Ŝh〉(t) =

(
0 0
0 1

)∫ t∧τ̂h
1

0

|σŶ h(s)|2dT̂h(s) + δ̂h2 (t),(44)

where due to (14) and using (31) the process δ̂h2 satisfies for all m ≥ 1,

E sup
s≤t

|δ̂h2 (s)|m → 0 as h → 0.

From (44) it follows that Ŝ1(t) = 0 for all t ≥ 0. From (44) and the Burkholder–Gundy
inequalities we also have

E|Ŝh
2 (t)|4 ≤ α

[
T 2 + E sup

0≤u≤t
|δ̂h2 (u)|2

]
.

Thus the family {(Ŝh
2 (t))2, h > 0} is uniformly integrable. A standard argument

(cf. pages 1457–1458 in [20]) shows that Ŝ2 is an {F̂t}-martingale with quadratic
variation as given in 3. Part 4 is immediate on noting that M̂h, N̂h are nondecreasing,
and since the maximum number of purchase or sales steps over (n̂h(t), n̂h(t + s)) is
s/h + 1,

|M̂h(t + s) − M̂h(t)| ≤ s + h, |N̂h(t + s) − N̂h(t)| ≤ s + h.

From Definition 3.1(3) it follows that (42) holds with (X̂, Ŷ , R̂) replaced by (X̂h,
Ŷ h, R̂h). Also clearly Ẑh ∈ (−∞, 
] × (−∞, 
]. Parts 5 and 6 are now immedi-
ate consequences of (32) and continuity properties of the Skorohod map (see (6)).
Next, write m̂(dα, dt) as m̂t(dα)ν̂(dt). Since m̂h([0, p], (a, b]) = T̂h(b) − T̂h(a) for
0 ≤ a ≤ b < ∞, taking limits yields ν̂(a, b] = T̂ (b) − T̂ (a). This proves part 7. Part
8 is immediate from the representation

∫
(a,b]

Ĉh(s)dT̂h(s) =
∫
(a,b]×[0,p]

αm̂h(dα, ds),

0 ≤ a ≤ b < ∞ and the fact that (see the proof of part 2)
∫
(a,b]

Ĉh(s)dT̂h(s) converges

to
∫
(a,b]

Ĉ(s)dT̂ (s).

Time inversion. We now define an inverse time transformation that will revert
the limit processes back to the original time scale. We will see that the time inverted
processes lead to an admissible control pair for the diffusion control problem in (7)–(9).
The key step in returning to the original time scale is the following result analogous
to Lemma 4.5.

Lemma 5.5. T̂ (t) → ∞ with probability 1 as t → ∞.

Proof. We will argue via contradiction. Suppose P[supt≥0 T̂ (t) < ∞] > 0. Then
there exist ε > 0 and T0 > 0 such that

P

[
sup
t≥0

T̂ (t) < T0 − 1

]
> ε.(45)

As in the proof of Lemma 4.5 we can find a K ∈ (0,∞) such that lim infh→0 P[T̂h(T0+
2K) < T0 − 1] ≤ ε/2. The weak convergence T̂h ⇒ T̂ now implies P[T̂ (T0 + 2K) <
T0 − 1] ≤ ε/2. This contradicts (45), and hence the result follows.

Let T be the inverse of T̂ , defined as T (t)
.
= inf{s : T̂ (s) > t}. From Lemma 5.5 it

follows that T (t) < ∞ a.s. for all t ≥ 0. Since T̂ (t) is nondecreasing and continuous,
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it follows that T (t) is nondecreasing and right-continuous. Also note the following
properties for all t ≥ 0:

T (t) ≥ t, T̂ (T (t)) = t, T (T̂ (t)) ≥ t,

T (t) ↑ ∞ as t ↑ ∞, T (t) < ∞ a.s., T̂ (s) ∈ [0, t] ⇔ s ∈ [0, T (t)].(46)

Let Ĥ be as in Theorem 5.4. Define H(t)
.
= Ĥ(T (t)). We will use similar notation

for the various components of H; for example, Z(t)
.
= Ẑ(T (t)), etc. Let τ1

.
= T̂ (τ̂1).

Then by (43), for t ≥ 0,

Z(t) = z + B(t) + S(t) + v1M(t) + v2N(t) −R(t).(47)

Before characterizing the various terms in (47) we note that for t ≥ 0, {T (s) <
t} = {T̂ (t) > s} ∈ F̂(t) since T̂ (t) is F̂(t)-measurable. Therefore, since F̂(t) is
right-continuous, T (s) is an {F̂(t)}-stopping time for each s ≥ 0. Let F0(t)

.
= F̂(T (t))

and note that H(t)
.
= Ĥ(T (t)) and m(A × [0, t])

.
= m̂(A × [0, T (t)]) are F0(t)-

measurable. Define F(t)
.
= σ(H(s),m(A × [0, s]) : A ∈ B([0, p]), 0 ≤ s ≤ t). Then

F(t) ⊆ F0(t).
Theorem 5.6. The processes in (47) have the following properties.

1. B(t) =
∫ t∧τ1
0

( rX(s)−C(s)
bY (s)

)ds.

2. S1 ≡ 0 and S2 is a continuous {F0(t)}-martingale with quadratic variation

〈S2〉(t) =

∫ t∧τ1

0

|σY (s)|2ds.(48)

There exists an enlargement of the probability space (Ω,F ,P) and of the fil-
tration {F0(t)} that supports a Wiener process W, which is a martingale with
respect to the enlarged filtration and such that

S2(t) =

∫ t∧τ1

0

σY (s)dW (s).(49)

3. The process C is {F0(t)}-progressively measurable with C(t) ∈ [0, p] a.s. for
all t ≥ 0. In addition, M(0), N(0) ≥ 0 and the processes M and N are
right-continuous, nondecreasing, and {F0(t)}-adapted. Hence defining Φ

.
=

(Ω,F ,P, {F0(t)},W ) we have U ≡ (C,M,N) ∈ Ap(Φ, z).
4. For all t ≥ 0, Z(t) ∈ (−∞, 
] × (−∞, 
] a.s., R is a vector of nondecreasing

right-continuous processes, and the representation (7) holds with (X�, Y�, Z�)
there replaced by (X,Y, Z).

Remark 5.7. Note that Theorem 5.6 does not prove that (Z,R) is a solution to
the Skorohod problem introduced in Definition 2.3, since in general (8) may fail to
hold for the process R. However, note that if (Z∗, R∗) is the solution of (7) and (8)
with U = (C,M,N) as in part 3 of Theorem 5.6, then by classical comparison results
for (reflected) stochastic differential equations one can show that Z∗(t) ≥ Z(t) for all
t a.s., and so τ∗ ≥ τ where τ is as in (2) and τ∗ is defined by the right side of (2)
with Z replaced by Z∗. This in particular shows that∫

[0,p]×[0,τ ]

e−βtf(α)dmt(dα)dt ≤
∫

[0,p]×[0,τ∗]

e−βtf(α)dmt(dα)dt.(50)
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Proof of Theorem 5.6. Part 1 is an immediate consequence of Theorem 5.4(2) and
Lemma 4.3 on noting that ∫

1[T (τ1−),T (τ1)]dT̂ (s) = 0 a.s.(51)

Clearly, S1(t)
.
= Ŝ1(T (t)) ≡ 0 a.s. From Theorem 5.4 we have that {Ŝ2(t), F̂(t)} is

a continuous martingale. Thus for all n ≥ 1, E[Ŝ2(T (t) ∧ n)|F̂(T (s))] = Ŝ2(T (s) ∧
n) a.s. Also as Ŝ2 has continuous paths and T (t) < ∞ a.s., we have as n → ∞
for all t ≥ 0, Ŝ2(T (t) ∧ n) → Ŝ2(T (t)) = S2(t) a.s. Furthermore, from Theorem
5.4, part 3, there exists α ∈ (0,∞) such that E|Ŝ2(T (t) ∧ n)|2 ≤ αt for all t ≥
0, n ∈ N. Hence, for each fixed t, the family {Ŝ2(T (t) ∧ n), n ≥ 1} is uniformly
integrable and therefore Ŝ2(T (t) ∧ n) → Ŝ2(T (t)) in L1. Taking limits as n → ∞, it
follows that E[Ŝ2(T (t))|F̂(T (s))] = Ŝ2(T (s)), that is, E[S2(t)|F0(s)] = S2(s). This
proves that {S2(t),F0(t)} is a martingale. Although T in general may fail to be
continuous, S2(·)

.
= Ŝ2(T (·)) has continuous paths a.s. This is a consequence of the

fact that {Sh
2 (·)}h>0 is tight in D([0,∞)), and an argument similar to that for {Ŝh

2 }
in the proof of Theorem 5.4 shows that any weak limit point, S̃2, of {Sh

2 } must have
continuous paths a.s. Also, since Ŝh

2 (·) = Sh
2 (T̂h(·)), we must have that if (S̃2, Ŝ2, T̂ ) is

a limit point of the tight sequence (Sh
2 , Ŝ

h
2 , T̂

h), then Ŝ2(t) = S̃2(T̂ (t)), and thus from
(46), S(t)

.
= Ŝ2(T (t)) = S̃2(t). Thus we have shown that S2 is a continuous F0(t)-

martingale. We next consider its quadratic variation. By the Burkholder–Davis–
Gundy inequalities (cf. Theorem 3.3.28 in [17]) there exists a constant α independent
of n such that

E[|Ŝ2
2(T (t) ∧ n)|2] ≤ E

⎡
⎣
(

sup
0≤s≤T (t)

|Ŝ2(s ∧ n)|
)4
⎤
⎦ ≤ α(α2

1t
2).

Thus the families {Ŝ2
2(T (t) ∧ n), n ≥ 1} and {〈Ŝ2〉(T (t) ∧ n), n ≥ 1} are uniformly

integrable for each fixed t ≥ 0. Since Ŝ2
2 (respectively, 〈Ŝ2〉) has continuous paths and

T (t) < ∞ a.s. Ŝ2(T (t) ∧ n) → Ŝ2
2(T (t)) (respectively, 〈Ŝ2〉(T (t) ∧ n) → 〈Ŝ2〉(T (t)))

a.s. as n → ∞. By the uniform integrability, this convergence also holds in the L1

sense. Thus

E[Ŝ2
2(T (t) ∧ n) − 〈Ŝ2〉(T (t) ∧ n)|F̂(T (s))] → E[Ŝ2

2(T (t)) − 〈Ŝ2〉(T (t))|F̂(T (s))].

(52)

The above relation and the fact that Ŝ2
2 − 〈Ŝ2〉 is an F̂t-martingale now show that

E[S2
2(t)−〈Ŝ〉(T (t))|F0(s)] = S2

2(s)−〈Ŝ〉(T (s)). Thus the quadratic variation of S2 is
given by 〈S2〉(t) = 〈Ŝ2〉(T (t)). The representation (48) now follows on using Theorem
5.4, Lemma 4.3, and (51). By the martingale representation theorem (e.g., Theorem
3.4.2 in [17]) it now follows that there exists a one-dimensional Brownian motion W ,
possibly defined on an enlarged probability space, that is, a martingale with respect
to an enlargement of the filtration {F0(t)} and is such that (49) holds.

The {F0(t)}-progressive measurability (respectively, adaptedness) of C (respec-
tively, M and N) follows from the {F̂(t)}-progressive measurability of Ĉ (respectively,
adaptedness of M̂ and N̂). Also, since Ĉ takes values in [0, p], the same is true of C.
Right continuity of M and N is a consequence of the fact that M̂ and N̂ are con-
tinuous and T is right continuous. This proves 3. Part 4 is once more an immediate
consequence of Theorem 5.4 (part (5)) and Lemma 4.3.
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Until now the parameters 
, p have been fixed and thus excluded from the notation.
It is convenient to include these parameters in the notation for the remainder of this
section.

Convergence of the value functions. Let z ∈ S� and let {zh, h > 0} be a
sequence with zh ∈ S

h
� such that zh → z as h → 0. Recall the definitions of V�,p(z) in

(9) and V h(zh) in (25). Our main goal in this section is to show that V h(zh) → V�,p(z)
as h → 0. We begin with the following proposition.

Proposition 5.8. Let {zh}, z be as above. Then lim suph→0 V
h(zh) ≤ V�,p(z).

Proof. Fix for each h > 0 an admissible control sequence for the initial condition
zh, Uh ≡ {Uh

n , n ≥ 1} ∈ Ah(zh). Recall the definition of Jh(zh, U
h) in (24). In order

to prove the proposition it suffices to show that

lim sup
h→0

Jh(zh, U
h) ≤ V�,p(z).(53)

Using Lemma 4.6 and boundedness of f , we can find, for each ε ∈ (0,∞), a c ≡ c(ε) ∈
(0,∞) such that

Jh(zh, U
h) ≤ E

∫
[0,τ̂h

1 ∧c]×[0,p]

e−βT̂h(t)f(α)m̂h(dα, dt) +
ε

2
.(54)

Let (Ĥh, τ̂h1 , m̂
h) be as in Proposition 5.3 and (Ĥ, τ̂1, m̂) be one of its weak limit

points. Once more, as in the proof of Theorem 5.4 we can assume, by relabeling and
appealing to the Skorohod representation theorem, that (Ĥh, τ̂h1 , m̂

h) → (Ĥ, τ̂1, m̂)
a.s. Taking limits as h → 0 in (54), we have

lim sup
h→0

Jh(zh, U
h) ≤ E

∫
[0,p]×[0,τ̂1∧c]

e−βT̂ (t)f(α)m̂(dα, dt) +
ε

2
.

As ε > 0 and c = c(ε) are arbitrary,

lim sup
h→0

Jh(zh, U
h) ≤ E

∫
[0,p]×[0,τ̂1]

e−βT̂ (t)f(α)m̂(dα, dt).(55)

Let, as before, τ̂
.
= inf{t ≥ 0 : Ẑ(t) /∈ S

o}. Recall that τ̂1 ≥ τ̂ . Then clearly

E

[
1{τ̂=∞}

∫
[0,p]×[0,τ̂1]

e−βT̂ (t)f(α)m̂(dα, dt)

]

= E

[
1{τ̂=∞}

∫
[0,p]×[0,τ̂ ]

e−βT̂ (t)f(α)m̂(dα, dt)

]
.(56)

Now suppose that τ̂ < ∞. Let τ∗ denote the first point of increase of T̂ in [τ̂ , τ̂1].
More precisely, let τ∗

.
= inf{t ∈ [τ̂ ,∞) : T̂ (t+ δ) > T̂ (t) for all δ > 0} ∧ τ̂1. Note that

E

[
1{τ̂<∞}

∫
(τ̂ ,τ̂1]

e−βT̂ (t)

(∫
[0,p]

f(α)dm̂t(dα)

)
dT̂ (t)

]

= E

[
1{τ̂<∞}

∫
[τ∗,τ̂1]

e−βT̂ (t)

(∫
[0,p]

f(α)dm̂t(dα)

)
dT̂ (t)

]
.(57)

We now show that the above quantity is equal to 0. Consider the evolution of the
process Ẑ over the interval [τ̂ , τ∗]. By definition, Ẑ(τ̂) /∈ S

o. Since T̂ is constant over
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this time interval, we see from Theorem 5.4(2),(3) that B̂1 and Ŝ are both constant
over this interval, and since neither v1 nor v2 can push the process into the interior
of S, we see that Ẑ(τ∗) /∈ S

o. Define s∗
.
= T̂ (τ∗). Since τ∗ is a point of increase of

T̂ we have T (s∗) = T (T̂ (τ∗)) = τ∗. Thus Z(s∗) = Ẑ(τ∗) /∈ S
o, where Z is defined

by (47). Consider first the case Z(s∗) �= 0; then from (48), 〈S2〉 is strictly increasing
at s∗. From this it follows that for all δ > 0 there exists sδ ∈ [s∗, s∗ + δ] such that
dist(Z(sδ),S) > 0, i.e., dist(Ẑ(T (sδ)),S) > 0. Now since S

h → S and Ẑh → Ẑ
as h → 0 we have dist(Ẑh(T (sδ)),S

h) > 0 for all h small enough. Therefore, by
definition of τ̂h1 we must have τ̂h1 ≤ T (sδ) for all h small enough. This implies
τ̂1 ≤ T (sδ). Now, taking δ → 0 and using the right continuity of T at s∗ it follows
that τ̂1 ≤ T (s∗) = τ∗. Hence the quantity in (57) is equal to 0.

Finally, consider the case when Z(s∗) = 0 (and τ̂ < ∞). Let s∗∗
.
= inf{s >

s∗|Z(s∗) �= 0}. From the dynamics of Z (see (47)) it follows that for every δ >
0, there exists sδ ∈ [s∗∗, s∗∗ + δ] such that dist(Z(sδ),S) > 0. Arguing as before,
we have τ̂1 ≤ T (s∗∗). Define mt(dα)

.
= m̂T (t)(dα) for t ≥ 0. Since C(t) = 0 for

t ∈ [s∗, s∗∗] we get that mt = δ0 for t in this interval. Thus since f(0) = 0, we
have
∫
[0,p]

f(α)dmt(dα) = 0 for all t ∈ [s∗, s∗∗]. Combining this with the fact that

[τ∗, τ̂1] ⊂ [T (s∗), T (s∗∗)] we now see that the expression in (57) is 0. Thus

E

[
1{τ̂<∞}

∫
[0,p]×[0,τ̂1]

e−βT̂ (t)f(α)m̂(dα, dt)

]

= E

[
1{τ̂<∞}

∫
[0,p]×[0,τ̂ ]

e−βT̂ (t)f(α)m̂(dα, dt)

]
.(58)

Combining (55), (56), and (58) we now get

lim sup
h→0

Jh(zh, U
h) ≤ E

∫
[0,τ̂ ]

e−βT̂ (t)

(∫
[0,p]

f(α)dm̂t(dα)

)
dT̂ (t).

We next consider the time inversion. Recall that τ
.
= inf{t : Z(t) /∈ S

o}. Note that
τ ≥ T̂ (τ̂). Using this inequality and Lemma 4.3 we have

E

∫
[0,τ̂ ]

e−βT̂ (t)

(∫
[0,p]

f(α)dm̂t(dα)

)
dT̂ (t) ≤ E

∫
[0,τ ]

e−βt

(∫
[0,p]

f(α)dmt(dα)

)
dt.

Inequality (53) now follows from the above inequality and Remark 5.7.
We now proceed to the proof of the reverse inequality

lim inf
h→0

V h(zh) ≥ V�,p(z).(59)

We begin with the following lemma which allows us to restrict our attention to controls
that have several simplifying features. The proof is contained in the appendix. Recall
the definition of an admissible control above Proposition 2.2 and the corresponding
cost defined above (9).

Lemma 5.9. Let Φ be a probability system and U ∈ Ap(Φ, z) be a control with
corresponding cost function J�(z, U). Then for any δ > 0 there exists Uδ ∈ Ap(Φ, z)
such that |J�(z, U) − J�(z, Uδ)| < δ and Uδ satisfies the following:

1. There exists T ∈ (0,∞) such that Mδ(t) = Mδ(T ), Nδ(t) = Nδ(T ), and
Cδ(t) = 0 for all t ≥ T .
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2. There exists L ∈ (0,∞) such that

sup
0≤t<∞

sup
ω

(Mδ(t ∧ τ, ω) + Nδ(t ∧ τ, ω)) ≤ L.

3. There exist η, θ ∈ (0,∞) and K ∈ N such that C(t),M(t), N(t) take values
in the finite set {kη : k = 0, 1, 2, . . . ,K}. Furthermore, C,M , and N are
piecewise constant with possible time points of change being {0, θ, 2θ, 3θ, . . . }.

4. There exists a γ ∈ (0,∞) such that θ is an integer multiple of γ and the
chosen control U = (C,M,N) satisfies the following equality for m ≥ 1:

P[(C(mθ), δM(mθ), δN(mθ)) = kη|U(s), s < mθ;W (s), s ≤ mθ]

= P[(C(mθ), δM(mθ), δN(mθ)) = kη|U(nθ), n < m;W (lγ), lγ ≤ mθ],

(60)

where k = (k1, k2, k3) and k1, k2, k3 are integers, at most one of which is
nonzero.

5. Denoting for m ≥ 1, Ψ(m)
.
= {C(nθ), δM(nθ), δN(nθ), n < m}, W(m)

.
=

{W (lγ), lγ ≤ mθ}, and k
.
= (k1, k2, k3), rewrite the above probability as

P[C(mθ) = k1η, δM(mθ) = k2η, δN(mθ) = k3η|Ψ(m),W(m)]
.
= qm,k(Ψ(m), z,W(m)).(61)

Denote P[U(0) = (k1η, k2η, k3η)] by q0,k(z). For each m ≥ 0, the function
qm,k can be chosen so that the function (z, w) → qm,k(ψ, z, w) is continuous
for every ψ.

Construction of asymptotically near optimal admissible controls for
the MDP. Fix a probability system Φ, z ∈ S�, and a sequence {zh} such that
zh ∈ S

h and zh → z as h → 0. Let ε > 0 be arbitrary. Let U ∈ Ap(Φ, z) be
such that U satisfies properties 1–5 of Lemma 5.9 and V�,p(z) − ε ≤ J�(z, U). For
each h > 0, we construct from U an admissible control sequence {Uh

n , n ≥ 0} for
the MDP in Definition 3.1 with initial condition zh such that the cost for Uh asymp-
totically agrees with the cost of U . We outline below the main steps in the con-
struction of such a control sequence. Let K .

= {(k1, k2, k3) : ki = 0, 1, . . . ,K; i =
1, 2, 3 such that at most one of k1, k2, k3 is positive}.

Step 1. We begin by taking a random draw, denoted by κ = (κ1, κ2, κ3), from the
probability distribution {q0,k(zh), k ∈ K}. Set Ũh

0 = κη, Zh
0 = zh, and Ψh(1)

.
= Ũh

0 .
Also set ñ0 = 0. Note that at most one of κ2 and κ3 will be nonzero. If both κ2 and
κ3 are 0, set n1 = 0, skip Step 2 below and go to Step 3. Otherwise proceed to Step
2.

Step 2(A). Recall the kernel ph defined in (21). If κ2 > 0, let Uh
0 = (1, 0) and

take a random draw, denoted by Zh
1 , from ph(Zh

0 , U
h
0 , dz̃). We express this as “the

chain takes a purchase control step.” If Zh
1 ∈ ∂h

R , we set Uh
1 = (3, 0) and draw Zh

2 from
ph(Zh

1 , U
h
1 , dz̃); i.e., the chain takes a reflection step. Otherwise set Uh

1 = (1, 0) and
draw Zh

2 from ph(Zh
1 , U

h
1 , dz̃). Define (Uh

n , Z
h
n), n = 1, 2, . . . , recursively by taking

either a purchase control step or, if needed, a reflection step, until a total of [κ2η/h]
purchase control steps have been taken. Denote by n1 the index of the state after the
last purchase control has been exercised.

Step 2(B). If κ3 > 0, let Uh
0 = (2, 0) (that is, the chain takes a sales control

step) and proceed as in Step 2(A) above, alternating sales control steps and reflection
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steps (when needed) until [κ3η/h] sales control steps have been taken. Again, let n1

denote the index of the state after the last sales control has been exercised.
Step 3. If Zh

n1
∈ ∂h

R , set Uh
n1

= (3, 0), and the chain takes a reflection step.
Otherwise set Uh

n1
= (0, κ1η) and draw Zh

n1+1 from ph(Zh
n1
, Uh

n1
, dz̃); i.e., the chain

takes a diffusion step with c = κ1η. Let thn be as defined below (23). Define
(Uh

n , Z
h
n+1, n = n1, n1 + 1, n1 + 2, . . . , ñ1 − 1 recursively, where ñ1

.
= inf{n : thn ≥ θ},

as follows. If Zh
n ∈ ∂h

R , set Uh
n = (3, 0); otherwise set it to be (0, κ1η). Draw Zh

n+1

from ph(Zh
n , U

h
n , dz̃).

Step 4. Next we define the “pre-Wiener process” that is needed to obtain the
control at the next step. Let {νn, n ≥ 1} be an independent, identically distributed
(i.i.d.) sequence of N(0, 1) random variables, independent of (Uh

n , Z
h
n+1)

ñ1−1
n=0 . Define

Sh
n for n ≤ ñ1 − 1 as in (26); here we consider only the second component Sh

n,2. Set

Sh
0 ≡ 0, and for ñ0 < n ≤ ñ1 − 1,

Sh
n

.
=

Sh
n+1,2 − Sh

n,2

σY h
n

1{|Y h
n |�=0} + νn

√
Δh

n1{|Y h
n |=0}.

Next define Wh
ñ0

= 0 and Wh
n

.
= Wh

ñ0
+
∑n−1

i=0 Sh
i . Now define for 0 ≤ t ≤ θ,

Wh(t)
.
= Wh

nh(t) −Wh
ñ0
.(62)

Finally, define Wh(1)
.
= {Wh(lγ), l ∈ N0, lγ ≤ θ}.

Step 5. Suppose we have, for j = 1, . . . ,m, defined ñj
.
= inf{n : thn ≥ jθ};

(Zh
n+1, U

h
n ), n = 0, 1, . . . , ñj −1; Ψh(j); and Wh(j). Consider now the case j = m+1.

Take a random draw, denoted once more by κ = (κ1, κ2, κ3), from {qm,k(Ψ
h(m), zh,

Wh(m)), k ∈ K}. Set Ũh
m = κη and Ψh(m + 1) = (Ũh

0 , . . . , Ũ
h
m). Follow Step 2 with

Ũh
0 replaced by Ũh

m and the starting index of Uh replaced with ñm. Denote by nm+1

the index of the state obtained after the last singular control step in Step 2. Follow
Step 3 with n1 replaced by nm+1. Let ñm+1 = inf{n : thn ≥ (m + 1)θ}. This defines
(Zh

n+1, U
h
n ), i = 0, 1, . . . , ñm+1 − 1. Define Wh(t) −Wh(mθ), for t ∈ [mθ, (m + 1)θ),

by the right side of (62) as in Step 4 with ñ0, ñ1 replaced by ñm, ñm+1, respectively.
Now set Wh(m + 1)

.
= {Wh(lγ), l ∈ N, lγ ≤ (m + 1)θ}.

Noting that ñm is strictly increasing in m, we obtain the controlled chain {(Zh
n , U

h
n ),

n = 0, 1, 2, . . . } via the recursion:

({(Zh
n+1, U

h
n )}ñm−1

n=0 ,Ψh(m),Wh(m)) → ({(Zh
n+1, U

h
n )}ñm+1−1

n=0 ,Ψh(m+1),Wh(m+1)).

The main step in the proof of (59) is showing that if interpolated processes (Zh, Uh)
using the above control sequence are defined as below (25) and Wh is defined by (62),
then as h → 0,

(Zh, Uh,Wh) converges weakly in D([0,∞) : R
5) to (Z,U,W ),(63)

where W is a standard Brownian motion and Z is defined by (7) with the initial
condition Z(0−) = z. This convergence is established by proving convergence over
the period [jθ, (j + 1)θ) for each j in a recursive manner. Note that given the initial
condition Z(jθ−) = z and the control value U(jθ) = kη, the dynamics of Z for
t ∈ [jθ, (j + 1)θ) are particularly simple and are given as

X(t) = x + (1 − μ)κ3η − (1 + λ)κ2η +

∫ t

jθ

(rX(s) − κ1η)ds,

Y (t) = y + κ2η − κ3η +

∫ t

jθ

bY (s)ds +

∫ t

jθ

σY (s)dW (s).(64)
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The following lemma provides the convergence of (Zh, Uh,Wh) over one fixed period
[jθ, (j + 1)θ) given the initial data at jθ. The proof follows via straightforward weak
convergence arguments and thus is omitted.

Lemma 5.10. Fix z ∈ S� and let k = (k1, k2, k3) ∈ K. Let (Z(t),W (t)) given
on some probability system Φ be defined for t ∈ [0, θ] by (7) with Z(0−) = z and
(C(t),M(t), N(t)) = kη for t ∈ [0, θ]. Consider a sequence {zh} such that zh ∈ S

h

and zh → z as h → 0. Define ñ1 and the sequence {Uh
n , Z

h
n}ñ1

n=0 via Steps 2 and 3
and {Sh

n,W
h
n }ñ1

n=0 by Step 4. Let {δh} be a sequence of nonnegative reals such that
δh → 0 as h → 0. Define, for t ∈ [0, θ], the interpolated process (Zh,Wh, Uh, Eh)
as before (see (62) and below (26)) with the change that Δh(Zh

0 , U
h
0 ) is replaced with

δh + Δh(Zh
0 , U

h
0 ). Denote the laws of (Zh,Wh, Uh) and (Z,W,U) on D([0, θ] : R

5)

by Πk,δh
h and Πk, respectively. Then Πk,δh

h → Πk as h → 0.
In the following proposition we show that the cost, Jh(zh, U

h), corresponding to
the above constructed control sequence, converges to J�(z, U) as h → 0. The desired
inequality in (59) then follows since V h(zh) ≥ Jh(zh, U

h), J�(z, U) ≥ V�,p(z)− ε ,and
ε > 0 is arbitrary.

Proposition 5.11. Let ε > 0 be arbitrary and fix z ∈ S�. Let Φ be a probability
system and U ≡ U(ε) ∈ Ap(Φ, z) be such that U satisfies properties 1–5 of Lemma
5.9 and V�,p(z) − ε ≤ J�(z, U). Let, for each h > 0, {Uh

n} be an admissible control
sequence as constructed via Steps 1–5 above. Then Jh(zh, U

h) → J�(z, U) as h → 0,
and consequently (59) holds.

Proof. For t ≥ 0, let nh(t), Zh(t),Mh(t), Nh(t), Ch(t) be as defined below (25).
Define Uh ≡ (Mh, Nh, Ch) and let Wh be as in (62). We begin by establishing (63).
Define for j ∈ N0 and t ∈ [0, θ),

Uh
j (t)

.
= Uh(t + jθ), Zh

j (t)
.
= Zh(t + jθ), Wh

j (t)
.
= Wh(t + jθ) −Wh(jθ),

and set (Uh
j (θ), Zh

j (θ),Wh
j (θ)) = (Uh

j (θ−), Zh
j (θ−),Wh

j (θ−)). Define processes Uj ,

Zj , Wj , j ∈ N0, in a similar manner. Recall the sequence {Uh
j } constructed above

Lemma 5.10 and let ζhj
.
= (Ũh

j , U
h
j ,W

h
j , Z

h
j ), ζj

.
= (Ũj , Uj ,Wj , Zj), where Ũj

.
=

(C(jθ), δM(jθ), δN(jθ)), j ∈ N0. Due to the piecewise constant feature of the control
U , in order to prove (63), it suffices to show that

for all n ∈ N0, Υn
h

.
= {ζhj }nj=0 converges weakly to Υ

.
= {ζj}nj=0 as h → 0.(65)

We will prove (65) via induction (on n). The case n = 0 is immediate from Lemma
5.10 and continuity of the kernel q0,k on noting that for k ∈ K and E ∈ B(D([0, θ],R5),

P(Ũh
0 = kη, (Uh

0 ,W
h
0 , Z

h
0 ) ∈ E) = q0,k(zh)Πk,0

h (E),

P(Ũ0 = kη, (U0,W0, Z0) ∈ E) = q0,k(z)Π
k(E).

Suppose now that (65) holds for n = 0, . . . ,m and consider the case n = m + 1.
Denote the law of Υh

n,Υn by �h
n and �, respectively. By the induction hypothesis,

�h
m → �m as h → 0. Furthermore, �h

m+1 can be expanded in terms of �h
m as follows:

d�h
m+1(υm+1) =

∑
k∈K

qm+1,k(zh, ũ
∗,m, w∗,m)Π

k,δh(υm)
h (ςm+1)d�

h
m(υm),(66)

where υm = {ςj}mj=0; ςj = (ũj , uj , wj , zj); ũj = kη, k ∈ K; (uj , wj , zj) ∈ D([0, θ] : R
5);

ũ∗,m = {ũj}mj=0; w
∗,m = {wj(lγ), l ∈ N, lγ ≤ θ}mj=0; and δh is a measurable map from

the state space of Υm to [0, 1] satisfying 0 ≤ δh(υm) ≤ Δ̃h
∗ .
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From the continuity properties of the kernel {qm+1,k} and the weak convergence
of �m to �, we have for all continuous and bounded functions F1, F2 defined on
suitable spaces, as h → 0,∫

F1(υm)
∑
k∈K

qm+1,k(z, ũ
∗,m, w∗,m)

(∫
F2(ζm+1)dΠ

k(ζm+1)

)
d�h

m(υm)

→
∫

F1(υm)
∑
k∈K

qm+1,k(z, ũ
∗,m, w∗,m)

(∫
F2(ζm+1)dΠ

k(ζm+1)

)
d�m(υm).(67)

Next, from Lemma 5.10, for all sequences {δh} converging to 0 and compact sets E
(of Euclidean space of appropriate dimension), as h → 0,

sup
k∈K,ũ∗,m∈ηKm+1,w∗,m∈E

∣∣∣∣
∫

F2(ζm+1)qm+1,k(zh, ũ
∗,m, w∗,m)dΠk,δh

h (ζm+1)

−
∫

F2(ζm+1)qm+1,k(zh, ũ
∗,m, w∗,m)dΠk(ζm+1)

∣∣∣∣→ 0.(68)

The weak convergence of �h
m+1 to �m+1 now follows on combining (66), (67), and

(68). This proves (63).
We now address convergence of the cost functions. First, let T be as in Lemma

5.9. Recall ηh = inf{n ≥ 0 : Zh
n ∈ ∂h} and τh = thηh . Note that τh = inf{t ≥ 0 :

Zh(t) ∈ ∂h} due to the piecewise constant nature of Zh(t).
Let τ = inf{t ≥ 0 : Z(t) /∈ S

o}. It can be shown in a manner similar to that
used in the proof of Lemma 5.1 that τh → τ as h → 0 on the set {τ = ∞}. Also,
on the set {τ < ∞} for every δ > 0 there exists t ∈ [τ, τ + δ) and ε > 0 such that
dist(Z(t),S) > ε. Furthermore, |Zh(t) − Z(t)| uniformly on [0, T ] and ∂h → ∂S as
h → 0. Together these three facts imply τh ∧ T → τ ∧ T as h → 0. Therefore, since
(zh, Z

h, Uh,Wh, τh) → (z, Z, U,W, τ), by the dominated convergence theorem,

Jh(zh, U
h) = E

∫
[0,τh∧T )

e−βtf(Ch(t))dt → E

∫
[0,τ∧T )

e−βtf(C(t))dt = J�(z, U).

Combining Corollary 2.5 and Propositions 5.8 and 5.11 we have the following
theorem.

Theorem 5.12. Let z ∈ S and let {zh, h > 0} be a sequence with zh ∈ S
h
� such that

zh → z as h → 0. Then limp→∞ lim�→∞ limh→0 V
h(zh) = limp→∞ lim�→∞ V�,p(z) =

V (z).

6. Computational methods for the MDP. The convergence results in the
previous section ensure that for small values of h, the MDP defined in section 3
provides a good approximation to the diffusion control problem defined in section 2.
In this section we outline the numerical methods for solving the MDP. Specifically,
we provide the algorithm through which we compute the value function (25) and the
associated optimal control for each initial state zh ∈ S

h
� . In practice, we fix a value

of h and use the associated MDP to provide approximations to the diffusion control
problem. Thus, for the remainder of the section, we will take h as a fixed value and
suppress it in the notation.

Specifying the controlled Markov chain. In section 3, we specified a choice of
transition probabilities and interpolation intervals which satisfy the local consistency
criteria; see (15)–(17) and (20). Many variations of this choice are possible; when
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specifying the particular controlled Markov chain, consideration must be given to
the numerical implementation. For example, note that neither the denominators of
the probabilities nor the interpolation intervals in (15) depend on the value of c.
This was accomplished by allowing the self-transition (x, y) to (x, y). Also, we have
separated the pure diffusion effects from the effects of the consumption control. That
is, as consumption always decreases wealth, we associate it with only the transition
from (x, y) to (x − h, y). Recall that Δ(z, u) = 0 for all z if u = (3, c); that is,
the interpolation interval is 0 if reflection occurs. Hence, using (24), a reflection
step incurs no cost and thus V (
 + h, y) = V (
, y), V (x, 
 + h) = V (x, 
). It is
a consequence of Definition 3.1 that P[In = 3|Zn ∈ ∂R \ ∂h] = 1 for all n; that is,
reflection is the only admissible action for states in the reflecting boundary. Therefore,
by adjusting the transition probabilities associated with the diffusion and singular
controls, it is possible to eliminate states in the reflecting boundary without affecting
the cost function. This modification helps in speeding up the convergence of the
numerical scheme.

In what follows, we will assume that the reflecting boundary states have been elim-
inated and the appropriate adjustments to the transition probabilities made. Thus,
the state space of the controlled Markov chain used in the numerical schemes is given
by SMDP

.
= S

h+
� \ ∂R, and the control space is UMDP

.
= {0, 1, 2} × [0, p].

Dynamic programming equation. Let U ≡ {Un, n = 0, 1, 2, . . . } be an ad-
missible control sequence (see Definition 3.1) for the MDP with state space SMDP,
control space UMDP, and initial state z. For the numerical methods it is convenient to
work with the cost function

J(z, U) = E

η−1∑
n=0

e−βtnf(Cn)Δ̃(Zn, Cn)1{In=0},(69)

which is asymptotically equivalent to (24). Recall that the value function is given as
V (z) = supU∈A(z) J(z, U).

We now present the dynamic programming equation that characterizes the value
function. We begin by introducing the class of feedback controls. A feedback control
is a measurable function u : SMDP → UMDP. We write u = (i, c), where i and c are
the two coordinates of the function u. Using such a function one can construct an
admissible control pair (Zn, Un) recursively by setting Z0 = z0, Un = u(Zn), n ≥ 0,
and

P[Zn+1 ∈ ·|Z0, . . . , Zn, U0, . . . , Un] = p(Zn, Un, ·).

With an abuse of terminology we will refer to this sequence {Un} as a feedback control
as well. Note that Un ≡ (In, Cn) = (i(Zn), c(Zn)).

If U = {Un, n = 0, 1, 2, . . . } is a feedback control, then one can easily check that
the pair (Zn, Un) is a Markov chain, from which it follows that for all z ∈ SMDP,

J(z, U) =
∑

z̃∈SMDP

r(z,u(z), z̃)J(z̃, U) + f(c(z))Δh(z,u(z)),(70)

where r(z,u(z), z̃) = e−βΔ(z,u(z))p(z,u(z), z̃). Observing that J(z, U) = 0 for all
z ∈ ∂h, the summation above can be taken over z̃ ∈ S

∗ .
= SMDP \ ∂h.

We can write the above equality in matrix form as follows. Let |S∗| = s and fix
an ordering of all the states in S

∗, i.e., S
∗ = {z1, . . . , zs}. Let F (u) be an s× 1 vector
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whose ith entry is f(c(zi))Δ(zi,u(zi)), i = 1, . . . , s. Let R(u) be the s×s matrix with
the (i, j)th entry as r(zi,u(zi), zj). Finally, let J(u) be the s× 1 vector with the ith
entry being J(zi, U). Then using these matrices, (70) can be written as

J(u) = R(u)J(u) + F (u).(71)

Next, for u ∈ UMDP let R(u) be the s× s matrix with (i, j)th entry r(zi, u, zj). From
standard arguments (cf. section 5.8 in [19]) it follows that the value function V satisfies
the following dynamic programming equation:

V = sup
u∈UMDP

R(u)V + F (u),(72)

where in the above equation V is interpreted as an s × 1 vector whose ith entry is
V (zi), and the supremum on the right-hand side above is taken row by row.

The following contraction property is central in the characterization of the value
function via the dynamic programming equation in (72). The proof of the following
lemma relies on the fact that the cost is of the discounted form with a strictly positive
discount factor at all diffusion control steps, and although the discount is zero for
singular control steps, such steps tend to push the process towards the boundary of
the domain and thus cannot occur “too often.”

Lemma 6.1. For all feedback controls u, Rn(u) → 0 as n → ∞.
Proof. Let u be a feedback control and denote Rn(u) by simply Rn with entries

rnij , i, j = 1, . . . , s. It suffices to show
∑s

j=1 r
n
ij → 0 as n → ∞, for each i = 1, . . . , s.

Let (Zn, Un) be the controlled Markov chain associated with feedback control u
and a transition kernel as defined in section 3 with the modifications discussed in
this section, and let Δk ≡ Δ(Zk, Uk) be the associated interpolation intervals. Let
η

.
= inf{n : Zn ∈ ∂h}. A simple calculation yields for all i = 1, . . . , s:

s∑
j=1

rnij = Ei

⎡
⎣e−β

∑n−1
k=0 Δk

s∑
j=1

1{Zn=zj}

⎤
⎦ ,

where Ei denotes the expectation given that Z0 = zi.
Since the states in ∂h are not included in S

∗ and p(z,u(z), z) = 1 for z ∈ ∂h, we
have 1{Zn=zj} = 0 for j = 1, . . . , s when n ≥ η. Thus we have

s∑
j=1

rnij = Ei

⎡
⎣1{n<η}

s∑
j=1

e−β
∑n−1

k=0 Δk1{Zn=zj}

⎤
⎦ .(73)

Fix a ∈ Z+; conditions on a will be specified later. Define

d̃
.
= #{θ ∈ {1, 2, . . . , [n/a]} : Um = (0, ·) for some m ∈ [(θ − 1)a, θa)}.

Set d̃′ = [n/a] − d̃. The integer a is used to group the steps of the chain from 1 to n
together into intervals. The quantity d̃, (d̃′) counts the number of such intervals with
at least one diffusion step (respectively, no diffusion steps). By (14) there is a δ > 0
such that Δn ≥ δ for all diffusion steps (i.e., all n such that Un = (0, ·)). Also, recall
that Δn = 0 if step n is not a diffusion step. Combining these observations, we have

Ei

⎡
⎣1{n<η}e

−β
∑n−1

k=0 Δk

s∑
j=1

1{Zn=zj}

⎤
⎦ ≤ e−β δ

4 [na ] + Ei

[
1{n<η}1{d̃′> 3

4 [na ]}

]
.(74)
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We will utilize the behavior of the singular controls to bound the second term on the
right-hand side of the line above. Let E1, E2, . . . , Ed̃′ denote the intervals containing
no diffusion steps, each of size a. Let Kd denote the number of purchase control steps
in Ed; then a−Kd is the number of sales control steps in Ed. Due to the finiteness of
the state space, the maximum number of successive transitions to the left is bounded;
in particular, it is bounded by B

.
= 2(
/h+1). Similarly, B is a bound on the maximum

number of downward transitions in a row. From (17) we see that each sales control
always pushes the chain downward. Thus the application of too many sales controls
in a row will cause the chain to hit the boundary. However, by (16) a purchase control
potentially pushes the chain upward. Similarly, a purchase control always pushes the
chain to the left, while a sales control has the potential to push the chain to the right.
Thus in order to avoid hitting the boundary, the number of sales controls must be
properly balanced by the number of purchase controls. More precisely, if n < η, we
must have |Kd−(a−Kd)| < B; that is, (a−B)/2 < Kd < (a+b)/2, d = 1, . . . , d̃′. For
m ∈ Ed define L̃m

.
= 1{Zm+1−Zm=(−h,0)′,Um=(1,0)}. The random variable L̃m indicates

if the chain moves strictly to the left at step m given that a purchase control is applied.
Since on Ed there are no diffusion steps and movement to the left is possible only at
purchase control steps, the number of increments δZk equal to (−h, 0)′ on Ed is given
by
∑

m∈Ed
L̃m

.
= Ld.

Let ε be chosen to satisfy 0 < ε < p/2. Recall that at a purchase control step the
chain moves to the left with probability q

.
= λ/(1 + λ). Thus by Cramer’s theorem

(see Theorem 2.1.24 in [8]) there exists a κ ≡ κ(ε) such that

P[Ld < Kd(q − ε)] ≤ P

[∣∣∣∣ Ld

Kd
− q

∣∣∣∣ > ε

]
≤ e−Kdκ ≤ e−κ(a−B)/2,(75)

where the last inequality follows from the bound on Kd. We claim that for each d =
1, . . . , d̃′, {η < n} ∩ {Ld > qKd/2} = ∅. To see the claim suppose that Ld > qKd/2.
Then the number of upward steps (δZk = (·, h)′) in Ed, given by Kd −Ld, is at most
(1−q/2)Kd. The number of downward steps (δZk = (·,−h)′) in Ed equals the number
of sales control steps, a−Kd. Thus using the bounds on Kd, we have

#{down steps in Ed}−#{up steps in Ed} ≥ a−Kd−(1−q/2)Kd ≥ aq/4−(1+q/4)B,

which is greater than B for a > B(4 + q)/q. Henceforth fix such an a. On the other
hand, on the set {η < n} we must have |#{down steps in Ed}−#{up steps in Ed}| <
B; otherwise, the chain would hit the boundary. This leads to a contradiction and
thus the claim holds. Combining this with (75) we have that

Ei

[
1{n<η}1{d̃′> 3

4 [na ]}

]
= Ei

⎡
⎣1{n<η,d̃′> 3

4 [na ]}

d̃′∏
d=1

1{Ld≤qKd/2}

⎤
⎦

≤ Ei

⎡
⎣ 3

4 [na ]∏
d=1

1{Ld≤qKd/2}

⎤
⎦

≤ e−κ a−B
2

3
4 [na ].

Finally, by (73), (74), and the above, we have
∑s

j=1 r
n
ij ≤ e−β δ

4 [na ] + e−κ a−B
2

3
4 [na ]. The

result now follows on noting that the term on the right approaches 0 as n → ∞.
An immediate consequence of the lemma (cf. section 2.3 of [19]) is the following.
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Theorem 6.2. For any feedback control u, J(u) is the unique solution to the
equation v = R(u)v + F (u). Furthermore, the value function {V (z), z ∈ S

∗} defined
below (69) is the unique solution of (72). Denoting the arg max for the ith row
maximization on the right side of (72) by u(zi) and the control sequence corresponding
to the feedback control u by U = {Un, n = 0, 1, 2, . . . }, we have that U is an optimal
control, i.e., J(z, U) = V (z) for all z ∈ S

∗.
From the above theorem it follows that in order to compute the value function

and the optimal control it suffices to solve (72).
Numerical methods. We will use classical iterative methods to find the optimal

control by solving the dynamic programming equation (72). A sketch of the algorithm
is provided here. Details can be found in Chapter 6 of [19].

The following theorem provides the basis for the numerical approximation of the
optimal control. We refer the reader to Theorem 6.2.1 in [19] for a proof.

Theorem 6.3. Let u0 be a feedback control. Define a sequence of feedback controls
{un, n ≥ 1} and costs {J(un), n ≥ 1} recursively as follows. Given un, define

J(un) = R(un)J(un) + F (un),(76)

un+1
.
= arg maxu∈UMDP

R(u)J(un) + F (u),(77)

where the arg max on the right-hand side is computed row by row. Then J(un) → V
as n → ∞.

Given some control, (77) provides a way of “updating” the control in the search for
the optimal control. However, this requires solving (76) to obtain the cost associated
with the given control. Finding an exact solution to this equation can be numerically
intensive since it involves the inversion of an s × s matrix. Thus we use instead an
approximation to the cost function J(un) in (77). The following theorem provides a
method for obtaining such an approximation. We refer the reader to Theorem 6.2.2
in [19] for the proof.

Theorem 6.4. Let u be an admissible feedback control. Then for any initial s×1
vector J̃0, the sequence defined recursively by

J̃n+1 = R(u)J̃n + F (u)(78)

converges to J(u).
The numerical method for finding the optimal control is obtained by combining

Theorems 6.3 and 6.4 as follows.
Policy iteration: Having determined an approximation to J(un), denoted as

J̃(un), one obtains un+1 by solving the minimization problem in (77) by replacing
J(un) there with J̃(un).

Value iteration: Given un, iterate (78) a large number of times (say, m) with R(u)
there replaced by R(un) and initial value J̃0 replaced by J̃(un−1). Set J̃(un)

.
= J̃m.

The numerical algorithm alternates between policy iterations and value iterations
until some suitable stopping criterion is met. Several modifications of (78) are often
used to improve numerical efficiency; see section 6.2.4 of [19] for details.

7. Numerical study. We now present the results of a small pilot study using
the method described in section 6. We consider one of the examples in [31]. As in
that reference, we set r = 0.07, b = 0.12, σ = 0.40, and β = 0.10. We consider the
case λ = μ = 0.01 and the utility function f(c) = 2

√
c. We take 
 = 10 as in [31] and

p = 10. The discretization parameter is taken to be h = 0.25. (Note that [31] uses
h = 0.025.)
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Fig. 2. Numerically computed optimal control.

To implement the numerical algorithm, we choose an initial feedback control
matrix u0 given by, for z ∈ S

∗,

u0(z) =

⎧⎨
⎩

(0, p), x ≥ 0, y ≥ 0,
(1, 0), x ≥ 0, y < 0,
(2, 0), otherwise.

Based on this control, the no-transaction region is the first quadrant of R
2, and we

always exercise the maximum amount of possible consumption. For z ∈ S
∗ we take

J̃0(z) to be 75% of the value function computed in the absence of transaction costs;
see equation (2.5) in [6].

We ran the algorithm described in the previous section. Figure 2 displays the
first quadrant of the state space and illustrates the optimal control for this region.
We see that the no-transaction region looks roughly like a cone. Consumption states
are represented by the circles, purchase states by the plus signs, and sales states by
the asterisks. The estimated boundaries of the no-transaction region (the solid lines
in the figure) are given by the lines y = 0.575x − 0.050 (the boundary of the “buy”
region) and y = 1.659x + 0.405 (the boundary of the “sell” region). The estimated
sell boundary of the no-transaction region is similar to that obtained by Tourin and
Zariphopoulou (see Figure 1 in [31]). However, the slope of our buy boundary appears
to be lower than the slope illustrated in Figure 1 of [31]. A possible reason for this
could be the difference in the discretization parameter. We used h = 0.25 to produce
the test results provided here. Within the no-transaction region, consumption remains
at a fairly constant percentage of wealth, 11.5%, which is very close to the constant
percentage of consumption in the case of no-transaction costs (see Theorem 2.1 in
[6]). We also compare the value function computed by the algorithm versus the value
function in the case of no-transaction costs (again, see Theorem 2.1 in [6]). In general,
the optimal value for an initial state computed in the presence of transaction costs
is roughly 97% of the optimal value for the same state in the absence of transaction
costs. However, when the initial wealth is small, this percentage tends to be lower
(roughly 80%–90%).
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8. Appendix. This section contains the proofs of Lemmas 4.4, 5.1, and 5.9. We
refer the reader to the corresponding sections for the relevant notation and definitions.

Proof of Lemma 4.4. Without loss of generality, assume h ∈ (0, 1). Define

Y h
i (t)

.
=

nh(t)∧ηh−1∑
k=0

δZh
k 1{Ih

k =i}, nh
i (t)

.
=

nh(t)∧ηh−1∑
k=0

1{Ih
k =i}, i = 1, 2.

Writing Y h
i ≡ (Y h

i,1, Y
h
i,2)

′, it follows from (16) and (17) that

EY h
1,2(t) = h

1

1 + λ
E[nh

1 (t)], EY h
2,1(t) = h(1 − μ)E[nh

2 (t)].

A straightforward calculation shows |Bh(t)| ≤ c1(1 + t) and E|Sh(t)| ≤ c2(1 + t),
where the constants c1, c2 are independent of h and t. From (16), (17) we see that
hnh

1 (t) = Mh(t) = Y h
1,1(t) and hnh

2 (t) = Nh(t) = Y h
2,2(t). Thus from (28) there is

c̃1 ∈ (0,∞) such that

hnh
1 (t) ≤ c̃1(1 + t) + |Sh

1 (t)| + Y h
2,1(t), hn

h
2 (t) ≤ c̃1(1 + t) + |Sh

2 (t)| + Y h
1,2(t).(79)

Combining the above inequalities we have, for some c3 ∈ (0,∞), hE[nh
1 (t)] ≤ c3(1 +

t) + h(1 − μ)E[nh
2 (t)] and hE[nh

2 (t)] ≤ c3(1 + t) + hE[nh
1 (t)]/(1 + λ). It follows that

hE[nh
1 (t)] and hE[nh

2 (t)] are “close” to each other. More precisely, there exist constants
α ≥ 1, c4 > 0, L0 > 0 such that for L ≥ L0,

h(E[nh
1 (t)] ∨ E[nh

2 (t)]) > L ⇒ h(E[nh
1 (t)] ∧ E[nh

2 (t)]) > αL− c4.

In particular, we have suph hE[nh
1 (t)] = ∞ if and only if suph hE[nh

2 (t)] = ∞. Now
suppose suph hE[nh

1 (t)] = ∞ and suph hE[nh
2 (t)] = ∞. By Cramer’s theorem (see

Theorem 2.1.24 in [8]), for all δ > 0 there exists a constant c(δ) ∈ (0,∞) such that
for all k0 ∈ N0 and h > 0,

max
{

P[|Y h
2,1 − h(1 − μ)nh

2 (t)| > δhnh
2 (t), nh

2 (t) = k0],

P[|Y h
1,2 − h(1/(1 + λ))nh

1 (t)| > δhnh
1 (t), nh

1 (t) = k0]
}
≤ c(δ)e−k0c(δ).

Choose δ such that μ+ δ < 1 and 1/(1 +λ)− δ > 0 (which is possible since μ ∈ (0, 1)
and λ ∈ (0,∞)). Define α1 = 1 − (1 − μ − δ)(1/(1 + λ) − δ) < 1 and θ = α1/4. Fix
ε ∈ (0, 1) and choose K large enough so that

c(δ)

1 − e−c(δ)
e−c(δ)(K+1) <

ε

8
and

c2(1 + t)

θK − c̃1(1 + t)
<

ε

8
.(80)

Since by assumption, suph hE[nh
1 (t)] = suph hE[nh

2 (t)] = ∞, there exists h′ ≤ 1 such
that

P

[
nh′

1 (t) >
K

h′ , n
h′

2 (t) >
K

h′

]
> ε.(81)
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Then for all t ≥ 0,

P

[
|Y h′

2,1(t) − h′(1 − μ)nh′

2 (t)| > δh′nh′

2 (t), nh′

2 (t) >
K

h′

]

=
∞∑

j=[K/h′]+1

P[|Y h′

2,1(t) − h′(1 − μ)nh′

2 (t)| > δh′nh′

2 (t), nh′

2 (t) = j]

≤
∞∑

j=[K/h′]+1

c(δ)e−c(δ)j =
c(δ)

1 − e−c(δ)
e−c(δ)([ K

h′ ]+1) <
ε

8
,

where the last inequality follows from the choice of K in (80). Similarly, P[|Y h′

1,2(t) −
h′

1+λn
h′

1 (t)| > δh′nh′

1 (t), nh′

1 (t) > K
h′ ] <

ε
8 . Hence, in view of (81) we have

P

[
min{nh′

1 (t), nh′

2 (t)} >
K

h′ , |Y
h′

2,1(t) − h′(1 − μ)nh′

2 (t)| ≤ δh′nh′

2 (t),∣∣∣∣Y h′

1,2(t) −
h′

1 + λ
nh′

1 (t)

∣∣∣∣ ≤ δh′nh′

1 (t)

]
>

ε

2
.

Let E denote the event in the equation above. From (79) and (80),

P[h′nh′

1 (t) − Y h′

2,1(t) ≥ θK] ≤ P[|Sh′

1 (t)| ≥ θK − c̃1(1 + t)]

≤ E|Sh′

1 (t)|
θK − c̃1(1 + t)

≤ c2(1 + t)

θK − c̃1(1 + t)
<

ε

8
.

Similarly, P[h′nh′

2 (t) − Y h′

1,2(t) ≥ θK] < ε
8 . Thus

ε

2
< P[E] ≤ P[E, h′nh′

1 (t) − Y h′

2,1(t) < θK, h′nh′

2 (t) − Y h′

1,2(t) < θK]

+ P[h′nh′

1 (t) − Y h′

2,1(t) ≥ θK] + P[h′nh′

2 (t) − Y h′

1,2(t) ≥ θK]

≤ P[Ẽ] +
ε

8
+

ε

8
,

where Ẽ is the event in the first term on the right side above. It follows that P[Ẽ] > ε/4
and thus Ẽ is nonempty. Now for any ω ∈ Ẽ, we have from the definition of Ẽ that

h′nh′

1 (t) − h′(1 − μ− δ)nh′

2 (t) < θK, h′nh′

2 (t) − h′(1/(1 + λ) − δ)nh′

1 (t) < θK.

A straightforward calculation using these inequalities shows that for such ω,

h′nh′

1 (t) ≤ 2θ

1 − (1 − μ− δ)(1/(1 + λ) − δ)
K =

K

2
.

However, this contradicts the fact that h′nh′

1 (t) > K on Ẽ. Thus we must have
suph hE[nh

1 (t)] < ∞, suph hE[nh
2 (t)] < ∞. The result now follows on recalling that

Mh(t) = hnh
1 (t) and Nh(t) = hnh

2 (t).
Proof of Lemma 5.1. The inequality V (z) ≤ V̄ (z) is immediate since every exact

control can be expressed as a relaxed control. Consider now the reverse inequality.
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Let Φ be a probability system and Ū = (m̄,M,N) ∈ Ā(Φ, z) be such that V̄ (z) ≤
J̄(z, Ū) + ε. From the boundedness of the cost function it follows that, without loss
of generality, we can assume that there is a T ∈ (0,∞) such that M(t) = M(t ∧ T )
and N(t) = N(t ∧ T ) for all t ∈ (0,∞), and m̄t(dα) = δp for all t ≥ T . Also, T can
be chosen large enough so that f∗(p)e

−βT /β < ε.
Let Z be defined via (7) with C(t)

.
=
∫
[0,p]

αm̄t(dα), and τ as before. Then

J̄(z, Ū) ≤ E

∫
[0,p]×[0,T∧τ)

e−βtf(α)m(dα, dt) + ε.(82)

Also, by modifying m,M , and N if needed, we can assume that

M(t) = M(T ∧ τ), N(t) = N(T ∧ τ), and m̄t(dα) = δp for all t ≥ T ∧ τ.(83)

Following the proof of Theorem 1.2.1 in [2] one can show that there exists a sequence
of exact controls Cn ∈ Ap(Φ, z) which satisfy

sup
0≤t≤T1

∣∣∣∣∣
∫

[0,p]×[0,t]

e−βtf(α)m(dα, dt) −
∫

[0,t]

e−βtf(Cn(t))dt

∣∣∣∣∣→ 0 a.s., and(84)

sup
0≤t≤T1

∣∣∣∣∣
∫

[0,t]

(Cn(s) − C(s))ds

∣∣∣∣∣→ 0 a.s.(85)

as n → ∞ for all T1 ∈ (0,∞). In fact the cited theorem shows that, for each n,
Cn can be chosen such that it takes values in a finite set and there is a sequence
0 < tn1 < tn2 · · · such that Cn is constant over [tnk , t

n
k+1) for all k ∈ N0.

Let Zn be defined via (7) with C replaced by Cn and with M and N as introduced
above. A straightforward application of Gronwall’s inequality and (85) shows that for
each T1 ∈ (0,∞), there is a c ≡ c(T1) ∈ (0,∞) such that

sup
0≤t≤T1

E|Zn(t) − Z(t)| ≤ c sup
0≤t≤T1

E

∣∣∣∣∣
∫

[0,t]

(Cn(s) − C(s))ds

∣∣∣∣∣ .(86)

Hence Zn → Z, in probability, uniformly on [0, T ].
If τ = ∞, Z(t) ∈ S

o for all t ≥ 0. Thus, (86) implies that there exists N0 such
that if n > N0, then Zn(t) ∈ S

o for all t ≥ 0, and therefore τn = ∞ for all n > N0.
Then clearly τn → τ a.s. as n → ∞ on the set {τ = ∞}. Next note that, a.s. on
the set {τ < ∞} and for every δ > 0, there exist t ∈ [τ, τ + δ) and ε > 0 such
that dist(Z(t),S) > ε. This is because, in view of (83), Z(τ + t), t ≥ 0, is described
via (7) with initial condition Z(τ) and M ≡ N ≡ 0. If Z(τ) = 0, the property is
satisfied trivially since C(t) = p for all t ≥ τ . Otherwise, the property follows from a
standard argument based on the law of the iterated logarithm for Brownian motion
(cf. pages 260–261 in [19]). This, along with the convergence of Zn to Z, shows that
τn

.
= inf{t : Zn(t) /∈ S

o} converges to τ a.s. as n → ∞. In proving this statement
we also use the observation that if Z(t−) /∈ S, then Z(t) /∈ S. Thus τn ∧ T → τ ∧ T .
Combining these observations with (84), we obtain

E

∫
[0,τn∧T ]

e−βtf(Cn(t))dt → E

∫
[0,p]×[0,τ∧T ]

e−βtf(α)m(dα, dt).(87)
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The result now follows on using this observation in (82).

Proof of Lemma 5.9. Let ε > 0 be arbitrary and let T ∈ (0,∞) be such that
f∗(p)e

−βT /β < ε. Consider Ũ = (C̃, M̃ , Ñ) given by C̃(t) = C(t)1t<T , M̃(t) =
M(t∧T ), and Ñ(t) = N(t∧T ), t ≥ 0. Clearly Ũ ∈ Ap(z), and it is easy to check that

|J�(z, U) − J�(z, Ũ)| < ε. This proves 1. Henceforth we will assume, without loss of
generality, that 1 holds for U in the statement of the lemma. Using (7) and the bounds
on the state and control space, it is easy to show sup0≤t≤T [M(t∧τ, ω)+N(t∧τ, ω)] ≤
c1 + c2 sup0≤t≤T |W (t)|, where c1 and c2 are nonnegative constants that may depend
on T . Let L ∈ (0,∞) be large enough so that c2E sup0≤t≤T |W (t)|/(L − c1) < ε.

Define Ũ by C̃ ≡ C, M̃(t)
.
= M(t)∧L, Ñ(t)

.
= N(t)∧L. Let Z̃ be the corresponding

controlled process and τ̃ the corresponding hitting time. Let T be as in part 1, and
define A

.
= {sup0≤t≤T [M(t ∧ τ) + N(t ∧ τ)] < L}. Then

J�(z, Ũ) = E

[
1A

∫
[0,τ̃ ]

e−βtf(C̃(t))dt

]
+ E

[
1Ac

∫
[0,τ̃ ]

e−βtf(C̃(t))dt

]
.(88)

Using the bound on f , the choice of L, and Markov’s inequality, the second term
on the right side of the above inequality is bounded by ε. Also, since on the set A,
M(t) < L and N(t) < L for all t ≤ τ ∧ T , we have that the evolution of Z̃ is the
same as that of Z. Therefore τ̃ in the first expression on the right side of (88) can be
replaced with τ . This shows that |J�(z, Ũ) − J�(z, U)| ≤ 2ε and hence 2 follows.

We now consider 3. Let U ≡ (C,M,N) be an admissible control satisfying prop-
erties 1 and 2 and let Z be the solution to (7) under (C,M,N) defined on some
probability system. Following Theorem 1.2.1 of [2] (see comments below (85)) we can
assume without loss of generality that C takes values in a finite set, is RCLL, and
piecewise constant with finitely many points of change over [0, T ]. We also assume
without loss of generality (by modifying controls if needed) that M(t) = M(t ∧ τ),
N(t) = N(t ∧ τ), and C(t) = C(t)1t<τ + p1t≥τ . Fix η, θ ∈ (0,∞) and define the
piecewise constant processes Cη,θ, Mη,θ, and Nη,θ as follows. For m = 0, define
Mη,θ(mθ) = Mη,θ(0) = kη if M(0) ∈ [kη, kη + η). For m ≥ 1, set δMη,θ(mθ) = kη
if M(mθ) − M(mθ − θ) ∈ [kη, kη + η). By property 2, we need only consider
the finite set {kη : k = 0, 1, 2, . . . ,K}, where K is some positive integer. Then
let Mη,θ(t) = Mη,θ(mθ) for t ∈ [mθ,mθ + θ). Define Nη,θ analogously based on
N . Define Cη,θ(mθ) = kη if C(mθ) ∈ [kη, kη + η) and Cη,θ(t) = Cη,θ(mθ) for
t ∈ [mθ,mθ + θ). The constructed process Uη,θ ≡ (Cη,θ,Mη,θ, Nη,θ) is an admissi-
ble control. Let Zη,θ denote the solution to (7) under this control, defined on some
probability system, and let τη,θ denote the first time this process exits S

o
� . Choose a

sequence (ηk, θk) such that ηk, θk → 0 as k → ∞. Denote Zηk,θk by Zk. Similar ab-
breviations are used for Uηk,θk , τηk,θk . One can easily check that (Zk, Uk) → (Z,U) in
D([0, T ],R2 × [0, p]× [0, L]× [0, L]) (in probability) as k → ∞. If τ = ∞, the uniform
convergence Zk → Z implies that there exists K0 such that for all k > K0 we have
Zk(t) ∈ S

o for all t ≥ 0, and thus τk = ∞ for all k > K0. Therefore τk → τ a.s. as
k → ∞ on the set {τ = ∞}. Next note that, a.s. on the set {τ < ∞}, for every δ > 0
there exists t ∈ [τ, τ+δ) and ε > 0 such that dist(Z(t),S) > ε. This is because, on this
set, by our choice of U , Z(τ+t), t ≥ 0, is described via (7) with M ≡ N ≡ 0 and initial
condition Z(τ). In the case Z(τ) = 0 the property is satisfied trivially since C(t) = p
for all t ≥ τ . Otherwise, the property follows from an argument analogous to the
proof of Theorem 9.4.3 of [19] (see pp. 260–261). Next, recalling that Zk → Z, Z(t)
is continuous for all t ≥ τ and the observation that Z(τ−) ∈ (So

�)
c ⇒ Z(τ) ∈ (So

�)
c,
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we conclude τk ∧ T → τ ∧ T in probability. The convergence of J(z, Uk) to J(z, U)
now follows. This proves 3.

The proofs of 4 and 5 are quite standard and we provide only a sketch; the reader
is referred to the proof of Theorem 10.3.1 of [19] (pages 285–287) for details. Assume
that U satisfies properties 1–3, and let γ > 0. Part 4 is essentially a consequence of
the martingale convergence theorem on noting that the σ-fields Gγ

.
= σ{U(nθ), n <

m;W (lγ), lγ ≤, θ} increase to the σ-field G .
= σ{U(nθ), n < m;W (s), s ≤, θ} as γ ↓ 0.

The main idea is to define controls Uγ and controlled processes Zγ recursively over
intervals [mθ, (m + 1)θ) by using the right side of (60) in defining the law of Uγ over
[mθ, (m+1)θ). Proving the weak convergence of (Zγ , Cγ) to (Z,C) is straightforward.
The convergence of hitting times is argued as in the proof of part 3. Finally, part 5 is
proved by convolving qm,k, defined in (61), in the (z, w) variables by a parametrized
family of mollifiers and arguing weak convergence of the resulting controlled pair
to (Z,C) as the mollifying parameter approaches a suitable limit. Convergence of
stopping times is argued, once more, as in 3.
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PERFORMANCE RECOVERY IN DIGITAL IMPLEMENTATION OF
ANALOGUE SYSTEMS∗

GUOFENG ZHANG† , TONGWEN CHEN‡ , AND XIANG CHEN§

Abstract. In this paper, the generalized bilinear transformation (GBT) is proposed. Compared
with the traditional bilinear, zero-order hold (ZOH) and first-order hold transformations, one ad-
vantage of GBT is that it may convert unstable poles (zeros) to stable poles (zeros). It is proved
that controllability and observability are invariant under GBT. After that, it is shown that the
performance of a sampled-data system obtained via GBT approaches that of the analogue system
as the underlying sampling period goes to zero. Performance studied here is characterized in terms
of internal stability and �p induced norms for all 1 ≤ p ≤ ∞. This results extends the main results
in [G. Zhang and T. Chen, Dyn. Contin. Discrete Impuls. Syst. Ser. B Appl. Algorithms, Suppl.,
2003, pp. 28–33] and [G. Zhang and T. Chen, Automatica J. IFAC, 40 (2004), pp. 327–330] from
SISO to MIMO and also removes the limitation on the “A” matrix of the system. Finally, an example
is employed to compare digital implementations via GBT and the ZOH transformation.

Key words. fractional-order hold transformation, generalized bilinear transformation, graph
metric, Hankel singular values, performance recovery, unstable zeros
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1. Introduction. Sampling a continuous-time system is a fundamental problem
in a variety of scientific areas, such as computer control, system identification, and
signal processing. It is becoming even more conspicuous in light of the huge success of
computer-aided processing and networking [1], [2], [6], [13], [22], [23], [18], [24], [35],
[17]. There are many intriguing problems related to sampling. This paper focuses on
the problem of performance recovery in digital implementation of analogue systems.
Consider the continuous-time closed-loop system Σ1 shown in Figure 1.1, where W is
a finite-dimensional linear time-invariant (FDLTI) stable block, and both G and K
are FDLTI. Suppose that Σ1 is internally stable [6, p. 241] and also satisfies some
input-output performance specifications. Now conduct a digital implementation as in
Figure 1.2 by using Kh obtained via some discretization method, with h being the
underlying sampling period. For convenience, we denote the system in Figure 1.2 by
Σ2. Note that Σ2 is a sampled-data control system. Within this set-up, the following
question could be raised: Under what condition will Σ2 also be internally stable and
have similar input-output properties as those of Σ1?

This problem has been studied extensively in recent years. In Chen and Francis
[5], [6], an upper bound for the sampling period h is derived, for which the sampled-
data control system Σ2 is �p input-output stable; furthermore, it is shown that perfor-
mance of Σ2 converges to that of Σ1 as h approaches zero. The digital implementation
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W � K � G� � � � � �
�

�r r1 z u y
d

−

Fig. 1.1. Σ1: analogue system.

W � S Kh H � G� �� � � � � � � � � � � � � � � � � �
�

�r r1 z u
d

y

−

Fig. 1.2. Σ2: digital implementation of Σ1.

of an analogue controller will generally degrade the performance of the closed-loop
system. Two examples are given in [21] to illustrate how this degradation is quantified
as a function of the underlying sampling period. Some sufficient conditions that guar-
antee uniform-in-time input-output performance convergence of sampled-data control
systems are proposed in [28]. A new discretization method is proposed in [16] based on
the principle of controller approximation, where an upper bound is derived to ensure
closed-loop stability. Quite contrary to the above, Oishi [25] illustrates via concrete
examples that, in some circumstances, even as the sampling period tends to zero, the
best sampled-data closed-loop performance may not necessarily converge to the best
analogue closed-loop performance.

All the above results are derived for digital implementation of analogue systems
via the step-invariant transformation (the zero-order hold (ZOH) equivalent). Let
Kd and Kbt denote two different versions of Kh, obtained via the step-invariant and
bilinear transformations respectively. By showing that the �p induced norm of Kd−Kbt

approaches zero for all 1 ≤ p ≤ ∞ as h goes to zero, Zhang and Chen [38] and [39]
proved that performance recovery of digital implementation of Σ1 via the bilinear
transformation still holds. However, it is assumed in [38] and [39] that G in Figure 1.1
is a single-input–single-output (SISO) stable block, and furthermore, the “A” matrix
is diagonalizable with all real eigenvalues. Actually, the result holds for p = ∞ no
matter whether G is multi-input–multi-output (MIMO) or G is diagonalizable with
all real eigenvalues. One of the main purposes of this paper is to generalize the results
in [38] and [39] to the cases of 1 ≤ p < ∞. The remainder of this paper is outlined as
follows.

In section 2, we propose the generalized bilinear transformation (GBT) that con-
tains the (traditional) bilinear transformation as a special case. Denoting the resulting
digital controller by Kgbt, we explore the relation between the poles and zeros of K
and Kgbt. One advantage of the GBT is that it may be able to convert unstable
zeros or poles to stable zeros or poles. This is quite desirable since unstable zeros and
poles always impose various limitations on system performance [7], [15], [27], [44],
process identification algorithms [19], [30], network communication bandwidth [33],
[11], and stability of networked control systems [40]. Then we show that control-
lability, as well as observability, is preserved under the GBT. More important, the
GBT provides a class of discretizations. When control engineers have some practical
digital implementation problem at hand, instead of only the ZOH, first-order hold,
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or traditional bilinear transformations, now they have infinite many choices at their
disposal. Therefore, for a specified control performance, he may select a particular
discretization method by tuning the parameter in the GBT. Clearly, this new degree
of freedom will enhance the capability of a control engineer.

In section 3, we investigate the limiting behavior of Kgbt. More specifically,
we prove the following result: Given K stable, the �p induced norm of Kgbt − Kd

approaches zero for all 1 ≤ p ≤ ∞ as the underlying sampling period h tends to
zero. This result holds no matter whether K is SISO or MIMO, thus generalizing
Theorem 1 in [39]. This result plays a key role in the development in section 4.

Based on the results in section 3, we establish in section 4 that all existing stability
and performance results for the step-invariant transformation (the ZOH equivalent)
can be translated into those for the GBT. Using the methods proposed in this paper,
limiting properties and performance recovery of other types of digital implementations
such as the Al-Alaoui transformation can be dealt with in a similar way.

Section 5 is a case study. An example is used to compare digital implementations
of analogue systems via the ZOH transformation and the GBT. It demonstrates that
GBT converts some unstable system zeros (poles) to stable ones, therefore bringing
in a closed-loop system which has much less performance limitations than that using
ZOH.

Our main purpose in this paper is to show performance recovery in digital im-
plementations of analogue systems via the GBT in fast sampling. However, it is
worthwhile to point out that in some circumstance fast sampling is dangerous. For
example, if a quantizer of fixed sensitivity is inserted into a control loop consisting of
a system and an unstable controller, the simulation in [3] demonstrates that system
performance will grow unbounded as the sampling period goes to zero. Hence, in the
framework of network-based control, where signal quantization is prevalent, very fast
sampling will in general degrade control performance [20]. This understanding warn
us that we should be careful in choosing a suitable sampling period when dealing with
practical problems.

Finally, some words about notation. The norm symbol ‖ · ‖ represents the Eu-
clidean norm if · is a vector, or its largest singular value if · is a matrix; ‖ · ‖�p is
the �p norm if applied to a vector and is the �p induced norm if applied to a system.
Following the convention, for a discrete-time transfer function H(z) with a state-space
realization (A,B,C,D), define[

A B
C D

]
:= D + C(zI −A)−1B.

2. GBT. The bilinear transformation is motivated by considering the trape-
zoidal approximation of an integrator. Given an integrator 1/s with input u and
output y, the trapezoidal approximation of

y(kh + h) = y(kh) +

∫ kh+h

kh

u(τ)dτ(2.1)

is

y (kh + h) = y (kh) + h
u (kh + h) + u (kh)

2
;

i.e., the integral is approximated by the average value of u(kh + h) and u(kh). Now
we approximate the integral in (2.1) using some other combination of u(kh + h) and
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u(kh). More specifically, consider

y (kh + h) = y (kh) + h (αu (kh + h) + (1 − α)u (kh)) ,(2.2)

where α ∈ (0, 1). The transfer function of (2.2) is (in z transform)

y (z)

u (z)
= h

αz + (1 − α)

z − 1
.

This motivates us to introduce the GBT

1

s
= h

αz + (1 − α)

z − 1
,

that is,

s =
1

h

z − 1

αz + (1 − α)
.(2.3)

Therefore, under the generalized bilinear transformation, the continuous-time transfer
function K(s) in Figure 1.1 is mapped to Kgbt(z), where

Kgbt(z) = K

(
1

h

z − 1

αz + (1 − α)

)
.(2.4)

In terms of state-space data, take a minimal realization for K(s), namely, (A,B,C,D),
and assume A ∈ R

n×n, B ∈ R
n×m, C ∈ R

p×n, D ∈ R
p×m; it is straightforward to

derive that Kgbt(z) has a state-space model (Agbt, Bgbt, Cgbt, Dgbt) with

Agbt = (I − αhA)
−1

(I + (1 − α)hA) , Bgbt = (1 − α) (I − αhA)
−1

hB,

Cgbt = C

(
I +

α

1 − α
Agbt

)
, Dgbt = D +

α

1 − α
CBgbt.

When α = 1/2, we recover the traditional bilinear transformation. In what follows,
without loss of generality, it is assumed that the matrix B is of full column rank, i.e.,
rank(B) = m.

(Conversely, given a discrete-time system Kgbt(z) with state-space data (Agbt,
Bgbt, Cgbt, Dgbt), one can also get a continuous-time system K, one of whose state-
space realizations is

A = −Ω(I −Agbt), B = ΩBgbt, C = Cgbt (I + αhΩ(I −Agbt)) ,

D = Dgbt − CgbtαhΩBgbt,

where Ω = ((1 − α)hI + αhAgbt)
−1

.)
In what follows we study properties of the generalized bilinear transformation.

Let us first look at poles and invariant zeros. Equation (2.3) yields

z =
1 + (1 − α)hs

1 − αhs
.(2.5)

Hence, if s is an eigenvalue of the matrix A, then z in (2.5) is that of Agbt. The same
is true for invariant zeros [43]. Actually we have a stronger conclusion.

Theorem 2.1. If s is an invariant zero of K, then z in (2.5) is an invariant zero
of Kgbt. Furthermore, if D = 0, then z = − 1−α

α is also a zero of Kgbt.
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Proof. We begin with the first part. Let s be an invariant zero of K. Then there
exist 0 �= x ∈ R

n and u ∈ R
m such that

(A− sI)x + Bu = 0,

Cx + Du = 0.(2.6)

It suffices to show that

(Agbt − zI) x̃ + Bgbtũ = 0,

Cgbtx̃ + Dgbtũ = 0,(2.7)

where

ũ = u, x̃ =
1

1 + α
1−αz

x.(2.8)

In terms of (2.8), the left-hand side of (2.7) is equivalent to

(Agbt − zI) x̃ + Bgbtũ =
(
(I − αhA)

−1
(I + (1 − α)hA) − zI

)
x̃

+ (1 − α) (I − αhA)
−1

hBũ

= (I − αhA)
−1 {(I + (1 − α)hA− (I − αhA) z) x̃ + (1 − α)hBu} ,

Cgbtx̃ + Dgbtũ = C

(
I +

α

1 − α
Agbt

)
x̃ +

(
D +

α

1 − α
CBgbt

)
ũ

= Cx̃ + Du

+
α

1 − α
C (I − αhA)

−1 {(I + (1 − α)hA) x̃ + (1 − α)hBu} .(2.9)

Rewriting (2.6) as Bu = (sI −A)x, −Cx = Du, and substituting it into the first
equation of (2.9), we have

(Agbt − zI) x̃ + Bgbtũ

= (I − αhA)
−1 {(I + (1 − α)hA− (I − αhA) z) x̃ + (1 − α)h (sI −A)x}

= (I − αhA)
−1 {(I + (1 − α)hA) x̃ + (1 − α)h (sI −A)x− (I − αhA) zx̃} .

Therefore, we need only to show that

(I + (1 − α)hA) x̃ + (1 − α)h (sI −A)x = (I − αhA) zx̃(2.10)

and

(2.11)

Cx̃ + Du +
α

1 − α
C (I − αhA)

−1 {(I + (1 − α)hA) x̃ + (1 − α)hBu}

= C (x̃− x) +
α

1 − α
C (I − αhA)

−1 {(I + (1 − α)hA) x̃ + (1 − α)h (sI −A)x} = 0.

Clearly, x̃ in (2.8) satisfies (2.10). In light of this, the left-hand side of (2.11) is
converted to

Cx̃ + Du +
α

1 − α
C (I − αhA)

−1 {(I + (1 − α)hA) x̃ + (1 − α)hBu}

= C (x̃− x) +
α

1 − α
C (I − αhA)

−1
(I − αhA) zx̃ = C (x̃− x) +

α

1 − α
Czx̃

= C

((
1 +

α

1 − α
z

)
x̃− x

)
= 0.
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In summary, (2.7) holds.
Next, assuming D = 0, we prove the second part of the theorem. Since D = 0,

(2.7) becomes

(Agbt − zI) x̃ + Bgbtũ = 0,

C

(
I +

α

1 − α
Agbt

)
x̃ +

α

1 − α
CBgbtũ = 0,(2.12)

which yields

C

[
1 +

α

1 − α
z

]
x̃ = 0.(2.13)

Clearly, z = − 1−α
α satisfies (2.13). Substitution of it into (2.12) gives rise to

(Agbt − zI)x̃ + Bgbtũ = 0,

x̃ = zhBũ.(2.14)

Because B is of full column rank, the dimension of span(B), namely, the space spanned
by the column vectors of B, is m. Hence, there exist vectors ũ1, . . . , ũm in R

m such
that Bũ1, . . . , Bũm constitute a basis of span(B). Define x̃i via the second equation
of (2.14), i = 1, . . . , n −m. Then (x̃i, ũi), (i = 1, . . . , n −m) are solutions to (2.14)
for z = − 1−α

α . The theorem is proved.
Remark 1. When D = 0, s = ∞ is actually a zero of K. By (2.5), z =

−(1 − α)/α is indeed the corresponding zero of Kgbt. In this regard, Theorem 2.1
tells us that the generalized bilinear transformation may generate new zeros which
have no finite counterparts in the continuous-time domain. Following conventional
notation, we call these zeros discretization zeros. Similarly, given a finite zero in the
continuous-time domain, a finite zero in the discrete-time domain can be obtained via
(2.5). We call such zeros intrinsic zeros. Suppose that K is a SISO system whose
transfer function has relative degree n − m > 0 (note that in this case, D = 0).
If K is discretized via the step-invariant transformation, it is proved in [1] that if
n − m > 2, some discretization zero(s) will become unstable at a sufficiently small
sampling period h. Even when n − m = 2, as h → 0, the unique discretization
zero approaches the point (−1, 0) on the plane from outside the unit disk under a
certain condition (Theorem 5 in [14]). As to the first-order hold transformation, for
n − m ≥ 2, there are unstable discretization limiting zeros for sufficiently small h
(Theorem 9 in [14]). As for the traditional bilinear transformation, namely, α = 1/2
in (2.4), Theorem 2.1 indicates that there are n−m discretization zeros at (−1, 0) on
the plane, so the resulting discrete-time system is at most marginally stable. However,
for α ∈ (1/2, 1), z = − 1−α

α is within the unit circle, implying stable discretization
zeros. It is worth noting that discretization zeros are independent of the sampling
period for the generalized bilinear transformation. Therefore, as far as system zeros
are concerned, the generalized bilinear transformation with α ∈ (1/2, 1) is the best.

In the following, we investigate the stability of poles (resp., zeros) of the discrete-
time system Kgbt obtained from the continuous-time system K. Suppose that s =
a + jb is a pole (resp., zero) of K, where j =

√
−1. Then by (2.5), we have∣∣∣∣1 + (1 − α)hs

1 − αhs

∣∣∣∣ < 1 ⇔ (1 + ah(1 − α))
2

+ h2b2(1 − α)2 < (1 − aαh)
2

+ b2h2α2,
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which is equivalent to

2a

a2 + b2
< (2α− 1)h.(2.15)

We have the following observations.
1. When α = 1/2, the GBT reduces to the traditional bilinear transformation.

In this case, inequality (2.15) always holds, provided that a < 0; i.e., the tra-
ditional bilinear transformation maps stable poles (resp., zeros) of K to stable
poles (resp., zeros) of Kgbt. If D = 0, Remark 1 shows that discretization
zeros are at (−1, 0) on the plane.

2. When α ∈ (0, 1/2), (2α− 1) < 0. Hence, for such a value of α, the resulting
GBT may map a stable pole (resp., zero) of K to an unstable pole (resp.,
zero) of Kgbt. If D = 0, discretization zeros lie outside the unit circle, thus
leading to a nonminimum phase discrete-time system.

3. When α ∈ (1/2, 1), (2α− 1) > 0. Hence, for such a value of α, the resulting
generalized bilinear transformation may map an unstable pole (resp., zero) of
K to a stable pole (resp., zero) of Kgbt. If D = 0, discretization zeros are all
stable.

Now we see that the traditional bilinear transformation stands in the middle of
the GBT; on the one side lie transformations that may convert a stable zero (resp.,
pole) to an unstable pole (resp., zero) (for 0 < α < 1/2); on the other side stand
transformations that may transform an unstable pole (resp., zero) to a stable zero
(resp., pole) (for 1/2 < α < 1). As is well known, unstable zeros or poles are gen-
erally undesirable in a control system because they always impose various kinds of
limitations on system performance, such as frequency-dependent constraints on the
complementary sensitivity function of discrete-time systems [7], the achievable tran-
sient performance of tracking and rejection to disturbances applied to the plant output
in some servomechanism problem [27], a discrete-time loop transfer recovery proce-
dure [44], and optimal prediction and estimation algorithms for stochastic models
[19], [30]. Therefore, it is always desirable to avoid unstable poles and zeros. In this
regard, the generalized bilinear transformation with 1/2 < α < 1 has advantages over
the traditional bilinear transformation (α = 1/2) because it may be able to eliminate
unstable zeros or poles of an analogue systems provided that the sampling period is
not too small, which is always the case in practice, as is commented on in section 1.
Moreover, in light of Theorem 2.1, discretization zeros generated via the GBT with
1/2 < α < 1 are all stable, which is also an advantage over the traditional bilinear
transformation. Actually, some other types of bilinear transformations have been used
in the literature. For instance, in [4], a general bilinear relationship is applied to the
problem of deriving discrete analogues of continuous singular perturbation and direct
truncation model reduction. We remark that a similar application can be done for
the GBT presented in this paper.

Because controllability and observability are two fundamental properties of any
control system, in the following we establish that the generalized bilinear transforma-
tion preserve these two features.

Theorem 2.2. Assume that α ∈ (0, 1). K is controllable (resp., observable) if
and only if Kgbt is controllable (resp., observable).

Proof. We first prove preservation of observability by contradiction. Suppose that
Kgbt is not observable; then there exist a nonzero vector w ∈ R

n and a scalar z ∈ R
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such that

Agbtw = zw(2.16)

and

Cgbtw = 0.(2.17)

There are two possible cases as follows.
Case 1(z = 0). In this case, (2.16) is equivalent to

Agbtw = 0.(2.18)

Substituting it into (2.17), we have Cw = 0. According to (2.18), (I + (1 − α)hA)w =
0, that is, (A − 1

(α−1)hI)w = 0. Clearly, x = w �= 0 and s = 1
(α−1)h satisfy Ax = sx

and Cx = 0.
Case 2(z �= 0). In this case, define x = (I + α

1−αAgbt)w. Then Cx = 0. However,
we need to verify that x �= 0. If x = 0, then w = − α

1−αAgbtw. Combining it with
(2.16), we have (1+ αz

1−α )Agbtw = 0. Since Agbtw �= 0 (otherwise z = 0), 1+ αz
1−α = 0,

i.e., z = α−1
α . According to (2.16), (I + (1 − α)hA)w = z(I − αhA)w = α−1

α (I −
αhA)w, which implies w = 0 and contradicts our hypothesis. As a consequence,
x �= 0. Define s = 1

h
z−1

1−α+αh . Then it is straightforward to verify that Ax = sx and
Cx = 0.

The “sufficient” part can be proved by reverting the preceding procedure. Con-
sequently the case of observability is proved. Preservation of controllability can be
readily proved in a similar way.

Remark 2. We have studied such properties of the GBT as the mapping of zeros
and poles and preservation of controllability and observability. Certainly, there are
more to be investigated. For example, Chen and Weller [9] studied the problem of how
the finite and infinite zero structures, as well as invertibility structures, of a general
continuous-time LTI multivariable system are mapped to those of its discrete-time
counterpart under the bilinear transformation. Similar results can be drawn for the
GBT.

Remark 3. From our point of view, the real significance of GBT is that it induces
a class of controller discretizations. The parameter α provides an extra degree of
freedom in the course of digital implementation of analogue controllers. Therefore,
it is possible for a designer to utilize α to achieve better control performance. For
example, it is now possible to adjust α to assign the poles of the digital controller
to some prespecified place. Take step tracking as another example. For a sampled-
data system obtained by approximating the analogue controller via either the step-
invariant transformation or the bilinear transformation, it is well known that it is
step-tracking if and only if the analogue system is step-tracking. However, due to
digital approximation, the transient response in the sampled-data system is worse than
that of the analogue system. Transient response is primarily determined by closed-
loop poles. Hence, with the aid of GBT, we may expect better transient response
by choosing α carefully. In summary, there are a lot of issues to be investigated
regarding GBT. Due to space limitation, in what follows we discuss only one type
of performance, namely, performance recovery characterized by �p induced norms of
systems. In section 3, we show that the �p induced norms of Kd − Kgbt approach
zero as the sampling period h goes to zero. Then based on this result, in section
4 we prove performance recovery in digital implementation of analogue systems via
the GBT.
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3. Convergence in �p induced norms. Given an analogue system K with a
state-space realization (A,B,C,D), its step-invariant transformation Kd has a state-
space realization Kd(z) = (Ad, Bd, C,D), where

Ad = eAh, Bd =

∫ h

0

eAτdτB.

In this section, assuming that K is stable, we investigate the convergence properties
between Kd and Kgbt in terms of �p induced norms when the sampling period h goes
to zero. Some preliminaries are necessary for further development.

Lemma 3.1. Assume that the pair (A,B) is stabilizable. Then there exists a
constant matrix F such that A+BF and 1

1−αA+BF (α ∈ (0, 1)) are all asymptotically
stable.

Proof. Since (A,B) is stabilizable, it is well known that there exists a positive
definite matrix P such that

A′P + PA− PBB′P < 0.

Define F = − 1
2

1
1−αB

′P . It can be verified that

(A + BF )
′
P + P (A + BF ) ≤ A′P + PA− PBB′P < 0

and(
1

1 − α
A + BF

)′
P + P

(
1

1 − α
A + BF

)
=

1

1 − α
(A′P + PA− PBB′P ) < 0.

By the Lyapunov theorem, A + BF and 1
1−αA + BF are both asymptotically sta-

ble.
Lemma 3.2. If A+BF is asymptotically stable (in continuous time), Ad +BdF ,

Agbt + BgbtF , and Agbt + 1
1−αBgbtF are all asymptotically stable (in discrete time)

for sufficiently small h.
Proof. The stability of Ad + BdF can be proved using the power series. Observe

that

Ad + BdF = eAh +

∫ h

0

eAτdτBF

= eAh +

(
hI +

1

2
Ah2 + o(h2)

)
BF

= I + h (A + BF ) + o(h),

where o(h) satisfies limh→0
o(h)
h = 0. Because A + BF is asymptotically stable, so is

Ad +BdF for sufficiently small h. To prove the stability of Agbt +BgbtF , in addition
to the power series, Lemma 3.1 is also required. Observe that

Agbt + BgbtF = (I − αhA)
−1

(I + (1 − α)hA) + (1 − α)h (I − αhA)
−1

BF

= (I − αhA)
−1

(I + (1 − α)h(A + BF ))

= (I + αhA + o(h)) (I + (1 − α)h(A + BF ))

= I + h (A + (1 − α)BF ) + o(h)

= I + (1 − α)h

(
1

1 − α
A + BF

)
+ o(h).
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Coupling this with Lemma 3.1 yields the asymptotic stability of ( 1
1−αA + BF ) for

sufficiently small h. Hence, Agbt +BgbtF is asymptotically stable for sufficiently small
h. Finally, we show the asymptotic stability of Agbt + 1

1−αBgbtF . Observe that

Agbt +
1

1 − α
BgbtF = (I − αhA)

−1
(I + (1 − α)hA) + (I − αhA)

−1
hBF

= (I − αhA)
−1

(I − αhA + h(A + BF ))

= I + (I − αhA)
−1

h(A + BF )

= I + (I + αhA + o(h))h(A + BF )

= I + h(A + BF ) + o(h).

As a consequence, Agbt + 1
1−αBgbtF is asymptotically stable.

Now we have a set-up for the following lemma that is crucial in further develop-
ment.

Lemma 3.3. In the graph metric [34], [26], Kd − Kgbt converges to zero as the
sampling period h goes to zero.

This result can be easily derived based on the above two lemmas as well as the
proof of Theorem 2 in [39] by replacing

[
Mbt (z)
Nbt (z)

]
=

⎡
⎣ Abt + 2BbtF Bbt

2F I
Cbt + 2DbtF Dbt

⎤
⎦

with

[
Mgbt (z)
Ngbt (z)

]
=

⎡
⎢⎣

Abt + 1
1−αBgbtF Bgbt
1

1−αF I

Cgbt + 1
1−αDgbtF Dgbt

⎤
⎥⎦

for a right coprime factorization of Kgbt = Ngbt(Mgbt)
−1.

If K is asymptotically stable and α ∈ (1/2, 1), then it follows from Lemma 3.2
that both Kd and Kgbt are asymptotically stable. In this case, the graph metric
induces the same topology as that induced by the H∞ norm. We have the following.

Corollary 3.4. If K is stable and α ∈ (1/2, 1), limh→0+ ‖Kd(z)−Kgbt(z)‖�2 =
0.

With the aid of Corollary 3.4, we are now in a position to prove the main result
of this section.

Theorem 3.5. Assume that K is stable and α ∈ (1/2, 1). Then

lim
h→0+

‖Kd −Kgbt‖�p = 0

for all 1 ≤ p ≤ ∞.
Proof. Observe that

Kd(z) −Kgbt(z) =

⎡
⎣ Ad 0 Bd

0 Agbt Bgbt

C −Cgbt −αhC (I − αhA)
−1

B

⎤
⎦ .

Let

Kcl(z) :=

⎡
⎣ Ad 0 Bd

0 Agbt Bgbt

C −Cgbt 0

⎤
⎦ , Dcl := −αhC (I − αhA)

−1
B.
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Then

Kd(z) −Kgbt(z) = Kcl(z) + Dcl.

By Corollary 3.4,

lim
h→0+

‖Kcl(z)‖�2 = 0.

Let the Hankel singular values of Kcl(z) be σh
H =

{
σh

1 , · · · , σh
N

}
, where σh

1 ≥ · · · ≥
σh
N ≥ 0. According to the discrete-time counterpart of Theorem 7.8 in [43], we have

‖Kcl(z)‖�1 ≤ 2

N∑
k=1

σh
i ≤ 2Nσh

1 .

As a result,

lim
h→0+

‖Kcl(z)‖�1 = 0.

Clearly, Dcl → 0 as h → 0. Therefore

lim
h→0+

‖Kd(z) −Kgbt(z)‖�1 = 0.

Furthermore, according to the discrete-time version of Theorem 9.1.2 in [6],

‖Kd −Kgbt‖�p ≤ ‖Kd −Kgbt‖�1 for all 1 ≤ p ≤ ∞.

The result is proved.
Remark 4. The above theorem is applicable to MIMO systems. The restriction of

the “A” matrix being diagonalizable with all real eigenvalues in [39] is also removed.
Thus it generalizes Theorem 1 of [39]. In this way, along with Theorem 9.4.1 in [6], if
the step-invariant or GBT is applied to an analogue system, internal stability as well
as other performance specifications of the analogue system can be recovered as the
sampling period tends to zero. This is the topic of the next section.

Remark 5. As commented before, when α = 1/2, the GBT in (2.4) reduces to
the traditional one. For convenience, we denote it by Kbt. It can be shown that K(s)
and Kbt(z) have the same Hankel singular values. Unfortunately, the GBT does not
enjoy this nice property.

4. Performance recovery. In this section, we discuss an application of Theo-
rem 3.5. It is well known that internal stability of an analogue control system can
be recovered if the controller is implemented via the step-invariant transformation.
Similar results can be proved for other types of performance specifications. More
concretely, consider the feedback system Σ1 in Figure 1.1. Now we perform digital
implementation using the step-invariant transformation; then Kh in Figure 1.2 be-
comes Kd. Assume that both G and Kd are FDLTI and strictly causal. Furthermore,
suppose that W is FDLTI, strictly causal, and stable, introduced as a prefilter before
the sampler for later digital implementation. This closed-loop system is said to be
internally stable [6] if the mapping

[
I G
−K I

]−1

:

[
r
d

]
�−→

[
z
u

]



2218 GUOFENG ZHANG, TONGWEN CHEN, AND XIANG CHEN
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−

Fig. 4.1. Digital system Σ3 via the GBT.
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Fig. 4.2. The equivalent system of Σ3.

is bounded L2 (R+) → L2 (R+).
The following proposition will be used later.
Proposition 4.1 (see [6]). Suppose that Σ1 is internally stable and satisfies

sup‖r‖�p≤1 ‖z‖�p < ε, for some ε > 0. Then

(a) Σ2 is internally stable as h → 0;
(b) sup‖r‖�p≤1 ‖z‖�p < ε as h → 0.

If we replace Kd in Figure 1.2 with Kgbt, then we get another sampled-data sys-
tem, Σ3, as shown in Figure 4.1. We have the following result that is the counterpart
of Proposition 4.1.

Theorem 4.2. This pertains to the configuration of Figure 4.1. Suppose that Σ1

is internally stable and satisfies sup‖r‖�p≤1 ‖z‖p < ε for some ε > 0. Furthermore,

assume that K is strictly causal and stable. Then
(a) Σ3 is internally stable as h → 0;
(b) sup‖r‖�p≤1 ‖z‖�p < ε as h → 0.

In order to prove this theorem, we observe the following fact: Let G be a stable,
FDLTI, discrete-time system. Then

‖G‖�p ≤ ‖G‖�1 for all p ∈ N ∪∞.(4.1)

We can now proceed with the proof of Theorem 4.2.
Proof. First we reconfigure system Σ3 in the way shown in Figure 4.2. The system

G1 can be viewed as a perturbation to the system under it, which is exactly system
Σ2 in Figure 1.2. Therefore, if the norm from ω to ξ tends to zero as h → 0, then
according to the small gain theorem, we can ascertain that system Σ3 is internally
stable. Hence, the problem is reduced to showing property (b) for system Σ3. For
that, and in view of (4.1), it is sufficient to show limh→0 ‖G1‖�1 = 0, which is given
by Theorem 3.5.
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5. Discussion on performance limitations of digital implementations of
analogue systems. In this section, we discuss digital implementation of analogue
systems with examples. If an analogue plant G(s) is preceded by a zero-order holder
and followed by an ideal sampler, then one gets its discrete-time counterpart, Gd(z).
Now suppose there is a certain holder as well as some sampler such that the discrete-
time version of G(s) is Ggbt(z) obtained via (2.4), i.e., the GBT is physically imple-
mentable. Next, we will employ an example to compare these two implementations in
terms of various performance limitations of closed-loop systems, such as limitations of
feedback control given by Bode or Poisson integrals as well as bandwidth limitations
and quantization in network-based control or communication.

Suppose that we have a continuous-time system G(s) whose transfer function is

G(s) =
s3 − 3s + 12s− 10

s4 − 10s3 − 7s2 + 64s + 60
.

G(s) has three unstable zeros: z1 = 1 + 3i, z2 = 1 + 3i, and z3 = 1, where i =
√
−1.

The poles of G(s) are p1 = 10, p2 = 3, p3 = −2, and p4 = −1. Note that the first
two are unstable. Let the sampling period be h = 0.5. Assume that Gd(z) is the
discretization of G(z) via the ZOH transformation, and Ggbt(z) is that of G(z) via a
GBT at α = 7/8. Then

Gd(z) =
12.76z3 − 46.34z2 + 75.95z − 63.65

z3 − 153.9z3 + 814.3z2 − 682.2z + 148.4

and

Ggbt(z) =
0.1765z4 − 0.3691z3 + 0.1594z2 − 0.1595z − 0.02719

z4 + 3.163z3 − 2.656z2 − 0.744z + 0.5568
.

It is easy to see that the zeros of Gd(z) are

zd1 = 0.8779 + 1.3742i, zd2 = 0.8779 − 1.3742i, zd3 = 1.8761,

and its poles are

pd1 = 148.4132, pd2 = 4.4817, pd3 = 0.6065, pd4 = 0.3679.

Hence, Gd(z) has three unstable zeros. Note that the relative degree of G(s) is 1; thus
there are no discretization zeros [1]. Gd(z) has two unstable poles, too. The zeros of
Ggbt(z) are

zgbt1 = 1.8889, zgbt2 = −0.1429, zgbt3 = 0.1724 + 0.7356i, zgbt4 = 0.1724 − 0.7356i,

and its poles are

pgbt1 = −3.8000, pgbt2 = −0.4815, pgbt3 = 0.4667, pgbt4 = 0.6522.

It is worthwhile to observe that zgbt2 = −0.1429 is a discretization zero, i.e., − 1−α
α =

− 1−7/8
7/8 = −1/7 ≈ −0.1429 corresponding to the zero at ∞ as indicated by Theo-

rem 2.1. Ggbt(z) has one unstable zero as well as one unstable pole. In the following,
we will compare Gd(z) and Ggbt(z) in terms of performance limitations, such as those
characterized by sensitivity and complementary sensitivity functions as well as band-
width requirement in network-based control.
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The benefit of feedback is that it compensates for the influence of various sources
of uncertainties and disturbances. For example, a sensitivity function quantifies a
system’s ability to attenuate output disturbance, while a complementary sensitivity
function describes a system’s ability to attenuate noise response as well as maintain
stability robustness. Such performance limitations can be characterized by Bode and
Poisson integrals of sensitivity and complementary sensitivity functions. Due to their
fundamental importance, in what follows we compare Gd and Ggbt in this respect.

First we discuss Ggbt. It is easy to show that Ggbt is stabilizable by a strictly
proper stable controller, F , so to speak (see p. 115 of [6] for one choice of such a
controller). Hence, the resulting open-loop transfer function GgbtF is strictly proper
too. In light of this, according to Theorem 2 of [36] (resp., Theorem 3.3 of [8]),

the Bode integral of the sensitivity function from −π to π is 2π · (log(pgbt1 )) ≈ 2π ·
1.3350 ≈ 8.3881. As to Gd, it is not easy to find directly a strictly proper stable
controller M that ensures stability of the closed-loop system. However, by mapping
Gd into the continuous-time domain via the traditional bilinear transformation, one
can use Theorem 1 in [37] to design a strictly proper stable controller, say M . Indeed,
the procedure described by Corollary 3 in [37] can be implemented to find such a
controller. Therefore, the open-loop transfer function GdM is also strictly proper,
and its unstable poles are given uniquely by Gd. According to Theorem 2 of [36]
(resp., Theorem 3.3 of [8]), the Bode integral of the sensitivity function from −π to π
is around 40.8407, which is much bigger than that of the sensitivity function GgbtF .
Due to space limitation, we omit the calculation of Bode integrals for complementary
functions of GdM and GgbtF . We also omit the Poisson integrals for the sensitivity
function and the complementary function of GdM as well as those of GgbtF (interested
readers may follow the discussions on pages 74–83 of [29]). However, our calculation
shows that those performance limitations for Ggbt are much less severe than those of
Gd because of the unstable poles and zeros structures.

Signal quantization is widely adopted in network-based control. Given a plant
G, quantization of state space of G will surely affect the control law to be designed.
Insofar as state feedback is concerned, unstable poles turn out to determine primarily
the quantization of the system state space. For example, it is shown in [10] that the
presence of unstable poles causes nonexistence of a stabilizing state feedback law under
any fixed state quantization. A new network data transmission strategy has recently
been proposed, and its dynamics have been analyzed in depth in [40], [41], and [42],
where it is proved that the presence of unstable poles leads to no stabilizing feedback
laws under this new networked control scheme. In [12], a parameter ρ is employed to
describe the coarseness of quantization. In general, the smaller ρ is, the coarser the
quantization is. Coarser quantization indicates that less control effort is required. Now
we compare the optimal ρ values for both cases of the ZOH and GBT transformations.
According to Theorem 2.2 of [12], the coarsest quantizer ρ associated with Gd(z) is
0.6266, while that of Ggbt(z) is 0.5833. Therefore quantization for Ggbt(z) can be
coarser, signifying less control effort.

Furthermore, a Bode integral formula has been generalized to the case of net-
worked control systems. For example, in a Gaussian network, it is shown in [11] that
the Bode integral is equal to some average directed information [32] that describes the
required transmission rate of a stable communication scheme (Theorem 4.6 of [11]).
It turns out that the Bode integral for the sensitivity function is given by unstable
poles of the plant to be controlled via the network. More concretely, for Gd(z), this



PERFORMANCE RECOVERY OF ANALOGUE SYSTEMS 2221

quantity is

ln
(
pd1
)

+ ln
(
pd2
)

= 6.5000,

while that of Ggbt(z) is

ln
(
pgbt1

)
= 1.3350.

Clearly, a lower transmission rate is required if the original continuous-time plant G is
implemented via the generalized bilinear transformation with α = 7/8. Interestingly,
it is shown [33], [31] that the above value is also the minimal bandwidth required to
guarantee the asymptotic observability and asymptotic stabilizability of a discrete-
time linear system in network-based control, which are argued to be two fundamentally
important concepts in network-based control.

6. Conclusion. In this paper, we have proposed the generalized bilinear trans-
formation (GBT). We have proved that GBT preserves both controllability and
observability. We have shown that, compared with the traditional bilinear transfor-
mation, as well as the zero-order hold (ZOH) transformation, one advantage of GBT
is its ability to convert unstable poles (resp., zeros) to stable poles (resp., zeros). We
have also proved that GBT and ZOH converge to one another as the sampling pe-
riod goes to zero in the sense of �p induced norms for all 1 ≤ p ≤ ∞. Finally, we
have established performance recovery of digital implementations of continuous-time
systems via GBT. We hope that the brief discussion of the GBT in this paper can
lay the groundwork for a subsequent study of its possible applications in the fields of
digital and network-based control, and signal processing.
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Abstract. In this paper we study a class of pathwise stochastic control problems in which the
optimality is allowed to depend on the paths of exogenous noise (or information). Such a phenomenon
can be illustrated by considering a particular investor who wants to take advantage of certain extra
information but in a completely legal manner. We show that such a control problem may not even
have a “minimizing sequence,” but nevertheless the (Bellman) dynamical programming principle
still holds. We then show that the corresponding Hamilton–Jacobi–Bellman equation is a stochas-
tic partial differential equation, as was predicted by Lion and Souganidis [C. R. Acad. Sci. Paris
Sér. I Math., 327 (1998), pp. 735–741]. Our main device is a Doss–Sussmann-type transformation
introduced in our previous work [Stochastic Process. Appl., 93 (2001), pp. 181–204] and [Stochastic
Process. Appl., 93 (2001), pp. 205–228]. With the help of such a transformation we reduce the path-
wise control problem to a more standard relaxed control problem, from which we are able to verify
that the value function of the pathwise stochastic control problem is the unique stochastic viscosity
solution to this stochastic partial differential equation, in the sense of [Stochastic Process. Appl., 93
(2001), pp. 181–204] and [Stochastic Process. Appl., 93 (2001), pp. 205–228].
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Sussmann transformation, stochastic viscosity solutions
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1. Introduction. In this paper we are interested in the so-called pathwise stochas-
tic control problem, originally proposed by P.-L. Lions and Souganidis [13]. A version
of such a problem can be described by the following example of optimazation problem
in finance, in which the underlying risky asset follows a “hidden Markovian” stochastic
volatility model:⎧⎪⎨

⎪⎩
dSt = St[μ(t, St)dt + σ̂(Yt)dWt],

dYt = h(t, Yt)dt + σ1(t, Yt)dWt + σ2(t, Yt) ◦ dBt,

S0 = ξ, Y0 = y.

(1.1)

where W and B are two independent Brownian motions, St is the asset value at t,
and σ̂(Y ) is the volatility process. Here the Stratonovic differential ◦dB in (1.1) is
used to simplify our future discussion; it can be replaced by an Itô-type integral if
needed.

We note that the extra noise B in (1.1) can be thought of as some extra in-
formation that cannot be detected in the market in general, but is available to the
particular investor. The problem then is to show how this investor can take advantage
of such extra information to optimize his/her utility, but by taking actions that are
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completely “legal,” in the sense that the investor has to choose the optimal strategy
in the usual class of the admissible portfolios.

Mathematically, we can formulate such an optimization problem for this investor
as follows. First recall that if the short rate of the riskless asset in this market is
{rt, t ≥ 0}, and we assume that the (self-financing) portfolios {πt, t ≥ 0} are all
the {FW

t }-progressively measurable, square-integrable processes, then the dynamics
of the wealth process, {Vt, t ≥ 0}, of the investor satisfies the SDE{

dVt = [rtVt + πt(μ(t, St) − rt)]dt + πtσ̂(Yt)dWt,
V0 = v.

(1.2)

Next, denoting {FB
t }t≥0 to be the filtration generated by B, we define the following

“cost functional” (given the extra information):

J(π) = E

{
H(VT ) +

∫ T

0

�(t,Vt, πt)dt
∣∣∣FB

T

}
.(1.3)

Clearly, the purpose of conditioning on FB
T means that we are seeking optimization

given all the possible extra information (some of them might be anticipating!), while
the restriction that all strategies are {FW

t }-adapted indicates that they are completely
“legal.”

To make (1.2) and (1.3) fit more into a stochastic control framework, we combine

(1.1) and (1.2) as follows. Define X
Δ
=(Y, S,V)T and

b(t,Xt, πt)
Δ
= [h(t, Yt), μ(t, St)St, rtVt + πt(μ(t, St) − rt)]

T ,

σ(t,Xt, πt)
Δ
= [σ1(t, Yt), σ̂(Yt)St, σ̂(Yt)πt]

T ,

θ(t,Xt)
Δ
= [σ2(t, Yt), 0, 0]T .

Then the new “state” process X satisfies the following SDE:{
dXt = b(t,Xt, πt)dt + σ(t,Xt, πt)dWt + θ(t,Xt) ◦ dBt,
Xs = (y, ξ, v)T ,

0 ≤ s ≤ t ≤ T,(1.4)

and cost functional (1.3) can be rewritten as

J(s, (y, ξ, v);π) = Es,(y,ξ,v)

{
H(XT ) +

∫ T

s

�(t,Xt, πt)dt
∣∣∣FB

T

}
.(1.5)

Our pathwise stochastic control problem is then to minimize the cost functional (1.5)
over the set of “admissible controls” A, which is by definition all the {FW

t }-adapted
strategies. The value function of this stochastic control problem is defined by

V (s, (y, ξ, v)) = essinf
π∈A

J(s, (y, ξ, v)).(1.6)

Here the essential infimum should be understood as one with respect to the indexed
family of random variables (see, e.g., [5, 7] or [10, Appendix A]; detailed definition
will be given in section 2).

At this point we would like to point out that the pathwise stochastic control
problem of this kind was one of the motivations for the study of the “stochastic
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viscosity solution” for fully nonlinear stochastic PDEs (see Lions and Souganidis [13]).
However, while it has long been predicted that the Hamilton–Jacobi–Bellman (HJB)
equation for such stochastic control problem is a fully nonlinear stochastic PDE, to
date the mathematical content of this problem has not been fully explored. One of the
main purposes of this paper is to try to establish a rigorous framework for the pathwise
stochastic control problem and provide some necessary machinery for future study. It
turns out that many of them are interesting in their own right. Among other things, we
shall prove the Bellman dynamic programming principle in this particular situation,
from which we then prove that the value function is a stochastic viscosity solution
of a stochastic HJB equation, in the sense of our previous works (see Buckdahn and
Ma [2, 3]). It should be noted that the special measurability issue involved in the
“legality” of our admissible controls has not been studied before.

We should note that the pathwise control problem defined above is quite different
from a standard stochastic control problem, or even those with partial observations
(see, e.g., Bensoussan [1]). The most essential difference is that the cost functional is
now a random field instead of a deterministic function, and therefore so is the value
function. Consequently, the usual infimum (or supremum) involved in the optimiza-
tion problem should naturally be replaced by the “essential infimum” (or “essential
supremum”). Such a seemingly “routine” change, together with the “legality” re-
quirements for the admissible controls, turns out to be the source of many substantial
difficulties, both from a mathematical point of view and from the control theoretical
point of view. In fact, in the appendix we shall provide an example which shows that in
general there does not exist a minimizing sequence for our pathwise stochastic control
problem. The lack of such a sequence seems to be fatal for the dynamic program-
ming method. To overcome this difficulty we introduce an intermediate stochastic
control problem (called the “wider-sense” control problem in what follows), in which
the stochastic integral against the Brownian motion B is eliminated. We show that
this wider-sense control problem is in some sense equivalent to a traditional stochastic
control problem, and we can use it as a bridge to reach our goal.

Another immediate problem is the stochastic HJB equation itself, mainly in vari-
ous forms of measurability issues including the definition of the stochastic integration
(one should appreciate the fact that an HJB equation is always “backward”!). One of
the main reasons that we insist on using the Stratonovic stochastic integral with regard
to the Brownian motion B is that it is “insensitive” to the direction of integration, as
we can show. Finally, we would like to remark that the notion of stochastic viscosity
solutions has been studied by Lions and Souganidis [12, 13, 14, 15] and Buckdahn and
Ma [2, 3, 4]. The definition of the stochastic viscosity solution in this paper is consis-
tent with our previous works, with slight modifications to suit the present situation.
We note that such a modification will not alter the uniqueness result from [3].

The rest of the paper is organized as follows. In section 2 we formulate the problem
more formally and provide some necessary preliminaries. In section 3 we introduce
some wider-sense control problems and establish some properties and relationship
among them. Section 4 is devoted to a proof of the Bellman principle. Finally, in
section 5 we prove that the value function of the corresponding wider-sense control
problem is the viscosity solution to a randomized HJB equations, and in section 6 we
extend the result to the original problem.

2. Problem formulation and preliminaries. In this section we give a de-
tailed formulation of our pathwise control problem. Let W = (W 1, . . . ,W d) and
B = (B1, . . . , Bm) be two independent, standard Brownian motions defined on some
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complete probability space (Ω,F , P ), and let T > 0 be a given finite time horizon. We
denote FW = {FW

t }t∈[0,T ] and FB = {FB
t }t∈[0,T ] to be the two filtrations generated

by W and B, respectively, and augmented by the P -null sets in F so that they satisfy
the usual hypotheses (see, e.g., [16]). The following two filtrations will be frequently
used in the future:{

F = {Ft}t∈[0,T ]
Δ
={FW

t ∨ FB
t }t∈[0,T ] = FW ∨ FB ,

G = {Gt}t∈[0,T ]
Δ
={FW

t ∨ FB
T }t∈[0,T ] = FW ∨ FB

T .
(2.1)

Here, for two σ-fields F and G, F ∨ G denotes σ(F ∪ G) as usual. The meaning for
those involving filtrations is obvious.

Throughout this paper we let E be a generic Euclidean space, with inner prod-
uct 〈 ·, · 〉 and norm | · |. We denote Ck(E; E1) to be the usual space of E1-valued,
k-times continuously differentiable functions defined on E. Furthermore, we denote
Ck

b (E; E1) ⊂ Ck(E; E1) to be all functions that have uniformly bounded partial deriva-
tives and Ck

p (E; E1) ⊂ Ck(E; E1) to be all functions whose partial derivatives are of

at most polynomial growth. The spaces Ck,�([0, T ] × E; E1), Ck,�
b ([0, T ] × E; E1),

Ck,�
p ([0, T ] × E; E1) are defined similarly. Finally, if E1 = R, we shall omit E1 in the

notation above.
Now let B be a generic Banach space and H = {Ht}t∈[0,T ] a generic Filtration on

(Ω,F , P ). We shall denote the following:
• For any 1 ≤ p < ∞, Lp(H, [0, T ]; B) denotes all B-valued, H-progressively

measurable processes ψ, such that E
∫ T

0
‖ψt‖pBdt < ∞. In particular, we de-

note L0(H, [0, T ]; B) to be all B-valued, H-progressively measurable processes
and L∞(H, [0, T ]; B) to be a subset of L0(H, [0, T ]; B) in which all processes
are uniformly bounded.

• For any 1 ≤ p < ∞, Lp
loc(H, [0, T ] × E; E1) denotes the space of all E1-

valued random fields η defined on [0, T ] × Ω × E, such that for fixed x ∈
E, the mapping (t, ω) 
→ η(t, ω, x) is H-progressively measurable, and that

E
∫ T

0
|η(t, ·, x)|pdt < ∞. In particular, we denote Lp

loc(H, [0, T ];Ck(E,E1)) to

be all Ck(E,E1)-valued, H-progressively measurable random fields η such that
η and all the partial derivatives Dxiη are elements of Lp

loc(H, [0, T ] × E; E1).

• Ck,�(H, [0, T ] × E; E1) (resp., Ck,�
b (H, [0, T ] × E; E1), C

k,�
p (H, [0, T ] × E; E1))

denotes the space of all E1-valued random fields ϕ, defined on [0, T ] × Ω × E

such that for P -a.e. ω ∈ Ω, ϕ(·, ω, ·) ∈ Ck,�([0, T ]×E; E1) (resp., Ck,�
b ([0, T ]×

E; E1), C
k,�
p ([0, T ] × E; E1)), and that for fixed x ∈ E, the process ϕ(·, ·, x) is

H-progressively measurable.
• M0,T (H) denotes all the H-stopping times τ such that 0 ≤ τ ≤ T , P -a.s.,

and M0,∞(H) denotes all H-stopping times that are almost surely finite.
To formulate our control problem let us first specify the admissible control sets.

Let U be a compact metric space. We denote A to be the set of all FW -progressively
measurable processes α : [0, T ] × Ω → U , and denote Ã to be the set of all G-
progressively measurable processes β : [0, T ]×Ω → U . We shall refer to the elements

in A as the admissible controls and those in Ã as the admissible controls in a wider
sense.

For (t, x) ∈ [0, T ]×R
n and α ∈ A, let us consider the following controlled stochas-

tic system: for 0 ≤ s ≤ t ≤ T ,

Xt = x +

∫ t

s

b (r,Xr, αr) dr +

∫ t

s

σ (r,Xr, αr) dWr +

∫ t

s

θ (r,Xr) ◦ dBr.(2.2)
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The solution of SDE (2.2) will be denoted by Xα,s,x. The superscripts (α,s,x) will
often be dropped for notational simplicity if the context is clear.

The cost functional of the pathwise control problems is defined by

J(α; s, x)
Δ
=E

{
H(Xα,s,x

T ) +

∫ T

s

�(t,Xα,s,x
t , αt)dt

∣∣∣FB
T

}
,(2.3)

where (s, x) ∈ [0, T ] × R
n, and α ∈ A, and the value function is defined by

V (s, x)
Δ
= essinf

α∈A
J(α, s, x).(2.4)

We note that the definition of essential infimum for a family of nonnegative random
variables can be found in [7] and [10, Appendix A]; we recast it here for ready reference.

Definition 2.1. Let X be a nonempty family of nonnegative random variables
defined on a probability space (Ω,F , P ). The essential infimum of X , denoted by
essinf X , is a random variable X∗ satisfying the folowing:

(i) for all X ∈ X , X∗ ≤ X, P -a.s.; and
(ii) if Y is a random variable such that Y ≤ X for all X ∈ X , then Y ≤ X∗,

P -a.s.
Throughout this paper we shall make use of the following standing assumptions:

(H1) The functions b : R
n × U 
→ R

n, σ : R
n × U 
→ R

n×d are bounded, uniformly
continuous, and uniformly Lipschitz with respect to x ∈ R

n, uniformly in
u ∈ U .

(H2) The function θ belongs to C4
�,b(R

n; Rn×m).
(H3) The function H : R

n 
→ R is uniformly bounded and continuous.
The Lipschitz constants in (H1)–(H3) will be denoted by a generic one K > 0.
We would like to remark here that in (2.4) the value function V (·, ·) is obtained by

taking an “essinf” instead of an “inf” as in the usual stochastic control problem. Such
a change on the one hand is necessary due to the randomness of the cost functionals, as
it is often seen in optimization problems involving random objectives (see, e.g., [10]);
it does, on the other hand, generate a great deal of subtleties to the otherwise standard
control problem. In fact, in the Appendix we shall provide a counterexample which
shows that with such an “essinf” one does not even have a “minimizing sequence”
to the control problem. This gives rise to some substantial difficulties in proving the
dynamic programming principle, as well as in deriving the stochastic HJB equations.
We will show how to get around of this difficulty by studying the related “wider-sense
control problems” in section 4.

We should also note that since we do not require any “nondegeneracy” condition
on the coefficient σ (or σσT ) in this framework, we can apply a standard treatment
to reduce the system to a time-homogeneous one and to eliminate the running cost �
in (2.3) by adding the extra states

X0
t = t and Xn+1

t =

∫ t

s

�(r,Xr, αr)dr.

For example, in this case the cost functional can be written as

J(α; s, (s, x, 0)) = E{H̃(X
α,s,(s,x,0)
T )

∣∣FB
T },

where H̃(x0, x, xn+1) = H(x) + xn+1. Therefore, in the rest of the paper we shall
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consider the following simplified version of (2.2), (2.3), and (2.4):

Xt = x +

∫ t

s

b (Xr, αr) dr +

∫ t

s

σ (Xr, αr) dWr +

∫ t

s

θ (Xr) ◦ dBr,(2.5)

J(α; s, x)
Δ
=E

{
H(Xα,s,x

T )
∣∣∣FB

T

}
,(2.6)

and

V (s, x)
Δ
= essinf

α∈A
J(α, s, x).(2.7)

To conclude this section we remark that under (H1) and (H2), for any admissible

control α ∈ A the SDE (2.2) has a unique (F-adapted) solution. But if α ∈ Ã, the
situation would be much more complicated, although it could be made sensible if we
allow the integral

∫
θ(Xr) ◦ dBr to be the anticipating Stratonovic integral. But we

shall avoid such complexity by introducing the wider-sense problems. Finally, we note
that the value function defined by (2.7) is an FB

T -measurable random field. We shall
prove that it is indeed FB

s,T -measurable for any s ∈ [0, T ], and hence the stochastic
HJB equation, which is “backwardly” defined (given the terminal condition at time
T ), would simply be a time-reversed stochastic PDE in the usual sense.

3. A Doss–Sussmann-type transformation. In this section we introduce the
first step towards our wider-sense control problem. In light of the idea of “stochastic
characteristics” (cf. Lions and Souganidis [12, 13, 14, 15]) and/or “Doss–Sussmann”
transformation (cf. Buckdahn and Ma [2, 3, 4]), we would like to remove the stochastic
integral “

∫
θ(X) ◦ dB” so it becomes less “problematic.” We note that such a step is

essential in the study of stochastic viscosity solutions as well.
We proceed as follows. First consider the following SDE with parameters: for any

0 ≤ s ≤ T , and z ∈ R
n,

ηst (z) = z +

∫ t

s

θ(ηsr(z)) ◦ dBr s ≤ t ≤ T.(3.1)

We note that this SDE can be converted easily into the following “Itô form”:

ηst (z) = z +

∫ t

s

θ(ηsr(z))dBr +
1

2

∫ t

s

[Dxθ ⊗ θ](ηsr(z))dr, s ≤ t ≤ T.(3.2)

Here [Dxθ ⊗ θ] denotes the product of the tensor Dxθ and the matrix θ, defined by

[Dxθ ⊗ θ]i
�
=

m∑
j=1

n∑
k=1

∂θij

∂xk
θkj = tr {[Dxθ

i]θT }, i = 1, . . . , n,(3.3)

where θi is the ith row vector of the matrix θ. We note that in this paper the
dimensions of the Brownian motion are not essential. Thus, to simplify notation, in
what follows we shall assume m = 1. Thus the tensor product is simplified to the
usual matrix product: Dθ ⊗ θ = [Dθ]θ.

Next, we note that the stochastic flow z 
→ ηst (z) is a diffeomorphism for all
s ≤ t ≤ T , P -a.s., and

Dzη
s
t (z) = I +

∫ t

s

Dzη
s
r(z)Dθ(ηsr(z)) ◦ dBr, s ≤ t ≤ T.(3.4)
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Consequently, [Dzη
s
t ]

−1(·) exists; and it can be shown (see, e.g., [2]) that the inverse
flow of ηst (·), denoted by ζst (·), exists and satisfies the first order stochastic PDE:

ζst (z) = z −
∫ t

s

Dzζ
s
r (z)θ(z) ◦ dBr, 0 ≤ s ≤ t ≤ T, z ∈ R

n,(3.5)

and it holds that ηst (ζ
s
t (z)) = ζst (η

s
t (z)) = z for 0 ≤ s ≤ t ≤ T , z ∈ R

n, P -a.s. Let us
now define the following random fields: for (t, z, u) ∈ [0, T ] × R

n × U ,

σ̃(t, z, u)
�
= [Dzη

0
t (z)]

−1σ(η0
t (z), u);(3.6)

b̃(t, z, u)
�
= [Dzη

0
t (z)]

−1

{
b(η0

t (z), u)(3.7)

−1

2
tr {[Dzη

0
t (z)]

−1σσT (η0
t (z), u)[(Dzη

0
t (z))

T ]−1[D2
zzη

0
t (z)]}

}
.

Clearly, b̃ and σ̃ are F-progressively measurable. The following lemma is essential.
Lemma 3.1. Assume (H1) and (H2). Then for any 0 < γ < 1

12 , there exist a
sequence of FB-stopping times 0 ≤ τ1 ≤ τ2 ≤ · · · ≤ τ� ≤ · · · satisfying P{τ� = T} ↑ 1,
as � → ∞, and some constant C > 0, depending only on the coefficients b, σ, and
θ, such that for all � ≥ 1 and t ∈ [0, T ], z, z′ ∈ R

n, and u ∈ U , it holds P -a.s. on
{τ� = T} that

|σ̃(t, z, u)| ≤ C�(1 + |z|2)γ ≤ C�(1 + |z|);
|̃b(t, z, u)| ≤ C�4(1 + |z|2)4γ ≤ C�4(1 + |z|);

|σ̃(t, z, u) − σ̃(t, z′, u)| ≤ C�3(1 + |z|2 + |z′|2)3γ |z − z′|
≤ C�3(1 + |z| + |z′|)|z − z′|;

|̃b(t, z, u) − b̃(t, z′, u)| ≤ C�6(1 + |z|2 + |z′|2)6γ |z − z′|
≤ C�6(1 + |z| + |z′|)|z − z′|.

Proof. First, let E be any Euclidean space, and let f ∈ L2
loc(G; [0, T ], C1(Rn; E))

(that is, f(t, ω, ·) ∈ C1(Rn; E), and all components of f and Dzf belong to the space
L2(G; [0, T ]×R

n; E)). For any constant γ > 0 and p ≥ 2 ∨ n, we can apply the Sobolev
imbedding theorem (cf. section 7.10 of [9]), the Burkholder–Gundy–Davis inequality,
and the Hölder inequality to conclude that there exists a constant Cp,γ > 0 (which
we allow to vary from line to line) such that, for all s ∈ [0, T ],

E

⎧⎨
⎩ sup

t∈[s,T ]
z∈Rn

[
(1 + |z|2)−γ

∣∣∣ ∫ t

s

f(r, z)dBr

∣∣∣]2
⎫⎬
⎭

≤ Cp,γE

{
sup

t∈[s,T ]

∫
Rn

(1 + |z|2)−pγ

{∣∣∣ ∫ t

s

f(r, z)dBr

∣∣∣p +
∣∣∣ ∫ t

s

Dzf(r, z)dBr

∣∣∣p} dz

} 2
p

≤ Cp,γ

{∫
Rn

(1 + |z|2)−pγ

{
E

[
sup

t∈[s,T ]

∣∣∣ ∫ t

s

f(r, z)dBr

∣∣∣p
]

+ E

[
sup

t∈[s,T ]

∣∣∣ ∫ t

s

Dzf(r, z)dBr

∣∣∣p
]}

dz

} 2
p

≤ Cp,γ

⎧⎨
⎩
∫

Rn

(1+|z|2)−pγ

⎧⎨
⎩E

[∫ T

s

|f(r, z)|2 dr
] p

2

+E

[∫ T

s

|Dzf(r, z)|2 dr
] p

2

⎫⎬
⎭ dz

⎫⎬
⎭

2
p

.

(3.8)
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Here we note that, as we pointed out before, if E = R
n×m, then Dzf should be under-

stood as a “tensor.” But such a notational complexity does not cause any substantial
difficulty; therefore to simply presentation in the rest of the proof we consider only
the case n = m = 1.

Now, differentiating (3.1) twice we have, for s ≤ t ≤ T ,

Dzη
s
t (z) = 1 +

∫ t

s

θ′(ηsr(z))Dzη
s
r(z) ◦ dBr,

D2
zη

s
t (z) =

∫ t

s

{D2
zη

s
r(z)θ

′(ηsr(z)) + θ′′(ηsr(z))[Dzη
s
t (z)]

2} ◦ dBr.

Here and in what follows Dk
z denotes the kth derivative of the flow z 
→ ηst (z). Thus,

noting assumption (H2) it is readily seen that for any q ≥ 2,

E

{
sup

t∈[s,T ]

(
|Dzη

s
t (z)|q + |D2

zη
s
t (z)|q

)}
≤ C̃q ∀z ∈ R

n.(3.9)

Setting f(s, ·, z) = θ′(ηst (z))Dzη
s
t (z) in (3.8) and using (3.9) we obtain that

E

⎧⎨
⎩ sup

t∈[s,T ]
z∈Rn

[(
1 + |z|2

)−γ
∣∣∣ ∫ t

s

θ′(ηst (z))Dzη
s
t (z)dBr

∣∣∣]2
⎫⎬
⎭

≤ Cp,γ

⎧⎨
⎩
∫

Rn

(1 + |z|2)−pγ

[
E

(∫ T

s

∣∣∣θ′(ηsr(z))∣∣∣2dr
)p]1/2

dz

⎫⎬
⎭

2/p

(3.10)

+Cp,γ

⎧⎨
⎩
∫

Rn

(1 + |z|2)−pγ

[
E

(∫ T

s

∣∣∣θ′′(ηsr(z))∣∣∣2dr
)p]1/2

dz

⎫⎬
⎭

2/p

≤ Cp,γ

{∫
Rn

(1 + |z|2)−pγdz

}2/p

≤ Cp,γ ,

provided 2pγ > 1. Moreover, from (H2) we also have

E

⎧⎨
⎩ sup

t∈[s,T ]
z∈Rn

[(
1 + |z|2

)−γ
∣∣∣ ∫ t

s

[θ′θ]′(ηsr(z))Dzη
s
r(z)dr

∣∣∣]2
⎫⎬
⎭ ≤ Cp,γ .(3.11)

This, together with (3.10), gives that

E

⎧⎨
⎩ sup

t∈[s,T ]
z∈Rn

[
(1 + |z|2)−γ

∣∣∣ ∫ t

s

θ′(ηsr(z))Dzη
s
r(z) ◦ dBr

∣∣∣]2
⎫⎬
⎭ ≤ Cp,γ ,(3.12)

and consequently

E

⎧⎨
⎩ sup

t∈[s,T ]
z∈Rn

[(
1 + |z|2

)−γ |Dzη
s
t (z)|

]2⎫⎬
⎭ ≤ Cp,γ .(3.13)
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Repeating the similar argument one also shows that, for all γ > 0 and 2pγ > 1, there
is some constant Cp,γ > 0 such that

E

⎧⎨
⎩ sup

s∈[t,T ]
z∈Rn

[
(1 + |z|2)−γ

{
|[Dzη

s
t ]

−1(z)| + |D2
zη

s
t (z)| + |D3

zη
s
t (z)|

}]2⎫⎬⎭ ≤ Cp,γ .(3.14)

We now fix 0 < γ < 1/12, and define a sequence of F-stopping times: for � ≥ 1,

τ�
�
= inf

{
s ≥ 0 : sup

z∈Rn

(1 + |z|2)−γ

[
|[Dzη

0
s ]

−1(z)| +
3∑

i=1

|Di
zη

0
s(z)|

]
> �

}
∧ T.(3.15)

Clearly, by virtue of (3.13) and (3.14), this sequence of stopping times {τ�} satisfies
the following properties:

(i) 0 ≤ τ1 ≤ τ2 ≤ · · · ;
(ii) {τ� = T} ↑ Ω, P-a.s., as � → +∞;
(iii) for each s ∈ [t, τ�), z ∈ R

n, and � ≥ 1, it holds P -a.s. that

|[Dzη
0
s ]

−1(z)| + |Dzη
0
s(z)| + |D2

zη
0
s(z)| + |D3

zη
0
s(z)| ≤ �(1 + |z|2)γ .(3.16)

We can now easily derive the desired properties of σ̃ and b̃ by combining the
definitions (3.6), (3.7) and the estimate (3.16), proving the lemma.

A direct consequence of Lemma 3.1 is that we can now consider the following
“transformed” control system of (2.2). Note that W and B are independent, and

W is a G-Brownian motion as well. Also, since both b̃ and σ̃ are G-progressively
measurable random fields, for any β in the wider-sense admissible control set Ã the
following SDE is well-defined:

F s,x,β
t = x +

∫ t

s

b̃(r, F s,x,β
r , βr)dr +

∫ t

s

σ̃(r, F s,x,β
r , βr)dWr, t ∈ [s, T ].(3.17)

The following result validates the name “Doss–Sussmann transformation.”
Lemma 3.2. Assume (H1) and (H2). Let {ηst (z) : (t, z) ∈ [s, T ] × R

n} be the
stochastic flow given by (3.1) or (3.2), {Xs,x,α

t : t ∈ [s, T ]} the solution of the SDE

(2.5), and {F s,x,β
t : t ∈ [s, T ]} the solution of (3.17). Then the following hold:

(i) For each α ∈ A, the solution F s,x,α is F-progressively measurable. Moreover,
it holds that

ηst (F
s,x,α
t ) = X

s,η0
s(x),α

t , t ∈ [s, T ], P -a.s.,

or, equivalently, ηst (F
s,ζ0

s (x),α
t ) = Xs,x,α

t , t ∈ [s, T ], P -a.s.

(ii) For each β ∈ Ã, we define Xs,x,β
t

�
= ηst (F

s,ζ0
s (x),β

t ), t ∈ [s, T ]. Then there
exists a sequence of F-stopping times {τ�}�≥1 with P{τ� = T} ↑ 1, such that

sup
β∈Ã

E

{
sup

t∈[s,τ�]

(∣∣∣Xs,x,β
t

∣∣∣p +
∣∣∣Xs,η0

s(x),β
t

∣∣∣p)
}

< +∞ ∀ p ≥ 1.

Proof. Again, we shall assume n = 1 to simplify the presentation. The higher-
dimensional case can be treated in exactly the same way without substantial
difficulties.
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(i) Let α ∈ A, and denote Fα
t = F s,x,α

t and ηt = η0
t , t ≥ s, for simplicity. Define

Xα
t = ηt(F

α
t ), t ≥ s. Applying the Itô–Ventzell formula (cf., e.g., [11]) in a differential

form we get, for t ∈ [s, T ],

dXα
t = dηt(F

α
t ) + Dzηt(F

α
t )dFα

t +
1

2
D2

zηt(F
α
t )d[Fα]t

= θ(ηt(F
α
t )) ◦ dBt + Dzηt(F

α
t )σ̃(t, Fα

t , αt)dWt + Dzηt(F
α
t )̃b(t, Fα

t , αt)dt

+
1

2
D2

zηt(F
α
t )|σ̃(t, Fα, αt)|2dt

= θ(ηt(F
α
t )) ◦ dBt + σ(ηt(F

α
t ), αt)dWt

+

{
b(ηt(F

α
t ), αt) −

1

2

[∣∣∣[Dzηt(F
α
t )]−1

∣∣∣2|σ(ηt(F
α
t ), αt)|2D2

zηt(F
α
t )

]}
dt

+
1

2

∣∣∣[Dzηt(F
α
t )]−1

∣∣∣2|σ(ηt(F
α
t ), αt)|2D2

zηt(F
α
s )dt

= θ(Xα
t ) ◦ dBt + σ(Xα

t , αt)dWt + b(Xα
t , αt)dt.

Furthermore, at t = s, one has Xα
s = η0

s(F
s,x,α
s ) = η0

s(x). Thus by uniqueness of the

SDE one must have Xα ≡ Xs,η0
s(z),α.

(ii) We now let β ∈ Ã, and define Xβ
s = ηt(F

β
t ), t ∈ [s, T ]. Note that for all

(t, z) ∈ [s, T ] × R
n we can write

ηt(z) = ηt(0) +

∫ 1

0

Dzηt(θz)dθ.

One can easily show, thanks to Lemma 3.1, that for all γ > 0, there exists an increasing
sequence of F-stopping times (τ�)�≥1 with P{τ� = T} ↑ 1, as � → ∞, such that all the
estimates of Lemma 3.1 are satisfied, and it holds furthermore that

|ηs (z) |2 ≤ �
(
1 + |z|2+γ

)
, s ∈ [t, τ�], z ∈ R

n, P -a.s.

Consequently, we see that the unique G-adapted solution F β of (3.17) must satisfy

E

{
sup

s∈[t,τ�]

|F β
s |p

}
< +∞ ∀ p > 1.

Finally, it is readily seen that Xβ
t = ηt(F

β
t ), t ∈ [s, T ], is a G-adapted continuous

process and it satisfies that E{sups∈[t,τ�]
|Xβ

s |p} < +∞ for all p > 1. The other
estimate is similar. The proof is complete.

4. Wider-sense control problems. In this section we introduce two types of
wider-sense stochastic control problems which will help us attack the original pathwise
control problem. We begin by considering the state equation after the Doss–Sussmann
transformation:

F β
t = x +

∫ t

s

σ̃(r, F β
r , βr)dWr +

∫ t

s

b̃(r, F β
r , βr)dr, s ∈ [t, T ],(4.1)

where β ∈ Ã. Lemma 3.1 guarantees the well-posedness of this SDE, and Lemma 3.2
enables us to rewrite the cost functional (2.6) as

J(s, x;α) = E
{
H (Xs,x,α

T )| FB
T

}
= E

{
H (η0

T (F
s,ζs

0(x),α
T ))

∣∣∣FB
T

}
, P -a.s.,
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for all α ∈ A. Let us now define the following two new “cost functionals”:

J̃ (s, x, β) = E{H(η0
T (F s,x,β

T ))|FB
T }, β ∈ Ã,(4.2)

and

Ĵ (s, x, β) = E{J̃(s, x, β)} = E{H(η0
T (F s,x,β

T ))}, β ∈ Ã.(4.3)

Then Lemma 3.2(i) tells us that

J̃(s, x, α) = J(s, η0
s(x), α) ∀α ∈ A.(4.4)

In other words J̃ is in some sense an “extension” of J to the wider-sense admissible
control set Ã. The following two “wider-sense” stochastic control problems are the
building blocks of our method.

Wider-sense control problem I (WSCP-I).

• State: F s,x,β , β ∈ Ã.
• Cost functional: J̃(s, x;β), β ∈ Ã.
• Value function:

Ṽ (t, x) = essinf
β∈Ã

J̃ (t, x, β) .(4.5)

Remark 4.1. (i) The main purpose of introducing WSCP-I is to remove the “prob-
lematic” term involving the Brownian motion B from the state equation. However,
a closer look at the cost functional and the value function should lead to the under-
standing that it is still a far cry from a standard stochastic control problem. For
example, the cost functional not only still contains a conditional expectation, the
terminal cost function is actually random (via the flow η0

· ). As a consequence the

value function Ṽ (s, x) is still a random field(!), and thus the “pathwise” nature of the
problem remains.

(ii) Although the value function in WSCP-I still involves an “essinf,” this time it
is much more benign than the original one. The main difference is that in this case
there do exist minimizing sequences to this problem.

We make a further modification to completely eliminate the “pathwise” nature of
the control problem.

Wider-sense control problem II (WSCP-II).

• State: F s,x,β , β ∈ Ã.
• Cost functional: Ĵ(s, x;β), β ∈ Ã.
• Value function:

V̂ (s, x) = inf
β∈Ã

Ĵ (s, x, β) .(4.6)

It is readily seen that WSCP-II looks almost like a standard stochastic control
problem, except for the form of the terminal cost function (it is still random via the
flow η0). But it is much easier to handle than the previous two control problems.
In the rest of this section we analyze the relationship among the two wider-sense
stochastic control problems and the original pathwise control problem.

We begin by observing some more or less obvious facts. First, it is clear that for
any β ∈ Ã, it holds that

E{Ṽ (s, x)} = E

{
essinf
β∈Ã

J̃(s, x;β)

}
≤ E{J̃(s, x;β)}.
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Thus we must have

E{Ṽ (s, x)} ≤ V̂ (s, x), (s, x) ∈ [0, T ] × R
n.(4.7)

Next, from (4.4) we see that for all α ∈ A and (s, x) ∈ [0, T ] × R
n, it holds that

V (s, η0
s(x)) = essinf

α∈A
J(s, η0

s(x);α) = essinf
α∈A

J̃(s, x;α) ≥ Ṽ (s, x).(4.8)

We now give the main result of this section. Among other things, we show that
the equalities in (4.7) and (4.8) both hold, and we construct a minimizing sequence
for WSCP-I, which is essential for our future discussion.

Theorem 4.2. Assume (H1)–(H3). Then the following statements hold:

(i) Ṽ (s, x) = V (s, η0
s(x)), for all (s, x) ∈ [0, T ] × R

n, P -a.s.

(ii) There exists some sequence {βk}k≥1 ⊂ Ã such that

Ṽ (s, x) = lim
k→∞

↓ J̃(s, x;βk), P -a.s.

Here and in what follows “ lim ↓” stands for the monotone decreasing limit.
(iii) E{Ṽ (s, x)} = V̂ (s, x) for all (s, x) ∈ [0, T ] × R

n.

Proof. (i) From (4.8) we know that Ṽ (s, x) ≤ V (s, η0
s(x)). We need only show the

reverse inequality. To this end, consider a subset Ã0 ⊂ Ã that consists of all elements
of the form

βt(ω) =
∑

1≤i,j≤N

ui,j1[ti−1,ti)×(Ai,j∩Bi,j)(t, ω), 0 ≤ s ≤ t,

where N ≥ 1, s = t0 < t1 < · · · < tN = T , ui,j ∈ U , Ai,j ∈ FW
ti−1

, Bi,j ∈ FB
T with

Bi,j ∩Bi,k = ∅ for j �= k, and ∪N
j=1Bi,j = Ω.

It is not hard to check that Ã0 is a dense subset of Ã in the space L2([s, T ]×Ω;U).

That is, for any β ∈ Ã one can find a sequence (β�)�≥1 ⊂ Ã0 such that

E

{∫ T

s

|βr − β�
r|2dr

}
→ 0 as � → ∞.

It follows that {F s,x,β�}�≥1 converges to F s,x,β in L0(Ω;C([0, T ]; Rn)) as � → ∞,

thanks to Lemma 3.1, and that J̃(s, x;β�) → J̃(s, x, β), in probability, as � → ∞.

Consequently, one has essinf� J̃(s, x;β�) ≤ J̃(s, x;β), P -a.s., and thus it suffices to
show that

V (s, η0
s(x)) ≤ J̃(s, x;β) ∀ β ∈ Ã0.(4.9)

To this end, we fix arbitrarily a β ∈ Ã0. Denote by Λ the set of all finite sequences
λ = {λi}1≤i≤N , where λi’s take values in the finite set {1, 2, . . . , N}. For each λ ∈ Λ,
we denote Bλ = ∩N

i=1Bi,λi , and

αλ
t (ω) =

∑
1≤i≤N

1[ti−1,ti)(t)ui,λi
1Ai,λi

(ω), (t, ω) ∈ [s, T ] × Ω.

Then it is readily seen that all Bλ’s are FB
T -measurable sets, and all αλ’s are elements

of the original admissible control set A(!).
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Now let us rewrite β as follows:

βt(ω) =
∑
λ∈Λ

αλ
t (ω)1Bλ

(ω), (t, ω) ∈ [s, T ] × Ω.

Observe that
∑

λ∈Λ Bλ = Ω, and the SDE (4.1) does not contain a stochastic integral
with respect to the Brownian motion B. Using the total probability formula and the
uniqueness of solution to the SDE, one can show that the following decomposition
holds:

F s,x,β
t =

∑
λ∈Λ

F s,x,αλ

t 1Bλ
, t ∈ [s, T ], P -a.s.

Similarly, applying the same arguments and noting Lemma 3.2(i) we also have

η0
t (F

s,x,β
t ) = η0

t

(∑
λ∈Λ

F s,x,αλ

t 1Bλ

)
=
∑
λ∈Λ

η0
t (F

s,x,αλ

t )1Bλ
=
∑
λ∈Λ

X
s,η0(x),αλ

t 1Bλ

for all t ∈ [s, T ]. Therefore, we have

J̃(s, x, β) = E
{
H
(
η0
T (F s,x,β

T )
)∣∣∣FB

T

}
=
∑
λ∈Λ

E
{
H(X

s,η0
s(x),αλ

T )
∣∣∣FB

T

}
1Bλ

=
∑
λ∈Λ

J(s, η0(x), αλ)1Bλ
≥ V (s, η0(x)),

proving (4.9), whence (i).

(ii) Let (s, x) ∈ [0, T ] × R
n be fixed. We first choose a sequence {β̃k}k≥1 ⊂ Ã

such that

Ṽ (s, x) = essinf
k≥1

J̃(s, x; β̃k).

To do this, we borrow the idea of [8]. For any ε > 0, define

δ = inf
{βk}⊂Ã

P

{
Ṽ (s, x) ≤ essinf

k≥1
J̃(s, x;βk) − ε

}
.(4.10)

(Note that the infimum above is taken over all the sequences {βk} in Ã!) We claim
the following two facts:

(a) the infimum in (4.10) is always attained, and
(b) δ = 0.
To prove (a), we first use the definition of “inf” to find, for n = 1, 2, . . . , sequences

{βn,k}k≥1, n = 1, 2, . . . , such that

δ ≤ P

{
Ṽ (s, x) ≤ essinf

k≥1
J̃(s, x;βn,k) − ε

}
< δ +

1

n
.

Let us consider the sequence {βn,k}n≥1,k≥1, and denote

An
ε

�
=

{
ω : Ṽ (s, x) ≤ essinf

k≥1
J̃(s, x;βn,k) − ε

}
;

Āε
�
=

{
ω : Ṽ (s, x) ≤ essinf

n≥1,k≥1
J̃(s, x;βn,k) − ε

}
.
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Then it is easily seen that Āε ⊆ An
ε for all n. This, together with the definition of δ,

leads to

δ ≤ P{Āε} ≤ P{An
ε } = P

{
Ṽ (s, x) ≤ essinf

k≥1
J̃(s, x;βn,k) − ε

}
< δ +

1

n

for all n ≥ 1. Letting n → ∞ we obtain that

δ = P

{
Ṽ (s, x) ≤ essinf

n≥1,k≥1
J̃(s, x;βn,k) − ε

}
.

This proves (a).
(b) By a rearrangement of indices let us denote the minimizer in part (a) by

{β̃k}k≥1. For any ε > 0 and β ∈ Ã we denote

Āε
�
=

{
Ṽ (s, x) ≤ essinf

k≥1
J̃(s, x; β̃k) − ε

}
, Aε(β)

�
=
{
Ṽ (s, x) ≤ J̃(s, x;β) − ε

}
.

Suppose that P (Āε) = δ > 0. Then we claim that for each ε > 0 there exists a β̄ ∈ Ã
such that

P{Āε \A ε
2
(β̄)} > 0.(4.11)

Indeed, if for all β ∈ Ã one has P{Āε \A ε
2
(β)} = 0, then for all β ∈ Ã one must have

Ṽ (s, x) +
ε

2
1Āε

≤ J̃(s, x;β), P -a.s.

But then it follows that

Ṽ (s, x) +
ε

2
1Āε

≤ essinf
β∈Ã

J̃(s, x;β) = Ṽ (s, x), P -a.s.,

contradicting P (Āε) = δ > 0. Hence (4.11) must hold, and consequently

P

{
Ṽ (s, x) ≤ J̃(s, x; β̄) ∧ essinf

k≥1
J̃(s, x; β̃k) − ε

}
≤ P{Āe ∩Aε(β̄)}(4.12)

≤ P{Āe ∩A ε
2
(β̄)} = P{Āε} − P{Āε \A ε

2
(β̄)} < δ.

Let us now modify the sequence {β̃k} slightly: define

β̄κ �
=

{
β̃k on {J̃(s, x; β̃k) ≤ J̃(s, x; β̄)},
β̄ on {J̃(s, x; β̃k) > J̃(s, x; β̄)},

k ≥ 1.(4.13)

Since J(s, x, β̄) and J(s, x, β̃k)’s are all FB
T -measurable, {β̄k}k≥1 ⊂ Ã. Furthermore,

by definition it is readily seen that

J̃(s, x; β̄k) ≤ J̃(s, x; β̄) ∧ J̃(s, x; β̃k) ∀k ≥ 1.

Thus, using (4.12) we obtain that

P

{
Ṽ (s, x) ≤ essinf

k≥1
J̃(s, x; β̄k) − ε

}
< δ.

This contradicts the definition of δ, proving (b).
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To conclude the proof we use a similar technique to construct the desired mini-
mizing sequence inductively as follows. Let β1 = β̃1, and for k ≥ 2, we define

βκ �
=

{
β̃k on {J̃(s, x; β̃k) ≤ J̃(s, x;βk−1)},
βk−1 on {J̃(s, x; β̃k) > J̃(s, x;βk−1)},

k ≥ 1.(4.14)

Again, we have {βk}k≥1 ⊂ Ã and J̃(s, x;βk) ≤ J̃(s, x;βk−1)∧ J̃(s, x; β̃k) for all k ≥ 1.
Consequently, we have

lim
k→∞

↓ J̃(s, x;βk) ≤ essinf
k≥1

J̃(s, x; β̃k) = Ṽ (s, x).

Finally, that Ṽ (s, x) ≤ limk→∞ ↓ J̃(s, x;βk) is obvious. We proved (ii).
(iii) is a direct consequence of (ii). Thus proof is complete.
We remark that part (ii) in Theorem 4.2 provides us the first version of a “min-

imizing sequence”(!). As we can see, the construction of such a sequence depends

heavily on J̃ , hence FB
T -measurable. Thus the wider-sense admissible class Ã is es-

sential. The counterexample in the appendix shows that this cannot be relaxed.
To end this section let us take a brief look at the existence of optimal control.

Note that WSCP-II is now a rather standard optimal control problem; therefore with
a possible change of probability space, one should always be able to find an optimal
control, at least in a “relaxed” form (cf., e.g., El Karoui, Nguyen, and Jeanblanc-
Picqué [8]). We do not pursue this issue here due to the length of the paper. However,
we give the following corollary of Theorem 4.2 that more or less explains the benefit
of introducing the wider-sense controls.

Corollary 4.3. Assume (H1)–(H3). Then any optimal control β∗ for the
WSCP-II is also an optimal control for WSCP-I. That is, if for (s, x) ∈ [0, T ] × R

n,

β∗ ∈ Ã is such that V̂ (s, x) = Ĵ(s, x;β∗), then it must hold that

Ṽ (s, x) = J̃(s, x;β∗), P -a.s.

Proof. Let β∗ ∈ Ã be an optimal control for WSCP-II, that is, V̂ (s, x) =

Ĵ(s, x, β∗). We show that it actually holds that

J̃(s, x, β∗) ≤ J̃(s, x, β) ∀ β ∈ Ã.(4.15)

To see this let β ∈ Ã be arbitrary. We define, as before, a new control β̃ be such that

β̃ = β1{J̃(s,x,β)<J̃(s,x,β∗)} + β∗1{J̃(s,x,β)≥J̃(s,x,β∗)}.

Again, we have β̃ ∈ Ã, and the optimality of β∗ leads to

E[J̃(s, x, β∗)] ≤ E[J̃(s, x, β̃)]

= E
[
J̃(s, x, β)1{J̃(s,x,β)<J̃(s,x,β∗)} + J̃(s, x, β∗)1{J̃(s,x,β)≥J̃(s,x,β∗)}

]
,

or, equivalently, E[(J̃(s, x, β) − J̃(s, x, β∗))1{J̃(s,x,β)<J̃(s,x,β∗)}] ≥ 0. Thus we obtain

that P{J̃(s, x, β) < J̃(s, x, β∗)} = 0, proving (4.15), whence the corollary.
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5. Properties of the value function Ṽ . In this section we take a closer look
at the value function of WSCP-I, Ṽ (s, x). To be more precise we would like to derive
some finer results on its measurability as well as regularity, as a random field. These
properties will be important for us to derive the Bellman principle, and ultimately
the stochastic HJB equation.

First note that by definition we know immediately that Ṽ (s, x) is FB
T -measurable

for all (s, x) ∈ [0, T ] × R
n, and therefore it is G-progressively measurable. On the

other hand, note that

J̃(s, x, β) = E
{
H(η0

T (F s,x,β
T )

∣∣∣FB
T

}
= E

{
E
{
H
(
η0
T (F s,x,β

T )
)∣∣∣Gs

}∣∣∣FB
T

}

≥ E

{
essinf
β∈Ã

E
{
H
(
η0
T (F s,x,β

T )
)∣∣∣Gs

}∣∣∣∣∣FB
T

}
.

Therefore we can only have

Ṽ (s, x) ≥ E

{
essinf
β∈Ã

E
{
H
(
η0
T (F s,x,β

T )
)∣∣∣Gs

}∣∣∣∣∣FB
T

}
.

Let us first establish a stronger result than the relation above and construct
another version of minimizing sequence, which is essential for us to derive the Bellman
principle.

Theorem 5.1. Assume (H1)–(H3). For all (s, x) ∈ [0, T ] × R
n, there exists a

sequence {βk} ⊂ Ã, such that

Ṽ (s, x) = essinf
β∈Ã

E
{
H
(
η0
T (F s,x,β

T )
)∣∣∣Gs

}
= lim

k→∞
↓E

{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
, P -a.s.

Proof. We first show that, for any (s, x) ∈ [0, T ] × R
n,

Ṽ (s, x) ≤ essinf
β∈Ã

E
{
H(η0

T (F s,x,β
T ))

∣∣∣Gs

}
, P -a.s.(5.1)

To this end, we fix (s, x) ∈ [0, T ] × R
n and β ∈ Ã, and construct a special sequence

{βk}k≥1 that approximates β in L2([0, T ] × Ω). We proceed as follows. First, let us
denote for each k ≥ 1 and 0 ≤ a < b ≤ T

Da,b
k

�
=

{
a +

i

2k
(b− a) : i = 0, 1, 2, . . . , 2k

}
,

and denote the generic elements of Da,b
k to be tk,a,bi (= a+ i

2k (b−a)), i = 0, 1, 2, . . . , 2k.

To simplify notation we shall denote Da
k = D0,a

k , and tk,ai = tk,0,ai for a ∈ [0, T ]. Finally

we define Dk = Ds
k ∪Ds,T

k .
Now consider the probability space ([0, T ]×Ω,P, μ), where P is the G-predictable

σ-field on [0, T ]×Ω and μ(dtdω) = 1
T dtP (dω). Let Gs

t
�
= σ{Wr−Ws, r ∈ [s, t]}∨FB

T ,
t ≥ s, and introduce the following σ-fields:

Gk,s
�

�
= σ{ΔWtk,s

i
, ΔBtk,T

j
: 0 ≤ i ≤ �− 1; 0 ≤ j ≤ 2k − 1},

G̃k,s,T
�

�
= σ{ΔWtk,s

i
, ΔWtk,s,T

i′
, ΔBtk,T

j
: 0 ≤ i′ ≤ �− 1; 0 ≤ i, j ≤ 2k − 1}.
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where Δξtk,a,b
i

�
= ξtk,a,b

i+1
− ξtk,a,b

i
, ξ = W,B. Now let

Pk
�
= σ

{
(tk,s� , tk,s�+1] ×A�; (tk,s,T� , tk,s,T�+1 ] × Ã� : A� ∈ Gk,s

� , Ã� ∈ G̃k,s,T
�

}
.

It is then clear that {Pk}k≥1 is an increasing family of σ-fields, and Pk ↑P as k → ∞
(cf., e.g., Dellacherie and Meyer [6]). Furthermore, if we define βk �

= Eμ{β|Pk}, then

we must have βk ∈ Ã, and βk → β in L2([0, T ]×Ω) as k → ∞. Consequently, possibly
along a subsequence (we may again denote it by {βk}), one has

E
{
H(η0

T (F s,x,βk

T ))
∣∣∣Gs

}
→ E

{
H(η0

T (F s,x,β
T ))

∣∣∣Gs

}
, P -a.s. as k → ∞.

Now let us use the sequence {βk} to prove (5.1). First note that by a monotone-
class argument and the structure of the σ-fields Pk’s, it can be shown that the pro-
cesses βk’s have the following representations:

βk
t (ω) = γk(t,Wtk,s

1
(ω),Wtk,s

2
(ω), . . . ,Wtk,s

2k−1

(ω), ω), (t, ω) ∈ [0, T ] × Ω,

where, for y = (y1, . . . , y2k) ∈ R
2kd,

γk(t, y, ω) =

2k−1∑
�=0

fk,�(y1, . . . , y�, Btk,T
1

(ω), . . . , Btk,T

2k−1

(ω))1(tk,s
�

,tk,s
�+1

](t)

+

2k−1∑
�=0

gk,�(y,Wtt,s,T1
, . . . ,Wtk,s,T

2k−1

(ω), Btk,T
1

(ω), Btk,T

2k−1

(ω))1(tk,s,T
�

,tk,s,T
�+1

](t),

where fk,� : R
�d ×R

2km 
→ U and gk,� : R
2kd ×R

�d ×R
2km 
→ U are Borel measurable

functions. Note that γk : [0, T ]×R
2kd×Ω 
→ R

n is a Gs-progressive random field (that

is, for each y ∈ R
2kn, the mapping (t, ω) 
→ γk(t, y, ω) is Gs

t -progressively measurable).

We see that for each y ∈ R
2kd, the random variable H(η0

T (F
s,x,γk(y,·)
T )) is independent

of FW
s . Therefore,

E
{
H
(
η0
T (F s,x,β

T )
) ∣∣∣Gs

}
≥ essinf

k≥1
E
{
H
(
η0
T (F s,x,βk

T )
) ∣∣∣Gs

}
≥ essinf

k≥1
inf

y∈R2kd

E
{
H
(
η0
T (F

s,x,γk(y,·)
T )

) ∣∣∣Gs

}

= essinf
k≥1

inf
y∈R2kd

E
{
H
(
η0
T (F

s,x,γk(y,·)
T )

) ∣∣∣FB
T

}

≥ essinf
β∈Ã

E
{
H
(
η0
T (F s,x,β

T )
) ∣∣∣FB

T

}
= Ṽ (s, x), P -a.s.

We now prove the reversed inequality of (5.1) and construct another “minimizing

sequence.” In fact we will show that there exists a sequence {βk} ⊂ Ã such that

Ṽ (s, x) = lim
k→∞

↓E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
, P -a.s.(5.2)

Since the right side above is obviously no less than essinf
β∈Ã E{H(η0

T (F s,x,β
T ))|Gs},

the reversed inequality of (5.1), whence the theorem, will follow.
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To construct the desired minimizing sequence, let us first choose a sequence
{β̂k}k≥1 ⊂ Ã such that Ṽ (s, x) = limk→∞ ↓ J̃(s, x, β̂k), P -a.s., thanks to Theorem

4.2(ii), and then modify it as follows. Let β1 �
= β̂1, and for k ≥ 2, we denote recur-

sively that

Ak �
=
{
E
{
H
(
η0
T (F s,x,β̂k

T )
)∣∣∣Gs

}
≤ E

{
H
(
η0
T (F s,x,βk−1

T )
)∣∣∣Gs

}}
,

and define, for (t, ω) ∈ [s, T ] × Ω,

βk
t (ω) = β̂k

t (ω)1([s,T ]×Ak)∪([0,s]×Ω)(t, ω) + βk−1
t (ω)1[s,T ]×[Ak]c(t, ω).

Then obviously {βk}k≥1 ⊂ Ã, since Ak’s are all G-progressively measurable. Further,
it holds that

H
(
η0
T (F s,x,βk

T )
)

= H
(
η0
T (F s,x,β̂k

T )
)
1Ak + H

(
η0
T (F s,x,βk−1

T )
)
1(Ak)c .

Therefore, we have

E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
≤ E

{
H
(
η0
T (F s,x,β̂k

T )
)∣∣∣Gs

}
∧E

{
H
(
η0
T (F s,x,βk−1

T )
)∣∣∣Gs

}
.

(5.3)

Consequently, the sequence {E{H(η0
T (F s,x,βk

))|Gs} : k ≥ 1} is monotone decreasing,
and by (5.1),

Ṽ (s, x) ≤ lim
k→∞

↓E
{
H
(
η0
T (F t,x,βk

T )
)∣∣∣Gs

}
, P -a.s.(5.4)

But on the other hand, noting the definition of {β̂k}k≥1, the fact (5.3), and applying
the monotone convergence theorem, we also have

E[Ṽ (s, x)] = E

{
lim
k→∞

↓ J̃(s, x, β̂k)

}
= lim

k→∞
↓E{J̃(s, x, β̂k)}

= lim
k→∞

↓E
{
E
{
H
(
η0
T (F s,x,β̂k

T )
)∣∣∣Gs

}}
≥ lim

k→∞
↓E

{
E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}}
= E

{
lim
k→∞

↓E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}}
.

This, together with (5.4), leads to (5.2), completing the proof.

We now turn to the regularity of the value function Ṽ (s, x). It is well understood
that in a standard stochastic control problem the value function is usually (locally)
Lipschitz in the spatial variable, and Hölder-1/2 in the temporal variable. We will
show in the next theorem that this is in principle still true, but with a slight modifi-
cation.

We first give a lemma that concerns the solution F s,x,β of the SDE (3.17). Let
us begin by recalling Lemma 3.1 and the sequence of FB

T -measurable random times
(whence G-stopping times!) {τ�}�≥1 there (see (3.15)):

τ� = inf

{
s ≥ 0 : sup

z∈Rn

(1 + |z|2)−γ

(∣∣∣[Dzη
0
s(z)]

−1
∣∣∣+ 3∑

i=1

∣∣∣Di
zη

0
s(z)

∣∣∣
)

> �

}
∧ T,(5.5)

for � = 1, 2, . . . . We can localize F s,x,β even further: for any M > 0, and fixed
(s, x) ∈ [0, T ] × R

n and β ∈ Ã, we define

τ s,x,β�,M = inf
{
t ≥ s : |F s,x,β

t | > M, τ� = T
}
∧ T.(5.6)

Then it is clear that τ s,x,β�,M is again a G-stopping time. We have the following lemma.
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Lemma 5.2. Assume (H1)—H(3). Then, for any p ≥ 1 and � ≥ 1, there exists a

constant C�,p > 0 such that for any (s, x), (s′, x′) ∈ [0, T ]×R
n, β ∈ Ã, and M > 0, it

holds P -a.s. on the set {τ� = T} that

E
{

sup
t∈[s,T ]

|F s,x,β
t |p

∣∣∣Gs

}
≤ C�,p(1 + |x|p);(5.7)

P
{
τ s,x,β�,M < M

∣∣∣Gs

}
≤ 1

Mp
E
{

sup
t∈[s,T ]

|F s,x,β
t |p

∣∣∣Gs

}
≤ C�,p

(1 + |x|p)
Mp

;(5.8)

E
{

sup
s≤t≤τs,x,β

�,M
∧τs,x′,β

�,M

|F s,x,β
t − F s,x′,β

t |p
∣∣∣Gs

}
≤ C�,pe

Mp |x− x′|p;(5.9)

E
{

sup
s≤t≤τs,x,β

�,M
∧τs′,x,β

�,M

|F s,x,β
t − F s′,x,β

t |p
∣∣∣Gs

}
≤ C�,pe

Mp

(1 + |x|p)|s− s′|
p
2 .(5.10)

Proof. Note that all the following discussions are restricted to the set {τ� = T}.
By virtue of the (localized) Lipschitz conditions and the linear growth properties of

the coefficients b̃ and σ̃, thanks to Lemma 3.1, the estimates (5.7), (5.9), and (5.10)
follow easily from some standard arguments for SDEs. Further, the estimate (5.8) is
a direct consequence of definition (5.6), Chebyshev’s inequality, and (5.7). We leave
the details to the reader.

The second main result of this section is the following. One should note that the
parameter ε > 0 makes our result different from similar ones in standard stochastic
control theory.

Theorem 5.3. Assume (H1)–(H3). Then, for any � ≥ 1, R > 0, and ε > 0,
there exists a C�,R,ε > 0, such that for all (s, x), (s′, x′) ∈ [0, T ] × B

n
R, it holds P -a.s.

on {τ� = T} that

|Ṽ (s, x) − Ṽ (s′, x′)| ≤ ε + C�,R,ε‖H‖∞(|s− s′| 12 + |x− x′|).(5.11)

Here B
n
R

�
= {z ∈ R

n : |z| ≤ R}, and ‖ · ‖∞ is the sup-norm of L∞(Rn).
Proof. We first fix R > 0 and let (s, x), (s′, x′) ∈ [0, T ] × B

n
R be arbitrarily given.

Then by Theorem 5.1 we can choose a sequence {βk}k≥1 such that

Ṽ (s, x) = lim
k→∞

↓E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
, P -a.s.(5.12)

Since H is uniformly continuous by (H3), for any ε > 0 we can find δ > 0 such that

|H(z) −H(z′)| < ε

4
, whenever |z − z′| < δ.(5.13)

Now fix � such that P{τ� = T} > 0. For each M > 0 and k > 0, we recall the
stopping times defined by (5.6) and denote, for simplicity, that

τk,M
�
= τ s,x,β

k

�,M , τ ′k,M
�
= τ s,x

′,βk

�,M , τ ′′k,M
�
= τ s

′,x′,βk

�,M ,

and define τ̄k,M
�
= τk,M ∧ τ ′k,M ∧ τ ′′k,M . Then using (5.8) (with p = 2) we have

P{τ̄k,M < T |Gs∧s′} ≤ 1

M2
C�,2(1 + |x|2 + |x′|2) ≤ C�,2

(1 + 2R2)

M2
.(5.14)
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Bearing in mind that Ṽ (s, x) is FB
T -measurable, and FB

T ⊂ Gt for all t ≥ 0, we
can easily check that the minimizing sequence in Theorem 5.1 also satisfies

Ṽ (s, x) = lim
k→∞

↓E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs∧s′

}
, P -a.s.

On the other hand, we observe that

Ṽ (s′, x′) = essinf
β∈Ã

E
{
H
(
η0
T (F s′,x′,β

T )
)∣∣∣Gs∧s′

}
, P -a.s.

Keeping these in mind we now define

Ak
ε,� =

{
τ� = T ; Ṽ (s, x) ≥ E

{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs∧s′

}
− ε

4

}
.

Then limk→∞ P{Ak
ε,�} = P{τ� = T} > 0, and hence P{Ak

ε,�} > 0 for k large enough.

Also, on the set Ak
ε,� we have

Ṽ (s′, x′) − Ṽ (s, x)(5.15)

≤ ε

4
+
∣∣∣E {

H
(
η0
T (F s′,x′,βk

T )
)∣∣∣Gs∧s′

}
− E

{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs∧s′

}∣∣∣
We now analyze the right-hand side above. Again let us simplify the notation a little
bit. Denote

ΔF k
T

�
= F s′,x′,βk

T − F s,x,βk

T , Δη(F k
T )

�
= η0

T (F s′,x′,βk

T ) − η0
T (F s,x,βk

T ),

ΔH(η(F k
T ))

�
= H

(
η0
T (F s′,x′,βk

T )
)
−H

(
η0
T (F s,x,βk

T )
)
.

Recalling the definition of τ̄k,M and δ we see that the second term on the right-hand
side of (5.15) becomes∣∣∣E {

ΔH(η(F k
T ))

∣∣∣Gs∧s′

}∣∣∣
=
∣∣∣E {

ΔH(η(F k
T ))1{τ̄k,M<T}

∣∣∣Gs∧s′

}
+ E

{
ΔH(η(F k

T ))1{τ̄k,M=T}

∣∣∣Gs∧s′

}∣∣∣
≤ E

{∣∣ΔH(η(F k
T ))

∣∣1{τ̄k,M<T}

∣∣∣Gs∧s′

}
+E

{∣∣ΔH(η(F k
T ))

∣∣1{|Δη(Fk
T

)|<δ,τ̄k,M=T}

∣∣∣Gs∧s′

}
+E

{∣∣ΔH(η(F k
T ))

∣∣1{|Δη(Fk
T

)|≥δ,τ̄k,M=T}

∣∣∣Gs∧s′

}
= I1 + I2 + I3,

(5.16)

where I1, I2, and I3 are defined in an obvious way. Clearly, by (5.14) we see that

I1 = E
{∣∣ΔH(η(F k

T ))
∣∣1{τ̄k,M<T}

∣∣∣Gs∧s′

}
≤ 2‖H‖∞P

{
τ̄k,M < T

∣∣∣Gs∧s′

}
≤ C�,2

1 + 2R2

M2
2‖H‖∞.(5.17)

Also, in light of (5.13) we see that |ΔH(η(F k
T ))| < ε

4 on the set {|Δη(F k
T )| < δ}, which

implies that

I2 = E
{∣∣ΔH(η(F k

T ))
∣∣1{|Δη(Fk

T
)|<δ,τ̄k,M=T}

∣∣∣Gs∧s′

}
<

ε

4
.(5.18)
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Now, first applying the Chebyshev inequality and then applying Lemma 5.2 with
p = 1, we have, P -a.s. on {τ� = T},

I3 = E
{∣∣ΔH(η(F k

T ))
∣∣1{|Δη(Fk

T
)|≥δ,τ̄k,M=T}

∣∣∣Gs∧s′

}
≤ 2‖H‖∞P

{
|Δη(F k

T )| ≥ δ, τ̄k,M = T
∣∣∣Gs∧s′

}
(5.19)

≤ 2

δ
‖H‖∞E

{
�
(
1 + |F s′,x′,βk

T | + |F s,x,βk

T |
)
|ΔF k

T |1{τ̄k,M=T}

∣∣∣Gs∧s′

}
≤ 2(1 + 2M)�

δ
‖H‖∞E

{
|F s,x,βk

τ̄k − F s,x′,βk

τ̄k | + |F s′,x′,βk

τ̄k − F s,x′,βk

τ̄k |
∣∣∣Gs∧s′

}
≤ 2(1 + 2M)C�,1�e

M (1 + R)

δ
‖H‖∞(|s− s′| 12 + |x− x′|).

Plugging (5.16)–(5.19) into (5.15) we see that on the set Ak
ε,� one has

Ṽ (s′, x′) − Ṽ (s, x) <
ε

2
+ C�,2

1 + 2R2

M2
2‖H‖∞(5.20)

+
2(1 + 2M)C�,1�e

M (1 + R)

δ
‖H‖∞(|s− s′| 12 + |x− x′|).

We note that since {τ� = T} = ∪k≥1A
k
ε,�, (5.20) actually holds on the set {τ� = T}.

To conclude, for fixed ε > 0, � > 0, and R > 0, we first choose δ = δ(ε) > 0
such that (5.13) holds, and then choose M = M�,R,ε > 2

√
C�,2(1 + 2R2)‖H‖∞/ε.

Denoting

C�,R,ε
�
=

2(1 + 2M)C�,1�e
M (1 + R)

δ(ε)
,

it is then easily seen that (5.20) becomes

Ṽ (s′, x′) − Ṽ (s, x) < ε + C�,R,ε‖H‖∞(|s− s′| 12 + |x− x′|), P -a.s. on {τ� = T}.

Reversing the role of (s, x) and (s′, x′), we have proved the theorem.
A closer look at the proof of Theorem 5.3 would lead to the following dependence

result for the wider-sense state process Xs,x,β
t = η0

t (F
s,x,β
t ), t ∈ [s, T ], β ∈ Ã.

Corollary 5.4. Assume (H1)–(H3). Then for any � ≥ 1, R > 0, and ε > 0
there exists some constant C�,R,ε > 0, depending only on �, R, and ε, such that for all

β ∈ Ã and all (s, x), (s′, x′) ∈ [0, T ]×R
n with x, x′ ∈ BR, it holds P -a.s. on {τ� = T}

that ∣∣∣E {
Xs′,x′,β

T −Xs,x,β
T

∣∣∣Gs∧s′

}∣∣∣ ≤ ε + C�,R,ε((|s− s′| 12 + |x− x′|).(5.21)

Proof. Noting that Xs,x,β
T = η0

T (F s,x,β
T ), the proof follows from similar arguments

of Theorem 5.3. We leave it to the interested reader.
To conclude this section we note that Theorem 5.3 does not provide us the usual

regularity of the value function (that is, Lipschitz in x, and Hölder-1/2 in s). In fact,

as a random field, even the following property of Ṽ (·, ·) is not completely trivial.

Theorem 5.5. Assume (H1)–(H3). The random field Ṽ (s, x) possesses a con-
tinuous version on [0, T ] × R

n.
Proof. We would like to construct a P -null exceptional set beyond which the

function (s, x) 
→ Ṽ (s, x, ω) is continuous for all fixed ω.
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To this end, let us denote Q to be all the rationals in R. Denote also Q∗
+ =

Q∩ (0,∞) and QT = Q∩ [0, T ]. The notation for the n-dimensional version Qn ⊂ R
n

is defined in an obvious way.
For � ≥ 1 we define the following subset of Ω:

Ω�
�
=

⋂
R∈Q∗

+
ε∈Q∗

+

{τ� = T and (5.11) holds for all (s, x), (s′, x′) ∈ QT × B
n
R ∩ Qn} ,

Ω̃ = ∪∞
�=1Ω�.

Applying Theorem 5.3 we see that for fixed � > 0, R > 0, and ε > 0, (5.11) holds
P -a.s. on the set {τ� = T}. In other words, one must have Ω� ⊆ {τ� = T} and
P{{τ� = T} \ Ω�} = 0 for all �. Since ∪∞

�=1{τ� = T} = Ω, modulo a P -null set, one
has

Ω \ Ω̃ ⊆
∞⋃
�=1

{{τ� = T} \ Ω�}, almost surely.

It then follows that P{Ω̃} = 1.

Now let us fix ω ∈ Ω̃. By (5.11) we see that the mapping (s, x) 
→ Ṽ (s, x, ω)
is continuous on QT × Qn. For general (s, x) ∈ [0, T ] × R

n, we choose a sequence
{(sk, xk)}k≥1 ⊂ QT × Qn, such that (sk, xk) → (s, x), as k → ∞. Applying (5.11)

again we see that {Ṽ (sk, xk)}k≥1 is Cauchy, and we can define the limit by V̄ (s, x, ω)
and show that it is independent of the choice of the sequence {(sk, xk)}. Now define
a random field

V̄ (s, x, ω) =

{
lim
k→∞

Ṽ (sk, xk, ω), QT × Qn � (sk, xk) → (s, x), ω ∈ Ω̃,

0, ω ∈ Ω \ Ω̃.

Then, using a standard “3ε-argument,” one shows that V̄ is continuous on [0, T ]×R
n

for all ω ∈ Ω̃. It remains to verify that V̄ is a version of Ṽ . But by continuity of V̄ we
need only check that V̄ is a modification of Ṽ . To wit, for any (s, x) ∈ [0, T ] × R

n, it

holds that V̄ (s, x) = Ṽ (s, x), P -a.s. But by virtue of Theorem 5.3 and the definition
of V̄ one can check that for fixed (s, x) and any sequence {(sk, xk)}k≥1 ⊂ QT × Qn

such that (sk, xk) → (s, x), it must hold that

Ṽ (s, x) = lim
k→∞

Ṽ (sk, xk) = V̄ (s, x), P -a.s.

We leave the details to the readers. The proof is now complete.

6. The Bellman principle. We are now ready to establish the first fundamental
result of this paper— the “Bellman principle” of dynamic programming for the wider-
sense control problem. We should note that our reduction of the original problem to
problems WSCP-I and WSCP-II enables us to find different versions of minimizing
sequences, which will be essential in our discussions in this section.

Our main result of this section is the following.
Theorem 6.1 (Bellman principle). Assume (H1)–(H3). For any (s, x) ∈ [0, T )×

R
n and h > 0 such that 0 ≤ s ≤ s + h ≤ T , it holds that

Ṽ (s, x) = essinf
β∈Ã

E
{
Ṽ (s + h, F s,x,β

s+h )
∣∣∣Gs

}
, P -a.s.
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The proof of Theorem 6.1 is rather lengthy, so we will split it into two lemmas,
each taking care of one direction of the inequality, and each using a special technique.

Lemma 6.2. Assume (H1)–(H3). For all (s, x) ∈ [0, T ) × R
n, h > 0 such that

s + h ≤ T , it holds that

Ṽ (s, x) ≤ essinf
β∈Ã

E
{
Ṽ (s + h, F s,x,β

s+h )
∣∣∣Gs

}
.(6.1)

Proof. Clearly, we need only show that for all (s, x) ∈ [0, T ) × R
n, h > 0 such

that s + h ≤ T , and β ∈ Ã, it holds that

Ṽ (s, x) ≤ E
{
Ṽ (s + h, F s,x,β

s+h )
∣∣∣Gs

}
, P -a.s.(6.2)

The proof depends heavily on the estimates established in Theorem 5.3. First let
us fix � > 0 and ε > 0, and let 0 ≤ s < s + h ≤ T and x ∈ R

n be given and fixed
as well. Applying Lemma 5.2 and the Chebyshev inequality, we have, for any R > 0,
P -a.s. on {τ� = T},

P
{
|F s,x,β

s+h | > R
∣∣∣Gt

}
≤ 1

R2
E

{
sup

t∈[s,T ]

|F s,x,β
t |2

∣∣∣Gt

}
≤ C�,2

R2
(1 + |x|2).

Let us now fix R = R�,x,ε >
√
C�,2(1 + |x|2)‖H‖∞/ε, so that

P
{
|F s,x,β

s+h | > R
∣∣∣Gs

}
<
( ε

‖H‖∞

)
∧ ε, P -a.s. on {τ� = T}.(6.3)

Next, following the main ideas of the proof of Theorem 5.3, we can find a constant
C�,R,ε such that for all y, y′ ∈ B

n
R, it holds almost surely on {τ� = T} that∣∣∣E {

H
(
η0
T (F s+h,y,β

T )
)∣∣∣Gs+h

}
− E

{
H
(
η0
T (F s+h,y′,β

T )
)∣∣∣Gs+h

}∣∣∣
≤ ε

2
+ C�,R,ε‖H‖∞|y − y′|(6.4)

and ∣∣∣Ṽ (s + h, y) − Ṽ (s + h, y′)
∣∣∣ ≤ ε

2
+ C�,R,ε‖H‖∞|y − y′|.(6.5)

Now let us fix δ = δ�,x,ε < ε
2C�,R,ε‖H‖∞

, and choose a finite set of open balls

{Oδ(y
k)}Nk=1, centered at yk’s and with radius δ such that it covers the (compact)

ball B
n
R. That is, B

n
R ⊂

⋃N
k=1 Oδ(y

k). Clearly, on the set {τ� = T}, whenever
y ∈ Oδ(y

k) we have∣∣∣E {
H
(
η0
T (F s+h,y,β

T )
)∣∣∣Gs+h

}
− E

{
H
(
η0
T (F s+h,yk,β

T )
)∣∣∣Gs+h

}∣∣∣ < ε(6.6)

and ∣∣∣Ṽ (s + h, y) − Ṽ ((s + h, yk))
∣∣∣ < ε.(6.7)

Furthermore, we define a partition of B
n
R as follows:

ΓR,1
�
= Oδ(y

1) ∩ B
n
R; ΓR,k

�
=

(
Oδ(y

k) \
k−1⋃
l=1

Oδ(y
l)

)⋂
B
n
R, k > 1.
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Thus it follows from (6.7) that, for any β ∈ Ã, P -a.s. on {|F s,x,β
s+h | ≤ R, τ� = T},

Ṽ (s + h, F s,x,β
s+h ) =

N∑
k=1

Ṽ (s + h, F s,x,β
s+h )1ΓR,k

(F s,x,β
s+h )(6.8)

≥
N∑

k=1

Ṽ (s + h, yk)1ΓR,k
(F s,x,β

s+h ) − ε.

Now for each k we apply Theorem 5.1 (or, in particular, (5.2)) to find a βk ∈ Ã
such that the set

Aε,k
�
=
{
ω : Ṽ (s + h, yk, ω) < E

{
H
(
η0
T (F s+h,yk,βk

T )
)∣∣∣Gs+h

}
(ω) − ε

}
satisfies P (Aε,k) ≤ 2−kε. Next, define

Ã�,ε,k
�
= {|F s,x,β

s+h | ≤ R, τ� = T} ∩Ac
ε,k and Ω̃�,ε

�
=

N⋂
k=1

Ã�,ε,k.(6.9)

Then

P{Ω̃c
�,ε} ≤ P

{
{τ� < T} ∪ {|F s,x,β

s+h | > R, τ� = T} ∪
(

N⋃
k=1

Aε,k

)}

≤ P{τ� < T} + P{|F s,x,β
s+h | > R, τ� = T} +

N∑
k=1

P (Aε,k)(6.10)

≤ P{τ� < T} + 2ε → 0 as � ↑∞ and ε ↓ 0.

Let us now restrict ourselves to the set Ω̃�,ε. Clearly, almost surely on Ω̃�,ε we
have

Ṽ (s + h, yk) ≥ E
{
H
(
η0
T (F s+h,yk,βk

T )
)∣∣∣Gs+h

}
− ε.

Thus on the set Ω̃�,ε ∈ Gs+h the estimate (6.8) can further be written as

Ṽ (s + h, F s,x,β
s+h ) ≥

N∑
k=1

E
{
H
(
η0
T (F s+h,yk,βk

T )
)∣∣∣Gs+h

}
1{F s,x,β

s+h
∈ΓR,k} − 2ε.(6.11)

Now let β ∈ Ã be any control. We modify β as follows: for (t, ω) ∈ [s, T ] × Ω,

β̃t(ω) =

{
βk
t (ω) if t ≥ s + h, ω ∈ {τ� = T} ∩ {F s,x,β

s+h ∈ ΓR,k}, 1 ≤ k ≤ N,
βt(ω) otherwise.

Then clearly β̃ ∈ Ã as well, and, moreover, the pathwise uniqueness of SDE (3.17),
together with the estimate (6.6), shows that for each k, P -a.s. on {τ� = T},

E

{
H
(
η0
T (F s,x,β̃

T )
)∣∣∣Gs+h

}
1{F s,x,β

s+h
∈ΓR,k}

= E

{
H
(
η0
T (F

s+h,F s,x,β
s+h

,βk

T )
)
1{F s,x,β

s+h
∈ΓR,k}

∣∣∣Gs+h

}
(6.12)

≤ E
{
H
(
η0
T (F s+h,yk,βk

T )
)
1{F s,x,β

s+h
∈ΓR,k}

∣∣∣Gs+h

}
+ ε1{F s,x,β

s+h
∈ΓR,k}.
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Thus, noting that ∪N
k=1ΓR,k = B

n
R, we can continue from (6.11) to get

Ṽ (s + h, F s,x,β
s+h )

≥
N∑

k=1

E

{
H
(
η0
T (F s,x,β̃

T )
)
1{F s,x,β

s+h
∈ΓR,k}

∣∣∣Gs+h

}
− 2ε− ε

N∑
k=1

1{F s,x,β
s+h

∈ΓR,k}

=E

{
H
(
η0
T (F s,x,β̃

T )
)∣∣∣Gs+h

} N∑
k=1

1{F s,x,β
s+h

∈ΓR,k} − 2ε− ε

N∑
k=1

1{F s,x,β
s+h

∈ΓR,k}

=

[
E

{
H
(
η0
T (F s,x,β̃

T )
)∣∣∣Gs+h

}
−ε

]
−2ε = E

{
H
(
η0
T (F s,x,β̃

T )
)∣∣∣Gs+h

}
− 3ε.

Note that the above inequality holds only on the Ω̃�,ε. Taking conditional expectation

E{·|Gs} over Ω̃�,ε ∈ Gs+h on both sides, we have

E
{
Ṽ (s + h, F s,x,β

s+h )
∣∣∣Gs

}
≥ E

{
Ṽ (s + h, F s,x,β

s+h )1
Ω̃�,ε

∣∣∣Gs

}
≥ E

{
H
(
η0
T (F s,x,β̃

T )
)
1

Ω̃�,ε

∣∣∣Gs

}
− 3ε = E

{
H
(
η0
T (F s,x,β̃

T )
)
[1 − 1

Ω̃c
�,ε

]
∣∣∣Gs

}
− 3ε

≥ E

{
H
(
η0
T (F s,x,β̃

T )
)∣∣∣Gs

}
− ‖H‖∞P{Ω̃c

�,ε|Gs} − 3ε

≥ Ṽ (s, x) − ‖H‖∞P{Ω̃c
�,ε|Gs} − 3ε.

Letting � → ∞ and then ε ↓ 0, we obtain (6.2), whence (6.1).
The next lemma will show the reversed inequality.
Lemma 6.3. Assume (H1)–(H3). Then, for all (s, x) ∈ [0, T )×R

n, and s+h ≤ T ,

Ṽ (s, x) ≥ essinf
β∈Ã

E
{
Ṽ (s + h, F s,x,β

s+h )
∣∣∣Gs

}
.(6.13)

Proof. This time we shall prove that for all (s, x) ∈ [0, T ) × R
n, and s + h ≤ T ,

there exists a sequence {βk} ⊂ Ã, such that

Ṽ (s, x) = lim
k→∞

↓E
{
Ṽ (s + h, F s,x,βk

s+h )
∣∣∣Gs

}
, P -a.s.(6.14)

We note that this “minimizing sequence” is different from all the previous ones, and
that (6.13) follows from (6.14) trivially.

To prove (6.14), we fix (s, x) ∈ [0, T ) × R
n and h > 0 such that s + h ≤ T . First

applying Theorem 5.1 we know that there exists a sequence {βk} ⊂ Ã such that

Ṽ (s, x) = lim
k→∞

↓E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
.

Next, applying Lemma 6.2 we have

Ṽ (s, x) ≤ E
{
Ṽ (s + h, F s,x,βk

s+h )
∣∣∣Gs

}
≤ E

{
E
{
H
(
η0
T

(
F

s+h,F s,x,βk

s+h
,βk

T

))∣∣∣Gs+h

}∣∣∣Gs

}
(6.15)

= E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
, P − a.s., ∀k ≥ 1.
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We will use the by now standard technique to modify the sequence {βk} to derive the

desired minimizing sequence. Let β̃1 = β1. For k > 1, we define, for t ∈ [s, T ],

β̃k
t =

⎧⎨
⎩ βk

t on

{
E
{
Ṽ (s + h, F s,x,βk

s+h )
∣∣∣Gs

}
≤ E

{
Ṽ (s + h, F s,x,β̃k−1

s+h )
∣∣∣Gs

}}
,

β̃k−1
t otherwise,

and set β̃k
t ≡ β̃1

t for all k for t ∈ [0, s). Then, clearly {β̃k} ⊂ Ã, and for all k ≥ 1, one
has

E

{
Ṽ (s + h, F s,x,β̃k

s+h )
∣∣∣Gs

}

≤ E

{
Ṽ (s + h, F s,x,β̃k−1

s+h )
∣∣∣Gs

}
∧ E

{
Ṽ (s + h, F s,x,βk

s+h )
∣∣∣Gs

}

≤ E

{
Ṽ (s + h, F s,x,β̃k−1

s+h )
∣∣∣Gs

}
∧ E

{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
, P -a.s.

Consequently we have

Ṽ (s, x) ≤ lim
k→∞

↓E
{
Ṽ (s + h, F s,x,β̃k

s+h )
∣∣∣Gs

}

≤ lim
k→∞

↓E
{
H
(
η0
T (F s,x,βk

T )
)∣∣∣Gs

}
= Ṽ (s, x),

thanks to Theorem 5.1 again. This proves the lemma.
Remark 6.4. By modifying the proof slightly one can easily show that the Bellman

principle (Theorem 6.1) also holds if the initial states (s, x) and the increment h
are replaced by FB

T -measurable random variables, since FB
T ⊂ Gt for all t ≥ 0. In

particular, if (s, x) is replaced by FB
T -measurable random variables (τ, ξ) and h > 0

remains a deterministic constant, then we make the convention that τ +h = (τ +h)∧
T .

7. Stochastic HJB equation. In this section we shall derive two versions of
the stochastic HJB equations: one for the value function of WSCP-I and the other
for the original pathwise control problem.

7.1. HJB equation for WSCP-I. We first consider the HJB equation for the
value function Ṽ . Let us denote

L̃s,x,u
�
=

1

2
tr {σ̃σ̃T (s, x, u)D2

xx} + b̃(t, x, u)Dx.

Note that in the above the coefficients b̃ and σ̃ are FB
T -measurable random fields, and

thus L̃ is a “random” differential operator. We then consider the following (random)
PDE: ⎧⎪⎨

⎪⎩
−∂v

∂s
(s, x) − essinf

u∈U
[L̃s,x,uv](s, x) = 0, (s, x) ∈ [0, T ] × R

n;

v(T, x) = H
(
η0
T (x)

)
, x ∈ R

n.

(7.1)

We should note that since this randomized PDE does not involve any stochastic
integrals, it could be studied in an ω-wise manner. However, the “adaptedness” nature
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of the random field is by no means obvious from such a treatment. As an alternative,
in what follows we shall consider the random PDE as a special (degenerate) stochastic
PDE with a time reversal, and introduce a definition of “stochastic viscosity solution”
of this equation that is in the spirit of Buckdahn and Ma [2, 3, 4].

Definition 7.1. A continuous, B ([0, T ] × R
n) ⊗ FB

T -measurable random field v
is a stochastic viscosity subsolution (resp., supersolution) if

(i) v(T, x) ≤ (resp., ≥) H
(
η0
T (x)

)
, x ∈ R

n;

(ii) for all τ ∈ L0
FB

T

(Ω; [0, T ]), ξ ∈ L2
FB

T

(Ω; Rn), and ϕ ∈ C1,2

FB
T

([0, T ] × R
n), it

holds that

−∂ϕ

∂s
(τ, ξ) − essinf

u∈U
[L̃τ,ξ,uϕ](τ, ξ) ≤ 0 (resp., ≥ 0),(7.2)

on the (ω-)set {v−ϕ achieves a local maximum (resp., minimum) at (τ, ξ)} ∈
FB

T .
A random field v is called a stochastic viscosity solution if it is both a stochastic

subsolution and a stochastic supersolution.
We remark here that the main difference between Definition 7.1 and those of

[2, 3, 4], besides the time reversal, is that in [2, 3, 4] we require τ to be a stopping
time and ξ to be an FB

τ -measurable random variable. Due to the special structure here
we assume only that τ is an FB

T -measurable random time. But one should appreciate
again that any FB

T -measurable random time τ is a G-stopping time!
Our first main result of this section is the following theorem.
Theorem 7.2. Assume (H1)—(H3). The value function Ṽ is a stochastic vis-

cosity solution of (7.1) in the sense of Definition 7.1. Furthermore, the solution is
unique in the class CFB

T
([0, T ] × R

n).

Proof. We first show that Ṽ is a subsolution. Let τ ∈ L0
FB

T

(Ω; [0, T ]), ξ ∈
L2
FB

T

(Ω; Rn), and ϕ ∈ C1,2

FB
T

([0, T ] × R
n) be given. We assume that the set

Γ = Γτ,ξ �
= {Ṽ − ϕ achieves a local maximum at (τ, ξ)}

satisfies P (Γ) > 0 (for otherwise there is nothing to prove).
We begin by the following “localization” procedure. First, let {τ�} be the sequence

of G-stopping times defined by (3.15). We can then choose � > 0 and ε > 0 such that
the set

Γ�,ε
�
= {Ṽ − ϕ achieves in B

n+1
ε (τ, ξ) its maximum at (τ, ξ), τ� = T}(7.3)

also satisfies P (Γ�,ε) > 0, where B
n+1
ε (s, x) denotes the (closed) ball in R

n+1 centered
at (s, x) with radius ε.

Next, noting that the random fields Ṽ and ϕ are both B([0, T ] × R
n) ⊗ FB

T -

measurable, and Ṽ is uniformly bounded (by ‖H‖∞!), we can modify the value of ϕ
outside of B

n+1
ε/2 (τ, ξ) so that ϕ is uniformly bounded,

P
{

sup
(s,x)∈[0,T ]×Rn

[
|Dtϕ(s, x)| + |Dxϕ(s, x)| + |D2

xxϕ(s, x)|
]
< ∞

}
= 1,

and Γ�,ε ⊂ {(τ, ξ) ∈ argmax{Ṽ − ϕ}} ∩ {τ� = T}. Consequently, we can find ρ > 0
small enough, and a set Γρ

�,ε ∈ FB
T , such that

(i) P (Γρ
�,ε) > P (Γ�,ε) − ρ > 0;
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(ii) Γρ
�,ε ⊆ {(τ, ξ) ∈ argmax{Ṽ − ϕ}} ∩ {τ� = T};

(iii) Dtϕ(τ, ξ), Dxϕ(τ, ξ), D2
xxϕ(τ, ξ) are all bounded on Γρ

�,ε.
Now let us recall from Remark 6.4 that the Bellman principle (Theorem 6.1)

can be extended to the case where the initial state (τ, ξ) is a pair of FB
T -measurable

random variables (with the convention that τ +h = (τ +h)∧T ). Thus, for any h > 0
and βs ≡ u ∈ U we can apply such a version of Theorem 6.1 and Itô’s formula to get
the following: on the set Γρ

�,ε,

0 ≤ 1

h
E
{
Ṽ (τ + h, F τ,ξ,β

τ+h ) − Ṽ (τ, ξ)
∣∣∣Gτ

}
≤ 1

h
E
{
ϕ(τ + h, F τ,ξ,β

τ+h ) − ϕ(τ, ξ)
∣∣∣Gτ

}

=
1

h
E

{∫ τ+h

τ

[
∂t + L̃s,F τ,ξ,β

s ,u

]
ϕ(s, F τ,ξ,β

s )ds

∣∣∣∣∣Gτ

}
(7.4)

≤
[
∂t + L̃τ,ξ,u

]
ϕ(τ, ξ) + rτ,ξ(h),

where

rτ,ξ(h)
�
= E

{
sup

s∈[τ,τ+h]

∣∣∣ [∂t + L̃s,F τ,ξ,β
s ,u

]
ϕ(s, F τ,ξ,β

s ) −
[
∂t + L̃τ,ξ,u

]
ϕ(τ, ξ)

∣∣∣
∣∣∣∣∣Gτ

}
.

Note that Γρ
�,ε ⊂ {τ� = T}, and applying Lemma 3.1 and 3.2(ii) we have, on the set

Γρ
�,ε,

E

{
sup

s∈[τ,T ]

|(∂t + L̃s,F τ,ξ,β
s ,u)ϕ(s, F τ,ξ,β

s )

}

≤ C
(
1 + E

{
sup

s∈[τ,T ]

(|σ̃(s, F τ,ξ,β
s , u)|2 + |̃b(s, F τ,ξ,β

s , u)|)
}

≤ C�2
(
1 + E

{
sup

s∈[τ,T ]

|F τ,ξ,β
s |2

})
< ∞.

Thus, applying the dominated convergence theorem we see that limh ↓ 0 rτ,ξ(h) = 0,
in probability, on the set Γρ

�,ε, and (7.4) leads to

essinf
u∈U

[
∂t + L̃τ,ξ,u

]
ϕ(τ, ξ) ≥ 0, P -a.s. on the set Γρ

�,ε.

Therefore, first letting ρ → 0, then ε → 0, and then � → ∞, we obtain that

− essinf
u∈U

[
∂t + L̃τ,ξ,u

]
ϕ(τ, ξ) ≤ 0, P -a.s. on Γ.

In other words, Ṽ is a stochastic subsolution.
The proof that Ṽ is also a supersolution is a little more involved. We again fix

τ ∈ L0
FB

T

(Ω; [0, T ]), ξ ∈ L2
FB

T

(Ω; Rn) and ϕ ∈ C1,2

FB
T

([0, T ] × R
n). Also, for any ε > 0,

� > 0, ρ > 0, we again find Γρ
�,ε that satisfies (i)–(iii) before, with “max” being

replaced by “min.”
To derive the desired inequality, we argue slightly differently. First we mod-

ify Lemma 6.3 to obtain a sequence {βk} ⊂ Ã such that (6.14) holds for the FB
T -

measurable pair (τ, ξ) and 0 < h � 1, that is,

Ṽ (τ, ξ) = lim
k→∞

↓E
{
Ṽ (τ + h, F τ,ξ,βk

τ+h )
∣∣∣Gτ

}
, P -a.s.
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Here we note that the convention τ + h = (τ + h) ∧ T is used again and that the
sequence {βk} may depend on h. Let us denote, for fixed h > 0 and each k ≥ 1,

Ak
h

�
=
{
ω : E

{
Ṽ (τ + h, F τ,ξ,βk

τ+h )
∣∣∣Gτ

}
(ω) − Ṽ (τ, ξ, ω) ≤ h2

}
.

Then by definition of {βk} we have limk→∞ P{Ω \ Ak
h} = 0. Since P (Γρ

�,e) > 0, we

must also have limk→∞ P{Ak
h ∩ Γρ

�,ε} = P (Γρ
�,e) > 0.

Now, using the definition of ϕ and applying Itô’s formula, one has, P -a.s. on the
set Ak

h ∩ Γρ
�,ε,

h ≥ 1

h
E
{
Ṽ (τ + h, F τ,ξ,βk

τ+h ) − Ṽ (τ, ξ)
∣∣∣Gτ

}
≥ 1

h
E
{
ϕ(τ + h, F τ,ξ,βk

τ+h ) − ϕ(τ, ξ)
∣∣∣Gτ

}

=
1

h
E

{∫ τ+h

τ

(
∂t + L̃

s,F τ,ξ,βk
s ,βk

)
ϕ(s, F τ,ξ,βk

s )ds

∣∣∣∣∣Gτ

}
(7.5)

≥ essinf
u∈U

[
∂t + L̃τ,ξ,u

]
ϕ(τ, ξ) − r̃τ,ξ(h),

where

r̃τ,ξ(h)
�
= sup

k≥1
E

{
sup

s∈[τ,τ+h]

∣∣∣[∂t+L̃
s,F τ,ξ,βk

s ,βk
s

]
ϕ(s, F τ,ξ,βk

s )−
[
∂t+L̃τ,ξ,βk

s

]
ϕ(τ, ξ)

∣∣∣
∣∣∣∣∣Gτ

}
.

Let us now denote Ψ = (∂tϕ,Dxϕ,D
2
xxϕ) and for fixed (τ, ξ),

Gk
τ,ξ(s)

�
= |σ̃σ̃T (s, ξ, βk

s ) − σ̃σ̃T (τ, ξ, βk
s )| + |̃b(s, ξ, βk

s ) − b̃(τ, ξ, βk
s )|, s ∈ [0, T ].

Clearly, Ψ is bounded and continuous on Γρ
�,ε. Furthermore, a tedious but straight-

forward argument using Lemmas 3.1 and 5.2 ((5.7) in particular) and the Chebyshev
inequality, one can show that for any h > 0, k ≥ 1, and δ > 0, there exists a constant
C�,ε,ρ > 0 such that, P -a.s., on Γρ

�,ε, it holds that

E

{
sup

s∈[τ,τ+h]

[
∂t + L̃

s,F τ,ξ,βk
s ,βk

s

]
ϕ(s, F τ,ξ,βk

s ) −
[
∂t + L̃τ,ξ,βk

s

]
ϕ(τ, ξ)

∣∣∣Gτ

}

≤ C�,ε,ρ

(
1+

1

δ2

)(
1+|ξ|4

)⎧⎨⎩ sup
s∈[τ,τ+h],

|x|≤δ

|Ψ(s, ξ + x)−Ψ(τ, ξ)| + sup
τ≤s≤τ+h

E{Gk
τ,ξ(s)|Gτ}

⎫⎬
⎭ .

Consequently, for all h > 0, δ > 0, it holds, P -a.s. on Γρ
�,ε that

r̃τ,ξ(h) ≤ C�,ερ

(
1 +

1

δ2

)
(1 + |ξ|4)

×

⎧⎨
⎩ sup

s∈[τ,τ+h],
|x|≤δ

|Ψ(s, ξ + x) − Ψ(τ, ξ)|
}

+ sup
s∈[τ,τ+h]

k≥1

E{Gk
τ,ξ(s)|Gτ}

⎫⎬
⎭ .

Now from the definition of σ̃ and b̃ ((3.6) and (3.7)) and the assumption (H1) we
see that Gk

τ,ξ(s) is continuous in s, uniformly in k. Thus applying the dominated
convergence theorem we have

lim
h ↓ 0

sup
s∈[τ,τ+h],k≥1

E{Gk
τ,ξ(s)|Gτ} = 0, P -a.s.
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It then follows that r̃τ,ξ(h) → 0, P -a.s. on Γρ
�,ε as h ↓ 0. In other words, we obtain

essinf
u∈U

[
∂t + L̃τ,ξ,u

]
ϕ(τ, ξ) ≤ 0, P -a.s. on Γρ

�,ε.

Again, first sending ρ → 0, then ε → 0, and then � → ∞, we obtain that

− essinf
u∈U

[
∂t + L̃τ,ξ,u

]
ϕ(τ, ξ) ≥ 0, P -a.s.

That is, Ṽ is a stochastic viscosity supersolution of (7.1).
To conclude, note that the uniqueness of the viscosity solution can be proved by

following the almost identical idea of Buckdahn and Ma [3], with even easier arguments
since in the present case there is no “martingale” term in the degenerated stochastic
PDF (7.1). The proof is complete.

7.2. HJB equation for the original control problem. We now turn to our
last objective of this paper: to derive the stochastic HJB equation for the original value
function V . The idea is straightforward, that is, we shall apply the “inverse” Doss–
Sussmann transformation and see what will happen to the stochastic HJB equation
(7.1). We first observe the following simple fact: if ϕ ∈ C1,2

FB
T

([0, T ] ×Rn), then by

the Itô–Ventzell formula (cf., e.g., Kunita [11]), one has (recall the process {ζst } from
(3.5))

d[ϕ(t, ζ0
t (x))] =

∂ϕ

∂t
(t, ζ0

t (x))dt + (Dxϕ)(t, ζ0
t (x)) ◦ dζ0

t (x)

=
∂ϕ

∂t
(t, ζ0

t (x))dt− (Dxϕ) (t, ζ0
t (x))Dzζ

0
t (x)θ(x) ◦ dBt(7.6)

=
∂ϕ

∂t
(t, ζ0

t (x))dt−Dx[ϕ(t, ζ0
t (x))]θ(x) ◦ dBt.

Now recall from Theorem 4.2(i) that Ṽ (s, x) = V (s, η0
s(x)), and hence V (s, x) =

Ṽ (s, ζ0
s (x)). Thus if Ṽ ∈ C1,2

FB
T

, then in light of (7.6) we should have

dV (s, x) = d[Ṽ (s, ζ0
s (x))] =

∂Ṽ

∂t
(t, ζ0

s (x))ds−Dx[Ṽ (t, ζ0
s (x))]θ(x) ◦ dBs.(7.7)

Combining (7.1) for Ṽ and relation (7.7) we can then formally write down the stochas-
tic HJB equation for the original value function V :⎧⎪⎨

⎪⎩
dV (s, x) + essinf

u∈U
[Lx,uV ](s, x)ds + DxV (s, x)θ(x) ◦ dBs = 0,

(s, x) ∈ [0, T ) × R
n,

V (T, x) = H(x), x ∈ R
n.

(7.8)

Again, we remark that this stochastic PDE is a “terminal value” problem; there-
fore it would become a complicated issue if we were to seek an {FB

t }-adapted solution.
However, the following modification of the definition of stochastic viscosity solution
for the stochastic PDE (7.8) given in [2, 3, 4] proves sufficient for our purpose.

Definition 7.3. A random field v ∈ CFB
T

([0, T ] × R
n) is said to be a (stochastic)

viscosity subsolution (resp., supersolution) of equation (7.8) if
(i) v(T, x) ≤ (resp., ≥) H(x) for all x ∈ R

n;



2254 RAINER BUCKDAHN AND JIN MA

(ii) for any (τ, ξ) ∈ L2(FB
T ; [0, T ] × R

n), and ϕ ∈ C1,2

FB
T

([0, T ] × R
n), it holds that

−∂ϕ

∂t

(
τ, ζ0

s (ξ)
)
≤ (resp., ≥) essinf

u∈U
Lτ,ξ,u

[
ϕ(τ, ζ0

τ (·))
]
(ξ),

P -a.s. on the set

Γϕ
τ,ξ

�
= {ω : (τ(ω), ξ(ω)) ∈ argmaxloc[v(s, x, ω)−ϕ(s, ζs0(x), ω)] (resp., argminloc)}

We have the following theorem.
Theorem 7.4. Assume (H1)–(H3). Then the value function V is the unique

stochastic viscosity solution of (7.8).
Proof. Having proved Theorem 7.2, we need only prove the following equivalence

relation: a random field v ∈ CFB
T

([0, T ] × R
n) is a stochastic viscosity subsolution

(resp., supersolution) of the stochastic HJB equation (7.8) if and only if

ṽ(t.x) = v(t, η0
t (x)), (t, x) ∈ [0, T ] × R

n,

is a stochastic viscosity subsolution (supersolution) of the (random) HJB equation
(7.1).

To this end, we observe that for any given (τ, ξ) ∈ L2(FB
T ; [0, T ] × R

n) and

ϕ ∈ C1,2

FB
T

([0, T ] × R
n},

Γϕ
τ,ξ = {ω : (τ(ω), ξ(ω)) ∈ argmaxloc[v(s, x, ω) − ϕ(s, ζ0

s (x), ω)]}
= {ω : (τ(ω), ζ0

τ (ξ)(ω)) ∈ argmaxloc[v(s, η
0
s(x), ω) − ϕ(s, x, ω)]}

= {ω : (τ(ω), ζ0
τ (ξ)(ω)) ∈ argmaxloc[ṽ(s, x, ω) − ϕ(s, x, ω)]}.

On the other hand, it is easy to check that

Lx,u[ϕ(t, ζ0
t (·))](x) = (L̃t,ζ0

t (x),uϕ)(t, ζ0
t (x)) ∀(t, x, u) ∈ [0, T ] × R

n × U ;

we see that ṽ is a viscosity subsolution of equation (7.1) if and only if for all (τ, ξ) ∈
L2(FB

T ; [0, T ] × R
n) and ϕ ∈ C1,2

FB
T

([0, T ] × R
n}, it holds, P -a.s. on the set Γϕ

τ,ξ, that

−
[(

∂

∂t
+ essinf

u∈U
L̃τ,ζ0

τ (ξ),u

)
ϕ

]
(τ, ζ0

τ (ξ)) ≤ 0.

But this amounts to saying that for any such given (τ, ξ) and ϕ, it holds, P -a.s. on
Γϕ
τ,ξ, that

−∂ϕ

∂t
(τ, ζs0 (ξ)) ≤ essinf

u∈U
Lτ,ξ,u [ϕ (τ, ζτ0 (·))] (ξ) .

But by Definition 7.3 it shows exactly that v is a stochastic viscosity subsolution of
(7.8). The proof for the supersolutions is analogous. Thus the theorem follows from
Theorem 7.2.

8. Appendix (a counterexample). We give an example showing that the
original pathwise stochastic control problem does not possess any minimizing sequence
in A. Let us assume that n = 1, U = [0, 1], and (s, x) = (0, 0). Assume also that
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b(t, x, u) ≡ u, σ ≡ 0, and θ(x) ≡ x. Finally, let H(x) = |x − 1|. That is, the system
dynamics is {

dXα
t = αtdt + Xα

t ◦ dBt, t ∈ [0, T ],
Xα

0 = 0.

Furthermore, the Doss–Sussmann transformation is η0
t (z) = z+

∫ t

0
η0
r(z) ◦ dBr, which

can be solved explicitly as η0
t (z) = zeBt , t ∈ [0, T ]. Therefore, the “transformed”

coefficients are σ̃ ≡ 0 and b̃(t, z, u) =
[
Dzη

0
t (z)

]−1
b(η0

t (z), u) = e−Btu; and the
“transformed” system equation becomes

dF β
t = b̃(t, F β

t , βt)dt = e−Btβtdt, β ∈ Ã,

which can also be solved explicitly as F β
t =

∫ t

0
e−Brβrdr. Consequently we have

η0
T (F β

T ) =
∫ T

0
eBT−Brβrdr.

We can now easily check that, at (s, x) = (0, 0),

V (0, 0) = Ṽ (0, 0) = essinf
β∈Ã

E
{
|η0

T (F β
T ) − 1|

∣∣∣FB
T

}
=

[
1 −

∫ T

0

eBT−Brdr

]+

,

with a wider sense optimal control being

β∗
t =

⎧⎪⎪⎨
⎪⎪⎩

(∫ T

0
eBT−Brdr

)−1

on
{∫ T

0
eBT−Brdr > 1

}
,

1 on
{∫ T

0
eBT−Brdr ≤ 1

}
.

We should note that such an optimal control is unique on the set {
∫ T

0
eBT−Brdr ≤ 1}.

On the other hand, we observe that if α ∈ A, then so is E[α], and by Jensen’s
inequality we have

J(0, 0;α) = E

{∣∣∣∣∣
∫ T

0

eBT−Brαrdr − 1

∣∣∣∣∣
∣∣∣∣∣FB

T

}
≥
∣∣∣∣∣
∫ T

0

eBT−BrE[αr]dr − 1

∣∣∣∣∣
= J(0, 0, E[α]) ≥ V (0, 0).

Now let us assume that there exists a minimizing sequence {αk}k≥1 ⊂ A. Then
it holds, P -a.s., that limk→∞ J(0, 0;αk) = V (0, 0). But the above argument shows
that

J(0, 0, E[αk]) =

∣∣∣∣∣
∫ T

0

eBT−BrE[αk
r ]dr − 1

∣∣∣∣∣ −→ V (0, 0) =

[
1 −

∫ T

0

eBT−Brdr

]+

(8.1)

as well. Since 0 ≤ E[αk
t ] ≤ 1 for all t, we see that on the set {

∫ t

0
eBT−Btdr ≤ 1} it

must hold that ∫ T

0

eBT−BrE[αk
r ]dr −→

∫ T

0

eBT−Brdr as k → ∞,

or, equivalently,
∫ T

0
eBT−Br [1 − E[αk

r ]]dr → 0, on {
∫ t

0
eBT−Btdr ≤ 1}. But again

notice that 0 ≤ E[αk
t ] ≤ 1, which implies that E[αk

· ] −→ 1, as k → ∞ in (Lebesgue)
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measure, and consequently one must have∣∣∣∣∣
∫ T

0

eBT−BrE[αk
r ]dr − 1

∣∣∣∣∣ −→
∣∣∣∣∣
∫ T

0

eBT−Brdr − 1

∣∣∣∣∣ , P -a.s.

Since ∣∣∣∣∣
∫ T

0

eBT−Brdr − 1

∣∣∣∣∣ > V (0, 0) on

{∫ T

0

eBT−Brdr > 1

}
,

and P{
∫ T

0
eBT−Brdr > 1} > 0, we obtain that

lim
k→∞

J(0, 0, E[αk]) =

∣∣∣∣∣
∫ T

0

eBT−Brdr − 1

∣∣∣∣∣ > V (0, 0) on
{∫ T

0
eBT−Brdr > 1

}
.

This contradicts (8.1). Therefore such a minimizing sequence cannot exist.
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ADAPTIVE DIGITAL CONTROL OF HAMMERSTEIN NONLINEAR
SYSTEMS WITH LIMITED OUTPUT SAMPLING∗

FENG DING† , TONGWEN CHEN‡ , AND ZENTA IWAI§

Abstract. This paper is motivated by the practical control considerations that nonlinearity
is abundant in industrial processes and output sampling rates are often limited due to hardware
constraints. In particular, for a Hammerstein nonlinear sampled-data system in which the output
sampling period is an integer multiple of the input updating period, we derive, by using a polyno-
mial transformation technique, a mathematical model which is suitable for parameter estimation with
dual-rate measurement data. Further, we present an adaptive control scheme for such a dual-rate
nonlinear system; the parameter estimation–based adaptive algorithm can achieve virtually asymp-
totically optimal control and ensure that the closed-loop system is stable and globally convergent.
The simulation results are included.

Key words. Hammerstein systems, sampled-data systems, multirate modeling, self-tuning
regulator, adaptive control, dual-rate systems, convergence properties, least squares methods
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1. Introduction. This paper focuses on adaptive control problems of a class
of nonlinear systems, namely, Hammerstein nonlinear systems, with limited output
sampling frequencies; in particular, the Hammerstein systems of interest have output
sampling periods which are integer multiples of input updating periods. These sys-
tems are sometimes referred to as dual-rate sampled-data systems. Such slow output
sampled systems often arise in industry due to hard limits on sensoring devices; see
the industrial processes described in, e.g., [26, 31, 34]. Without assuming knowledge
of the nonlinear model involved, our main idea in this work is to perform closed-
loop adaptive control through an online identification scheme, which estimates the
parameters of the nonlinear model by making use of only the available dual-rate data.

In the identification area of nonlinear systems, there exists a large amount of re-
search exploring different approaches; see, e.g., [3, 4, 5, 6, 35, 36, 37]. Vörös presented
a recursive half-substitution algorithm for discontinuous nonlinear systems [36]. For
Hammerstein–Wiener nonlinear models, Bai reported a two-stage identification algo-
rithm based on the recursive least squares and the singular value decomposition [3]
and a blind identification approach [5]. Recently, Cerone and Regruto derived the
parameter error bounds in the Hammerstein models [8] by assuming that the out-
put measurement error was bounded; Ding and Chen developed an iterative method
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and a recursive least squares identification method for Hammerstein nonlinear autore-
gression and moving average with exogenous input (ARMAX) systems [12]. In this
paper, we will extend the noniterative method of Chang and Luus [7] for Hammerstein
models to present a parameter estimation–based adaptive algorithm for Hammerstein
nonlinear dual-rate systems.

In the field of adaptive control of linear dual-rate systems, Albertos, Salt, and
Tormero studied adaptive control schemes for dual-rate systems [1]; Ishitobi, Kawanaka,
and Nishi presented a least squares–based self-tuning control algorithm [28]; and Kan-
niah, Malik, and Hope proposed a control algorithm based on a parameterized model
with its autoregression (AR) coefficients corresponding to the fast sampling rate and
the moving average (MA) coefficients to the slow sampling rate [29]. Though these
are earlier contributions in this area, the reported adaptive control schemes have two
main limitations as follows (in view of the goal in our work):

• First, the prediction and control were both based on the slow sampling rate;
the desired fast-rate system performance could not be achieved in these
schemes in design, and there might be poor intersample behavior even if
the behavior at the slow sampling instants is acceptable.

• Second, these schemes used linear models as the primary assumption; for non-
linear Hammerstein models, which capture a wide class of industrial systems
and processes, new research is required.

In order to overcome the two limitations for dual-rate Hammerstein models, we de-
velop an estimation scheme to obtain fast-rate models which can be used to implement
an adaptive control law updated at the fast rate, even if the output is sampled at a
relatively slow rate.

To the best of our knowledge, few contributions have addressed such adaptive
control problems involving Hammerstein nonlinear dual-rate systems, especially the
convergence problem of the algorithms involved, which are the focus of this work.
Therefore, the objective of this paper is to extend the control scheme of dual-rate
systems in [10] to the nonlinear case, in particular, in the following ways:

• By a polynomial transformation technique, derive models suitable for dual-
rate identification of Hammerstein nonlinear sampled-data systems.

• Based on the models derived, propose a parameter estimation–based adaptive
control scheme.

• Study the convergence properties of the proposed adaptive control algorithms.

Briefly, the paper is organized as follows. Section 2 introduces the problem for-
mulation related to Hammerstein nonlinear dual-rate systems and an adaptive control
scheme. Section 3 uses a polynomial transformation technique to derive a suitable
mathematical model and present an adaptive control algorithm based on parameter
estimation. Sections 4 and 5 analyze the output tracking performance and global
stability of the closed-loop systems under the proposed adaptive control. Section 6
presents an illustrative example demonstrating the effectiveness of the proposed algo-
rithm. Finally, section 7 offers some concluding remarks.

2. Problem formulation. In many chemical processes [26, 31, 34], due to hard-
ware sensoring constraints, only infrequent and scarce output sampling is available;
but the input updating can be achieved by actuators and digital computers at rela-
tively fast speeds [10, 11, 30]. This gives rise to a class of dual-rate systems in which
the input updating rate is an integer multiple of the output sampling rate. This paper
focuses on adaptive control of a class of Hammerstein nonlinear dual-rate sampled-
data systems—a static nonlinearity f(·) followed by a linear dynamic subsystem G(z),
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� f(·) � G(z) �
u(k) ū(k) y(k)

Fig. 1. A Hammerstein nonlinear system.

as depicted in Figure 1, where u(k) is the system input, the inner variable ū(k) is
the output of the nonlinear block (unmeasurable), y(k) is the system output but is
available only every qth sampling instant, q being a positive integer (q > 1). Thus,
the available input-output data set consists of

• {u(k) : k = 0, 1, 2, . . . } at the fast rate, and
• {y(kq) : k = 0, 1, 2, . . . } at the slow rate.

Here, we refer to the unavailable intersample outputs, y(kq+ j), j = 1, 2, . . . , q−1, as
the missing output samples, and to {u(k), y(kq)} as the dual-rate measurement data.

Often the static nonlinear part in the Hammerstein model is assumed to be a
polynomial of a known order m in the input as follows (see, e.g., [7, 22, 33]):

ū(k) = c1u(k) + c2u
2(k) + · · · + cmum(k),

or, more generally, to be a nonlinear function of a known basis (γ1, γ2, . . . , γm) as
follows [8]:

ū(k) = f(u(k)) = c1γ1(u(k)) + c2γ2(u(k)) + · · · + cmγm(u(k)) =

m∑
i=1

ciγi(u(k)),(1)

where the ci’s are unknown parameters. Of course, the nonlinearity considered here
also covers cubic spline nonlinearity [9], support vector machines [23, 24], and piece-
wise linear functions with discontinuities [35, 36], in addition to the single-parameter
nonlinearities [4]. The linear block is a time-invariant system (at the fast rate) with
a known order n and takes the following real-rational form:

y(k) =
B(z)

A(z)
ū(k), G(z) :=

B(z)

A(z)
(2)

with

A(z) = 1 + a1z
−1 + a2z

−2 + · · · + anz
−n,

B(z) = b1z
−1 + b2z

−2 + · · · + bnz
−n.

Here, z−1 represents a unit backward shift operator at the fast rate, z−1u(k) =
u(k− 1), and G(z) is the transfer function of the linear dynamical part with one unit
delay.

Notice that in the characterization of the Hammerstein model shown in Figure 1,
f(u) and G(z) are actually not unique from the identification point of view. Any
pair (cf(u), G(z)/c) for some nonzero and finite constant c would produce identical
input and output measurements. In other words, none of the identification schemes
can distinguish between (f(u), G(z)) and (cf(u), G(z)/c). Therefore, to get a unique
parameterization, without loss of generality, one of the gains of f(u) and G(z) has
to be fixed. There are several ways to normalize the gains [3, 8, 22]. Here, we adopt
the assumption used in [5, 22]: The first coefficient of the function f(·) equals 1; i.e.,
c1 = 1. (In case c1 = 0, one can use any nonzero ci and normalize it to 1.)
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� Controller � f(·) � G(z) �

� Param. Estimator �

�θ̂

Intersample
Output Estimator

� ŷ(iq + j)

�

�
�

�
��� ��

yf (k)

y(iq)

yr(k) u(k) ū(k) y(iq)

Fig. 2. The adaptive control scheme (j = 1, 2, . . . , q − 1).

For dual-rate sampled-data control systems, we expect that the control law be
updated at the fast rate even if the output is sampled at the slow rate. To imple-
ment this, the adaptive control scheme we propose is shown in Figure 2, where yr(k)
denotes a deterministic reference input or desired output signal. The control scheme
makes use of a parameter estimator, or an identification algorithm, which generates
online the estimates θ̂ of the unknown system parameters based on the dual-rate data
{u(k), y(kq)}; based on θ̂, and thus the fast-rate model, and the input u(k), the inter-
sample (missing) outputs ŷ are estimated—see the intersample output estimator in
Figure 2. In order to feed back to the controller a fast rate signal yf (k), representing
the output y(k), we use the slow sampled output y(iq) at every q period, giving y(0),
y(q), and y(2q), etc., and use the estimated output ŷ(iq + j) to fill in the missing
samples in y(k). Hence in Figure 2, yf (k) connects to y(iq) at times k = iq, and
connects to ŷ(iq+ j) at k = iq+ j, j = 1, 2, . . . , (q− 1); thus the output of the switch,
yf (k), is a fast rate signal. The operation of the periodic switch can be expressed in
the following equation:

yf (k) =

{
y(iq), k = iq,
ŷ(iq + j), k = iq + j, j = 1, 2, . . . , (q − 1).

(3)

To summarize, the dual-rate adaptive control scheme uses a fast single-rate con-
troller and a periodic switch. It is conceptually simple, easy to implement in digital
computers, and practical for industry.

In connection with Figure 2, the objectives of this paper can be restated more
clearly as follows:

• Establish a dual-rate model which is suitable for identification using the given
dual-rate data.

• Propose an algorithm to estimate the intersample outputs {y(kq + j) : j =
1, 2, . . . , (q − 1)}.

• Design an adaptive controller so that the output y(k) tracks the given desired
output yr(k) by minimizing the tracking error criterion given by

J [u(k)] = [yf (k + 1) − yr(k + 1)]2(4)

for deterministic systems, or

J [u(k)] = E{[yf (k + 1) − yr(k + 1)]2|Fk−1}(5)

for stochastic systems, and study the properties of the closed-loop system.
Here, {Fk} is the σ algebra sequence generated by the observations up to and including
time k.
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3. Control algorithm description. Let us introduce some notation first. The
symbol I stands for an identity matrix of appropriate dimensions. The superscript
T denotes the matrix transpose. For a square matrix X, |X| = det[X] represents
the determinant; λi[X] denotes the ith eigenvalue of X; and λmax[X] and λmin[X]
represent the maximum and minimum eigenvalues of X, respectively. The norm of a
matrix M is defined by ‖M‖2 = tr[MMT]. The notation 1n denotes an n-dimensional
column vector whose elements are all 1; f(k) = o(g(k)) represents f(k)/g(k) → 0 as
k → ∞; for g(k) ≥ 0, we write f(k) = O(g(k)) or f(k) ∼ g(k) if there exists a positive
constant δ1 such that |f(k)| ≤ δ1g(k).

The model in (1)–(2) is not suitable for dual-rate adaptive control because it
would involve the unavailable outputs {y(kq + j) : j = 1, 2, . . . , (q− 1)}. To obtain a
model that we can use directly on the dual-rate data, by a polynomial transformation
technique, G(z) can be converted into a form so that the denominator is a polynomial
in z−q instead of z−1.

For a general discussion, let the roots of A(z) be zi to get

A(z) =

n∏
i=1

(1 − ziz
−1).

Define

φq(z) :=

n∏
i=1

(1 + ziz
−1 + z2

i z
−2 + · · · + zq−1

i z−q+1) =

n∏
i=1

1 − zqi z
−q

1 − ziz−1
.

Multiplying the numerator and denominator of G(z) by φq(z) and using the polyno-
mial transformation formula [27, 32],

1 − xq = (1 − x)(1 + x + x2 + · · · + xq−1),

we get a new model:

P (z) =
B(z)φq(z)

A(z)φq(z)
=:

β(z)

α(z)
,

or

α(z)y(k) = β(z)ū(k)(6)

with

α(z) = 1 + α1z
−q + α2z

−2q + · · · + αnz
−qn,

β(z) = β1z
−1 + β2z

−2 + · · · + βqnz
−qn.

Equation (6) has the advantage that the denominator is a polynomial of z−q; arising
from here is a recursive equation using only slowly sampled outputs. The control
algorithm we propose later for dual-rate systems will be based on this model, which
does not involve the unavailable intersample outputs.

From the model in (6), we easily get the recursive equation:

y(k) = −
n∑

i=1

αiy(k − iq) +

qn∑
i=1

βiū(k − i)

= −
n∑

i=1

αiy(k − iq) +

qn∑
i=1

βi

m∑
j=1

cjγj(u(k − i)).
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Define the parameter vector θ and information vector ϕ(k) as

θ =

⎡
⎢⎢⎢⎢⎢⎣

α
β
c2β
...

cmβ

⎤
⎥⎥⎥⎥⎥⎦ ∈ R

n0 , ϕ(k − 1) =

⎡
⎢⎢⎢⎢⎢⎣

−y(k − q)
−y(k − 2q)

...
−y(k − nq)
ψ(k − 1)

⎤
⎥⎥⎥⎥⎥⎦ ∈ R

n0 , n0 := (mq + 1)n,

α =

⎡
⎢⎢⎢⎣

α1

α2

...
αn

⎤
⎥⎥⎥⎦ ∈ R

n, β =

⎡
⎢⎢⎢⎣

β1

β2

...
βqn

⎤
⎥⎥⎥⎦ ∈ R

qn, c =

⎡
⎢⎢⎢⎣

c2
c3
...
cm

⎤
⎥⎥⎥⎦ ∈ R

m−1,

ψ(k − 1) =

⎡
⎢⎢⎢⎣

ψ1(k − 1)
ψ2(k − 1)

...
ψm(k − 1)

⎤
⎥⎥⎥⎦ ∈ R

mqn,

ψj(k − 1) =

⎡
⎢⎢⎢⎣

γj(u(k − 1))
γj(u(k − 2))

...
γj(u(k − nq))

⎤
⎥⎥⎥⎦ ∈ R

qn, j = 1, 2, . . . ,m.

Then we have

y(k) = ϕT(k − 1)θ.(7)

Notice that if k is an integer multiple of q, then ϕ(k− 1) uses only available dual-rate
data—only the past measurement outputs (slow rate) and inputs (fast rate).

From here, we can see that the number of parameters will be greatly increased af-
ter the parameterization of nonlinear systems with dual-rate sampling; this will lead to
increased computational complexity, which may be reduced by using the hierarchical
identification scheme [13, 14, 15, 16, 17, 18].

Let yr(k) be a desired output signal; define the output tracking error

ξ(k + 1) = y(k + 1) − yr(k + 1).

In the deterministic case, if the control signal u(k) is chosen according to the equation
yr(k + 1) = ϕT(k)θ obtained by minimizing the criterion function in (4), then the
tracking error ξ(k + 1) approaches zero asymptotically.

For stochastic systems, based on the model in (7), introducing a zero-mean white
noise disturbance term v(k), we have

y(k) = ϕT(k − 1)θ + v(k).(8)

Let θ̂ be the estimate of unknown parameter vector θ; then ŷ(k + 1) = ϕT(k)θ̂ is
the output prediction, which is computed by the intersample output estimator in
Figure 2. According to the certainty equivalence principle [25], or minimizing the
criterion function in (5), the control law takes the following form:

yr(k + 1) = ϕT(k)θ̂.(9)
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Replacing k in (8) with kq gives

y(kq) = ϕT(kq − 1)θ + v(kq).(10)

Then the recursive least squares algorithm may be used to produce the estimate θ̂(kq)
of θ at current time kq, and the algorithm is as follows:

θ̂(kq) = θ̂(kq − q) + P (kq)ϕ(kq − 1)e(kq),(11)

e(kq) = [y(kq) − ϕT(kq − 1)θ̂(kq − q)],(12)

θ̂(i) = θ̂(kq), i = kq, kq + 1, . . . , kq + q − 1,(13)

P−1(kq) = P−1(kq − q) + ϕ(kq − 1)ϕT(kq − 1),(14)

θ̂(kq) = [θ̂1(kq), θ̂2(kq), . . . , θ̂n0(kq)]
T.(15)

Based on (9), the control law is given by

ϕT(kq + j)θ̂(kq) = yr(kq + 1 + j), j = 0, 1, . . . , q − 1.(16)

To initialize the control algorithm in (11)–(16), we take P (0) = p0I, with p0 normally

a large positive number, e.g., p0 = 106, and θ̂(0) = θ̂0 some small real vector, e.g.,

θ̂(0) = 1n0/p0. Notice that the parameter estimate θ̂ is updated every q (fast) samples,
namely, at the slow rate, as is the covariance matrix P ; in between the slow samples,
we simply hold θ̂ unchanged. Thus, every time θ̂ is updated, we have q new input
samples and one new output sample.

Defining the gain vector

L(kq) := P (kq)ϕ(kq − 1)

and applying the matrix inversion lemma

(A + BC)−1 = A−1 −A−1B(I + CA−1B)−1CA−1

to (14), it is easy to get that the covariance matrix P can be updated as follows:

P (kq) = [I − L(kq)ϕT(kq − 1)]P (kq − q),

L(kq) =
P (kq − q)ϕ(kq − 1)

1 + ϕT(kq − 1)P (kq − q)ϕ(kq − 1)
.

Note c1 = 1; the estimates

α̂(kq) = [α̂1(kq), α̂2(kq), . . . , α̂n(kq)]T,

β̂(kq) = [β̂1(kq), β̂2(kq), . . . , β̂qn(kq)]T

of α and β can be read from the first n and second qn entries of θ̂(kq), respectively.
Let

ĉ(kq) = [ĉ2(kq), ĉ3(kq), . . . , ĉm(kq)]T

be the estimate of c. Referring to the definition of θ, we get that the estimates of cj ,
j = 2, 3, . . . ,m, may be computed by

ĉj =
θ̂n+(j−1)qn+i(kq)

β̂i(kq)
, j = 2, 3, . . . ,m; i = 1, 2, . . . , qn.
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From here, we can see that there is considerable redundancy in determination of each
coefficient ĉj in the nonlinear function f(·), since for each cj we have qn estimates ĉj
for i = 1, 2, . . . , n. Because we do not need such n estimates for ĉj , one simple way is
to take their average as the estimate of cj [12], i.e.,

ĉj(kq) =
1

qn

qn∑
i=1

θ̂n+(j−1)qn+i(kq)

β̂i(kq)
, j = 2, 3, . . . ,m.

Of course, the singular value decomposition technique or least squares optimization
methods can also be used to find the estimate of c [3, 7].

The control signal u(kq + j) in (16) may be obtained by solving the following
nonlinear equation:

n∑
i=1

θ̂i(kq)y(kq + j + 1 − iq) +

m∑
l=1

nq∑
i=1

θ̂n+(l−1)qn+i(kq)γl(u(kq + j + 1 − i))(17)

= yr(kq + j + 1), j = 0, 1, . . . , q − 1.

Here, a difficulty arises because over the interval [kq, kq + q), except for j = q − 1,
the expression on the right-hand side of the above equation contains the future and
past missing outputs y(kq+ j +1− iq). So it looks impossible to compute the control
law by (17) and to realize the algorithm in (11)–(16). Our solution is based on the
adaptive control scheme stated in section 2—these unknown outputs y(kq+ j) in (17)
are replaced by their estimates ŷ(kq + j). Hence we have

n∑
i=1

θ̂i(kq)ŷ(kq + j + 1 − iq) +

m∑
l=1

nq∑
i=1

θ̂n+(l−1)qn+i(kq)γl(u(kq + j + 1 − i))(18)

= yr(kq + j + 1)

or

m∑
l=1

θ̂n+(l−1)qn+1(kq)γl(u(kq + j)) = yr(kq + j + 1) −
n∑

i=1

θ̂i(kq)ŷ(kq + j + 1 − iq)

−
m∑
l=1

nq∑
i=2

θ̂n+(l−1)qn+i(kq)γl(u(kq + j + 1 − i)), j = 0, 1, . . . , q − 2.(19)

In fact, it is only when j = q− 1 that the control term u(kq + j) does not involve the
missing outputs and can be generated by

m∑
l=1

θ̂n+(l−1)qn+1(kq)γl(u(kq + q − 1)) = yr(kq + q) −
n∑

i=1

θ̂i(kq)ŷ(kq + q − iq)

−
m∑
l=1

nq∑
i=2

θ̂n+(l−1)qn+i(kq)γl(u(kq + q − i)).(20)

In our adaptive control algorithm in (11)–(16) (or (11)–(15), (19), and (20)), based on
the parameter estimation, the control signal u(k) is computed by the model inverse
of the Hammerstein model defined in (1) and (2) using past inputs u(k − j) for
j = 1, 2, . . . , the current output y(k) (ŷ(k)), past outputs y(k − j) (ŷ(k − j)) for
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j = 1, 2, . . . , and desired output yr(k + 1) (for one-step-ahead self-tuning control) as
k increases, and the input u(k) is made to drive the system output at time k + 1 to
the target value yr(k + 1). In order to ensure that the input signal is bounded, this
model inverse must be stable; thus the inverse of the nonlinearity f(·) must exist (i.e.,
the nonlinearity f(·) must be invertible) and G(z) is minimum phase, exactly as in
the case of linear models. The control signal u(k) is also determined by using the
following approach. Assuming b1 �= 0 or β �= 0, we compute the control signal u(k)
by

u(kq + j) = f̂−1(ū(kq + j)), i = 0, 1, 2, . . . , q − 1,(21)

where f̂−1(·) is the inverse of the estimated nonlinear function f̂(·) defined by

ū(kq + j) = f̂(u(kq + j)) = γ1(u(kq + j)) + ĉ2(kq)γ2(u(kq + j))(22)

+ · · · + ĉm(kq)γm(u(kq + j)),

and the intermediate signal ū(k) is obtained from the inverse of the linear model, i.e.,

ū(kq + j) =
1

β̂1(kq)

[
yr(kq + j + 1) +

n∑
i=1

α̂i(kq)ŷ(kq + j + 1 − iq)

−
nq∑
i=2

β̂i(kq)u(kq + j − i + 1)

]
, j = 0, 1, . . . , q − 2,

ū(kq + q − 1) =
1

β̂1(kq)

[
yr(kq + q) +

n∑
i=1

α̂i(kq)y(kq + q − iq)

−
nq∑
i=2

β̂i(kq)u(kq + j − i + 1)

]
.

The above two control law equations contain only nq+n parameters (less than mqn+n
parameters); however, this increased computation is still tolerable and affordable.

Due to the nonlinear function f(·), the control signal u(k) in (22) is usually solved
by numerical methods.

The following assumption is required and is also reasonable: Given ū(k), there
exists a u(k) satisfying (1). Note that we do not require that u(k) be uniquely deter-
mined by given ū(k), because all such u(k)’s produce the same ū(k), which does not
affect our output tracking performance.

4. Output tracking performance. Let us first introduce some definitions and
assumptions. The sequence {v(k),Fk} is assumed to be a martingale difference se-
quence defined on a probability space {Ω,F , P}, where {Fk} is the σ algebra sequence
generated by the observations up to and including time k [25]. The noise sequence
{v(k)} satisfies the following conditions:

(A1) E[v(k)|Fk−1] = 0 a.s.;

(A2) E[v2(k)|Fk−1] = σ2(k) ≤ σ̄2 < ∞ a.s.;

(A3) lim sup
k→∞

1

k

k∑
i=1

v2(i) ≤ σ̄2 < ∞ a.s.
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That is, {v(k)} is an independent random noise sequence with zero mean and bounded
time-varying variance.

Define

r(kq) := tr[P−1(kq)], r(0) :=
n0

p0
.

It follows easily that

r(kq) = λ1[P
−1(kq)] + λ2[P

−1(kq)] + · · · + λn0 [P
−1(kq)]

≤ n0λmax[P
−1(kq)],

|P−1(kq)| = λ1[P
−1(kq)]λ2[P

−1(kq)] · · ·λn0 [P
−1(kq)]

≤ λn0
max[P

−1(kq)] ≤ rn0(kq),

ln |P−1(kq)| = O(ln r(kq)).(23)

In order to study the output tracking performance of the adaptive control algo-
rithm proposed earlier, the following lemma is required.

Lemma 1. For the algorithm in (11)–(16), the following inequality holds:

∞∑
i=1

ϕT(iq − 1)P (iq)ϕ(iq − 1)

{ln r(iq)}c < ∞ a.s. for any c > 1.

Proof. From the definition of P (kq), we have

P−1(iq − q) = P−1(iq) − ϕ(iq − 1)ϕT(iq − 1)

= P−1(iq)[I − P (iq)ϕ(iq − 1)ϕT(iq − 1)].

Taking determinants on both sides gives

|P−1(iq − q)| = |P−1(kq)||I − P (kq)ϕ(kq − 1)ϕT(kq − 1)|
= |P−1(iq)|[1 − ϕT(iq − 1)P (iq)ϕ(iq − 1)].

Thus,

ϕT(iq − 1)P (iq)ϕ(iq − 1) =
|P−1(iq)| − |P−1(iq − q)|

|P−1(iq)| .(24)

Noting that |P−1(iq)| is a nondecreasing function of i, dividing both sides of (24) by
{ln r(kq)}c gives

∞∑
i=1

ϕT(iq − 1)P (iq)ϕ(iq − 1)

{ln r(iq)}c =

∞∑
i=1

|P−1(iq)| − |P−1(iq − q)|
|P−1(iq)|{ln r(iq)}c

≤ nc
0

∞∑
i=1

|P−1(iq)| − |P−1(iq − q)|
|P−1(iq)|{ln |P−1(iq)|}c

= nc
0

∞∑
i=1

∫ |P−1(iq)|

|P−1(iq−q)|

dx

|P−1(iq)|{ln |P−1(iq)|}c

≤ nc
0

∞∑
i=1

∫ |P−1(iq)|

|P−1(iq−q)|

dx

x(lnx)c
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= nc
0

∫ |P−1(∞)|

|P−1(0)|

dx

x(lnx)c

=
−nc

0

c− 1
· 1

{lnx}c−1

∣∣∣|P−1(∞)|
|P−1(0)|

=
nc

0

c− 1

[
1

{ln |P−1(0)|}c−1
− 1

{ln |P−1(∞)|}c−1

]
< ∞ a.s., c > 1.

We shall prove the main results of this paper by formulating a martingale pro-
cess as in [13, 14, 19, 21] and by using stochastic process theory and the martingale
convergence theorem (Lemma D.5.3 in [25]).

Theorem 2. For the system in (10), assume that (A1)–(A3) hold, B(z) is stable,
and the reference input yr(k) is bounded in the sense of

(A4) |yr(k)| < ∞.

Then the adaptive control algorithm in (11)–(17) guarantees that the output tracking
error at the output sampling instants has the property of minimum variance, i.e.,

lim
k→∞

1

k

k∑
i=1

[yr(iq) − y(iq) + v(iq)]2 = 0 a.s.;

lim sup
k→∞

1

k

k∑
i=1

E{[yf (iq) − yr(iq)]
2|Fiq−1} ≤ σ̄2 < ∞ a.s.

Proof. Define the parameter estimation error vector as

θ̃(kq) = θ̂(kq) − θ.

Using (10) and (11), we have

θ̃(kq) = θ̃(kq − q) + P (kq)ϕ(kq − 1)[ϕT(kq − 1)θ + v(kq) − ϕT(kq − 1)θ̂(kq − q)]

:= θ̃(kq − q) + P (kq)ϕ(kq − 1)[−ỹ(kq) + v(kq)],(25)

where

ỹ(kq) := ϕT(kq − 1)θ̃(kq − q) = ϕT(kq − 1)θ̂(kq − q) − ϕT(kq − 1)θ.(26)

By using (10) and (16), it follows that

ỹ(kq) = yr(kq) − y(kq) + v(kq).

Define a nonnegative definite function

V (kq) = θ̃T(kq)P−1(kq)θ̃(kq).

Using (10), (25), and (26), we have

V (kq) = θ̃T(kq − q)P−1(kq)θ̃(kq − q) + 2θ̃T(kq − q)ϕ(kq − 1)[−ỹ(kq) + v(kq)]

+ϕT(kq − 1)P (kq)ϕ(kq − 1)[−ỹ(kq) + v(kq)]2

= θ̃T(kq − q)[P−1(kq − q) + ϕT(kq − 1)ϕ(kq − 1)]θ̃(kq − q)

+2ỹ(kq)[−ỹ(kq) + v(kq)] + ϕT(kq − 1)P (kq)ϕ(kq − 1)[−ỹ(kq) + v(kq)]2

= V (kq − q) − [1 − ϕT(kq − 1)P (kq)ϕ(kq − 1)]ỹ2(kq)

+ϕT(kq − 1)P (kq)ϕ(kq − 1)v2(kq)

+2[1 − ϕT(kq − 1)P (kq)ϕ(kq − 1)]ỹ(kq)v(kq).(27)
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Noting that ỹ(kq), ϕT(kq − 1)P (kq)ϕ(kq − 1) are uncorrelated with v(kq) and are
Fkq−1-measurable, taking the conditional expectation on both sides of (27) with re-
spect to Fkq−1 and using (A1)–(A2) give

E[V (kq)|Fkq−1] ≤ V (kq − q) − [1 − ϕT(kq − 1)P (kq)ϕ(kq − 1)]ỹ2(kq)

+2ϕT(kq − 1)P (kq)ϕ(kq − 1)σ̄2.

Let

W (kq) :=
V (kq)

[ln r(kq)|]c , c > 1.

Noting that ln r(kq) is nondecreasing, we have

E[W (kq)|Fkq−1] ≤
V (kq − q)

[ln r(kq)]c
− 1 − ϕT(kq − 1)P (kq)ϕ(kq − 1)

[ln r(kq)]c
ỹ2(kq)

+
2ϕT(kq − 1)P (kq)ϕ(kq − 1)

[ln r(kq)]c
σ̄2

≤ W (kq − q) − 1 − ϕT(kq − 1)P (kq)ϕ(kq − 1)

[ln r(kq)]c
ỹ2(kq)

+
2ϕT(kq − 1)P (kq)ϕ(kq − 1)

[ln r(kq)]c
σ̄2.(28)

In terms of Lemma 1, we can see that the sum of the last right-hand term of (28) for
k from k = 1 to k = ∞ is finite. Since

1 − ϕT(kq − 1)P (kq)ϕ(kq − 1) = [1 + ϕT(kq − 1)P (kq − q)ϕ(kq − 1)]−1 ≥ 0,

applying the martingale convergence theorem (Lemma D.5.3 in [25]) to (28), we con-
clude that W (kq) converges a.s. to a finite random variable, say, W0; i.e.,

W (kq) =
V (kq)

[ln r(kq)]c
→ W0 < ∞ a.s., or V (kq) = O([ln r(kq)]c) a.s.,

and also
∞∑
k=1

1 − ϕT(kq − 1)P (kq)ϕ(kq − 1)

[ln r(kq)]c
ỹ2(kq) < ∞ a.s.

Due to ϕT(kq − 1)P (kq)ϕ(kq − 1) = o(1), we have

∞∑
i=1

ỹ2(iq)

[ln r(iq)]c
< ∞ a.s.(29)

As r(kq) → ∞, using the Kronecker lemma (Lemma D.5.5 in [25]) yields

lim
k→∞

1

[ln r(kq)]c

k∑
i=1

ỹ2(iq) = 0 a.s.

Since [ln r(kq)]c = o(r(kq)), we have

lim
k→∞

k

r(kq)

1

k

k∑
i=1

ỹ2(iq) = 0 a.s.(30)
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Since B(z) is stable, applying Lemma B.3.3 in [25] to (10) and using (A3) yields

1

k

k∑
i=1

u2(iq) ≤ c1
k

k∑
i=1

y2(iq) + c2 a.s.,

where ci represent finite positive constants. According to the definitions of r(kq) and
ϕ(kq), it is not difficult to get

r(kq)

k
≤ c3

k

k∑
i=1

y2(iq) + c4

=
c3
k

k∑
i=1

[yr(iq) − ỹ(iq) + v(iq)]2 + c4

≤ c5
k

k∑
i=1

ỹ2(iq) + c6 a.s.

Thus, from (30)

0 = lim
k→∞

1
k

k∑
i=1

ỹ2(iq)

r(kq)
k

≥ lim
k→∞

1
k

k∑
i=1

ỹ2(iq)

c5
k

k∑
i=1

ỹ2(iq) + c6

≥ 0 a.s.,

and hence

lim
k→∞

1

k

k∑
i=1

ỹ2(iq) = 0 a.s.,

or

lim
k→∞

1

k

k∑
i=1

[yr(iq) − y(iq) + v(iq)]2 = 0 a.s.(31)

Since

E{[yr(kq) − y(kq) + v(kq)]2|Fkq−1}
= E[(yr(kq) − y(kq))2 + 2yr(kq)v(kq) − 2y(kq)v(kq) + v2(kq)|Fkq−1]

= E[(yr(kq) − y(kq))2|Fkq−1] + 0 − 2σ2(kq) + σ2(kq)

= E[(yr(kq) − y(kq))2|Fkq−1] − σ2(kq) a.s.,

and yf (kq) = y(kq) at the output sampling instants, we have

lim sup
k→∞

1

k

k∑
i=1

E{[yf (iq) − yr(iq)]
2|Fiq−1} = lim sup

k→∞

1

k

k∑
i=1

E{[y(iq) − yr(iq)]
2|Fiq−1}

= lim sup
k→∞

1

k

k∑
i=1

σ2(iq) ≤ σ̄2 a.s.

This proves Theorem 2.
Since single-rate systems belong to a special class of dual-rate systems with q = 1,

the results in Theorem 2 still hold for single-rate Hammerstein nonlinear systems,
which, to the best of our knowledge, have not even been reported in the literature
before.
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5. Global convergence. In this section, we analyze global stability properties
of the closed-loop system under the adaptive control proposed earlier.

From (3) and (10), we have

yf (kq) = y(kq) = ϕT(kq − 1)θ + v(kq),(32)

yf (kq + j) = ŷ(kq + j), j = 1, 2, . . . , q − 1.(33)

From Figure 2 and (10), since v(kq) is a “white” noise, the best estimates of all missing
output y(kq + j) are given by

ŷ(kq + j + 1) = ϕ̂T(kq + j)θ̂(kq), j = 0, 1, . . . , q − 2,

with

ϕ̂(kq + j) =

⎡
⎢⎢⎢⎢⎢⎣

−ŷ(kq + j + 1 − q)
−ŷ(kq + j + 1 − 2q)

...
−ŷ(kq + j + 1 − nq)

ψ(kq + j)

⎤
⎥⎥⎥⎥⎥⎦ ∈ R

n0 , ψ(kq + j) =

⎡
⎢⎢⎢⎣

ψ1(kq + j)
ψ2(kq + j)

...
ψm(kq + j)

⎤
⎥⎥⎥⎦ ∈ R

mqn,

ψi(kq + j) =

⎡
⎢⎢⎢⎣

γi(u(kq + j))
γi(u(kq + j − 1))

...
γi(u(kq + j + 1 − nq))

⎤
⎥⎥⎥⎦ ∈ R

qn, i = 1, 2, . . . ,m.

The missing output estimates ŷ(kq + j) can also be computed from the recursive
equation:

ŷ(kq + j + 1) = −
n∑

i=1

θ̂i(kq)ŷ(kq + j + 1 − iq)(34)

+

m∑
l=1

nq∑
i=1

θ̂n+(l−1)qn+i(kq)γl(u(kq + j + 1 − i)),

j = 0, 1, . . . , q − 2.

Comparing (18) with (34), we find that the missing intersample output estimates
ŷ(kq + j), j = 1, 2, . . . , q − 1, equal the desired outputs yr(kq + j); so we have

yr(kq + j) = ŷ(kq + j) = ϕ̂T(kq + j)θ̂(kq), j = 1, 2, . . . , q − 1,(35)

ϕ̂(kq + j) =

⎡
⎢⎢⎢⎢⎢⎣

−yr(kq + j + 1 − q)
−yr(kq + j + 1 − 2q)

...
−yr(kq + j + 1 − nq)

ψ(kq + j)

⎤
⎥⎥⎥⎥⎥⎦ .(36)

It is easy to understand that the unknown intersample outputs y(kq+ j) are replaced
by the desired outputs yr(kq + j) because our goal is to make y(k) track yr(k).
Hence, combining (20) with (35)–(36) generates the control signal sequence {u(kq+j),
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j = 0, 1, . . . , q − 1} based on the parameter estimates θ̂(kq) obtained. Thus, the
following theorem is easily established.

Theorem 3. Assume that the conditions of Theorem 2 hold, A(z) and B(z) both
are stable, and f(·) is invertible. Then the adaptive control algorithm in (11)–(15),
(19), and (20) ensures that the closed-loop system is stable and globally convergent
with probability 1; moreover,

• the input and output variables are uniformly bounded, i.e.,

lim sup
k→∞

1

k

k∑
i=1

[u2(i) + y2(i) + y2
f (i)] < ∞ a.s.;

• the average output tracking error is less than or equal to σ̄2/q, i.e.,

lim sup
k→∞

1

k

k∑
i=1

E{[yf (i) − yr(i)]
2|Fi−1} ≤ σ̄2

q
a.s.

Proof. Since yr(k) is bounded, from Theorem 2 and condition (A3), it is easy to
get that the outputs y(kq) at the output sampling instants are uniformly bounded,
i.e.,

lim sup
k→∞

1

k

k∑
i=1

y2(iq) ≤ δy < ∞ a.s.

Also, the intersample output estimates ŷ(kq + j), j = 1, 2, . . . , (q − 1), satisfy

ŷ(kq + j) = yr(kq + j), j = 1, 2, . . . , q − 1.

So yf (kq + j) is bounded. According to (32) and (33), yf (k) is bounded. Since A(z)
and B(z) are stable, so are α(z) and β(z), and u(k) is bounded in terms of Lemma
B.3.3 in [25]. Hence we have

lim sup
k→∞

1

k

k∑
i=1

u2(i) < ∞ a.s., lim sup
k→∞

1

k

k∑
i=1

y2(i) < ∞ a.s.,

lim sup
k→∞

1

k

k∑
i=1

y2
f (i) < ∞ a.s.,

which means that all the input and output variables are uniformly bounded. Also,

lim sup
k→∞

1

k

k∑
i=1

E{[yf (i) − yr(i)]
2|Fi−1} = lim sup

k→∞

1

kq

k∑
i=1

E{[y(iq) − yr(iq)]
2|Fiq−1}

+ lim sup
k→∞

1

kq

q−1∑
j=1

k∑
i=1

E{[ŷ(iq + j) − yr(iq + j)]2|Fiq+j−1}.

Since yf (i) = ŷ(i) = yr(i) at the missing output sampling instants, the last term on
the right-hand side is zero, and the first term is no more than σ̄2/q from Theorem 2.
This proves Theorem 3.

Theorems 2 and 3 indicate that the proposed adaptive control scheme in the dual-
rate setting can achieve the property of minimum variance at the output sampling
instants. Between the output sampling instants, we have ŷf (kq + j) = ŷ(kq + j) =
yr(kq + j), j = 1, 2, . . . , q − 1. The control scheme here is easily extended to non-
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minimum phase cases by defining a new weighted criterion:

J [u(k)] = E{[P (z)yf (k + d) −Q(z)yr(k + d)]2 + [R(z)u(k)]2|Fk−1}.

Here, P (z), Q(z), and R(z) are polynomials in z−1.
If the single-rate system considered is an AR model with exogenous input (ARX

model), then by the model transform, the noise model should be φq(z)v(k) instead
of v(t). This leads to an ARMAX model. In this case, we may use the recursive
extended least squares algorithm in [25] to estimate the parameters.

The persistent excitation condition is required for the convergence of the param-
eter estimation. Like in linear single-rate cases [25], adaptive control algorithms do
not guarantee the convergence of the parameter estimation to their true values.

In order to avoid generating u(k) with too large magnitudes, for a given small

positive ε, if |β̂1(kq)| < ε, we take β̂1(kq) = sgn[β̂1(kq)]ε, where the sign function is
defined by

sgn(x) =

{
1 x ≥ 0,
0 x < 0.

6. Example. In this section, we illustrate the results reported with simulation
examples, including an experimental water level system.

Example 1. For the Hammerstein nonlinear model shown in Figure 1, we select
the dual-rate sampling ratio as q = 2, the fast-rate discrete-time (dynamic) model
G(z) as a second-order one with

G(z) =
B(z)

A(z)
=

0.412z−1 + 0.309z−2

1 − 1.60z−1 + 0.80z−2
,

and the static nonlinear function f(·) as

ū(k) = f(u(k)) = c1u(k) + c2u
2(k) + c3u

3(k) = u(k) + 0.5u2(k) + 0.25u3(k).

We choose the noise sequence {v(k)} to be a white noise sequence with zero mean
and variance σ̄2 = 0.052 and the desired output to be

yr(400i + j) = (−1)i+1, i = 0, 1, 2, . . . ; j = 1, 2, . . . , 400.

The adaptive control algorithm in section 3 is applied to this system. The system
output y(k) and the desired output yr(k) are shown in Figure 3 with q = 2. Figure 4
with q = 1 is the simulated results of the Åström–Wittenmark self-tuning regulator
(A–W STR) suitable for single-rate systems [2].

From Figures 3 and 4, we can see that the control algorithm proposed in this
paper can achieve both less and more stationary average tracking errors than the
A–W STR algorithm. This is due to ŷ(kq + j) − yr(kq + j) = 0, j = 1, 2, . . . , q − 1,
between output sampling instants. Thus, the closed-loop tracking performance is
satisfactory. This confirms the results reported earlier.

Example 2. This example is a computer-controlled experimental water tank sys-
tem at the University of Alberta, and is shown in Figure 5. In this system, the
manipulated variable is the position of the inlet water valve, denoted u(t); the mea-
sured variable is the water level in the tank, denoted y(t); the inner variable, namely,
the water flow rate ū(t) (the output of the water valve) is not measured. The map
from u(t) to ū(t) is nonlinear and can be approximated by a third-order polynomial,

ū(t) = c1u(t) + c2u
2(t) + c3u

3(t)
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Fig. 3. y(k) and yr(k) versus k (q = 2).
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Fig. 4. y(k) and yr(k) versus k (q = 1).

(keeping the first few terms in the Taylor series expansion). For our study, the input
u(t) is updated every h = 40 s to get u(k), and the output y(t) is sampled every
qh = 80 s (hence q = 2), yielding y(kq). Around an operating point, we use a random
binary sequence generated by MATLAB as the input signal. By data correlation
analysis on the collected input-output data, we determined that the model order
associated with G(z) from ū(k) to y(k) is 2 with a delay of 2 samples, and hence G(z)
has the form of

G(z) =
b2z

−2 + b3z
−3

1 + a1z−1 + a2z−2
.
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Fig. 5. Experimental setup of a water tank.
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Fig. 6. y(k) and yr(k) versus k (q = 2).

Using the polynomial transform, we estimated the new model from ū(k) to y(kq) as
follows:

P (z) =
β(z)

α(z)
=

0.92691z−2 + 0.83503z−3 − 0.65555z−4 − 0.66384z−5

1 − 1.55795z−2 + 0.60728z−4
.

The parameters of P (z) were obtained by the dual-rate least squares algorithm in
(11)–(15); see [20]. Similarly, we took {v(k)} to be a white noise sequence with zero
mean and variance σ̄2 = 0.052 and the desired output to be

yr(400i + j) = 14 + (−1)i, i = 0, 1, 2, . . . ; j = 1, 2, . . . , 400.

Here, yr(k) = 14 is the operating point. The adaptive control algorithm in section 3
was applied to this water tank system. The system output y(k) and the desired
output yr(k) are shown in Figure 6. From Figure 6, we conclude that satisfactory
tracking performance has been achieved, and this shows that the algorithm reported
is effective.
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7. Conclusions. An adaptive control algorithm for Hammerstein nonlinear sam-
pled-data systems with limited (slow) output sampling is presented based on only slow-
rate output measurement data; the algorithm generates a relatively fast-rate control
signal from an online parameter identification routine which estimates fast-rate models
for Hammerstein systems involving dynamic linear blocks and static nonlinear blocks.
Performance analysis in the stochastic framework indicates that the proposed control
algorithm can achieve a desired tracking control objective under certain conditions.
The simulation results also validate the theoretical findings.
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Abstract. The present paper addresses the problem of the existence of an (output) feedback
law that asymptotically steers to zero prescribed outputs, while keeping all state variables bounded,
for any initial conditions in a given compact set. The problem can be viewed as an extension of the
classical problem of semiglobally stabilizing the trajectories of a controlled system to a compact set.
The problem also encompasses a version of the classical problem of output regulation. Under only
a weak minimum phase assumption, it is shown that there exists a controller solving the problem
at hand. The paper is deliberately focused on theoretical results regarding the existence of such a
controller. Practical aspects involving the design and the implementation of the controller are left
to a forthcoming work.
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1. Introduction. The problem of controlling a system in such a way that some
prescribed outputs converge to zero while all other state variables remain bounded
is a relevant problem in control theory. It includes, as special cases, the problem of
asymptotic stabilization of a fixed equilibrium point and the problem of asymptotic
stabilization of a fixed invariant set. It also includes design problems in which some
selected variables are required to asymptotically track (or to asymptotically reject)
certain signals generated by an independent autonomous system. Problems of this
kind, usually referred to as problems of “output regulation,” have been extensively
studied in the past for linear systems (see [10, 18, 17]) as well as, beginning with the
seminal work [23], for nonlinear systems. As a matter of fact, these problems can
be viewed as problems in which a “regulated” output of an “augmented system” (a
system consisting of the controlled plant and the exogenous system generator) must
be asymptotically steered to zero while all other state variables are kept bounded. As
pointed out in [23], for instance, the basic challenges in a problem of this type are to
create an invariant set on which the desired regulated output vanishes, and to render
this set asymptotically attractive.

Even though paper [23] is limited in scope (the design method suggested therein
being only meant to secure local, and nonrobust, regulation about an equilibrium
point) it has the merit of highlighting a few basic concepts and ideas which shaped all
subsequent developments in this area of research. These ideas include the fundamental
link between the problem in question and the notion of “zero dynamics” (a concept
introduced and studied earlier by the same authors), the necessity of the existence of
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a (controlled) invariant set on which the desired regulated output vanishes, and an
embryo of design philosophy based on the idea of making this invariant set locally
(and exponentially) attractive.

In the past 15 years, the design philosophy of [23] was extended in several direc-
tions. One clear need was to move from “local” to “nonlocal” convergence, a goal
which was pursued, for instance, in [25, 21, 30, 5], where different approaches (at
increasing levels of generality) have been proposed. Another concern was to obtain
design methods which are insensitive, or even robust, with respect to model uncer-
tainties. This issue was originally addressed in [20], where it was shown how, under
appropriate hypotheses, the property of (local) asymptotic regulation can be made
robust with respect to plant parameter variations, extending in this way a celebrated
property of linear regulators.

In the presence of plant parameter variations, the challenge is to design a (pa-
rameter-independent) controller in such a way that the closed-loop system possesses a
(possibly parameter dependent) attractive invariant set on which the regulated output
vanishes. The two issues of forcing the existence of such an invariant set and of
making the invariant set (locally or nonlocally) attractive are of course interlaced,
and this is precisely what, in the past, has determined the various scenarios under
which different solutions to the problem have been proposed. In the paper [20],
for instance, a solution was achieved by assuming that the set of all feed-forward
controls which force the regulated output to be identically zero had to be generated
by a single (parameter-independent) linear system. This assumption was weakened
in [12], in [11], and subsequently in [6], where it was replaced with the assumption that
the controls in question are generated by a single (parameter-independent) nonlinear
system, uniformly observable in the sense of [19].

The crucial observation that made the advances in [6] and [11] possible was the
realization that the two issues of forcing the existence of an invariant set (on which the
regulated variable vanishes) and of making the invariant set attractive are intimately
related to, and actually can be cast as, the problem of designing a (nonlinear) observer.
As a matter of fact, the design method suggested in [6] was based almost entirely on
the construction of a nonlinear “high-gain” observer following the methods of Gauthier
and Kupka [19], while the design method suggested in [11] was based almost entirely
on the construction of a nonlinear adaptive observer following the methods of Bastin
and Gevers [3] and Marino and Tomei [24].

Having realized that the design of observers is instrumental in the design of con-
trollers which solve the problem in question, researchers came to the idea of examining
whether alternative options, in the design of observers, could be of some help in weak-
ening the assumptions even further. This turns out to be true, as shown in the present
paper, in the case when we adopt the approach to the design of nonlinear observers
outlined by Kazantis and Kravaris [27] and further pursued by Kreisselmeier and
Engel [28], Krener and Xiao [26], and Andrieu and Praly [1].

While in all earlier contributions it was assumed that the controls which force the
regulated output to be identically zero could be interpreted as outputs of a (in general,
nonlinear) system having special observability properties (which eventually became
part of the controller), a crucial property highlighted in the proof of Theorem 3 of [1]
shows that no assumption of this kind is actually needed. The controls in question can
always be generated by means of a system of appropriate dimension whose dynamics
are linear but whose output map is a nonlinear (and, in general, only continuous
but not necessarily locally Lipschitzian) map. Once this system is embedded in the
controller, boundedness of all closed-loop trajectories and convergence to the desired
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invariant set can be guaranteed, as in the earlier contributions [6] and [11], by a
somewhat standard paradigm which blends practical stabilization with a small-gain
property for feedback interconnection of systems which are input-to-state stable (with
restrictions).

The purpose of this paper is to provide a complete proof of how the results of [1]
can be exploited for the design of a controller solving the problem, and also to show
how some technical hypotheses used in the asymptotic analysis of [7] can be totally
removed, yielding in this way a general theory cast only on a very simple and mean-
ingful assumption. This paper is deliberately meant to present only those theoretical
results needed to show the existence of the solution of the problem in question. Issues
related to practical aspects involving constructive design and implementation will be
dealt with in a forthcoming work.

The paper is organized as follows. In the next section the main framework under
which the problem is solved is presented and discussed. Then section 3 presents an
outline of the main results concerning the existence of the output feedback regulator.
Section 4 concludes the paper with some with final remarks. Technical proofs of the
results in section 3 are postponed to Appendices A and B.

Notation. For x ∈ R
n, |x| denotes the Euclidean norm, and for C a closed subset

of R
n, |x|C = miny∈C |x−y| denotes the distance of x from C. For S a subset of R

n, clS
and intS are the closure of S and the interior of S, respectively, and ∂S its boundary.
For the smooth1 dynamical system ẋ = f(x), the value at time t of the solution
passing through x0 at time t = 0 will be written as x(t, x0). The more compact
notation x(t) will be used instead of x(t, x0), when the initial condition is clear from
the context. A set S is said to be forward (backward) invariant for ẋ = f(x) if each
x0 ∈ S, x(t, x0) ∈ S for all t ≥ 0 (t ≤ 0). The set is invariant if it is backward and
forward invariant. For a locally Lipschitz function V (t) we define Dini’s derivative of
V at t as

D+V (t) = lim
h→0+

sup
1

h
[V (t + h) − V (t)].

By extension, when V (t) is obtained by evaluating V along a solution x(t, x0), we
denote also

D+V (x0) = lim
h→0+

sup
1

h
[V (x(h, x0)) − V (x0)].(1)

Note that if lim sup = lim, this is simply LfV (x0), the Lie derivative at x0 of V
along f .

2. The framework.

2.1. The problem of output stabilization and the main result. We con-
sider in what follows a nonlinear single input–single output smooth system described
by2

ż = f(z, y),
ẏ = q(z, y) + u

(2)

1In this paper, “smooth” means “differentiable a sufficiently large number of times” so that all
of what we write makes sense.

2System (2) is described in the well-known normal form with relative degree 1 (see [22]). As
discussed in section 2.2, the case of systems in normal form with a higher relative degree can be dealt
with in the proposed framework.
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with state (z, y) ∈ R
n×R, measured output y, and control input u ∈ R, and with initial

conditions (z(0), y(0)) ranging in a known arbitrary compact set Z × Ξ ⊂ R
n × R.

Associated with (2) there is a controlled output e ∈ R
p expressed as

e = h(z, y)(3)

in which h : R
n × R → R

p is a smooth function.
For system (2)–(3) the problem of semiglobal (with respect to Z×Ξ) output sta-

bilization is defined as follows. Find, if possible, a dynamic output feedback controller
of the form

η̇ = ϕ(η, y),
u = �(η, y)

(4)

with state η ∈ R
ν and a compact set M ⊂ R

ν such that, in the associated closed-loop
system

ż = f(z, y),
ẏ = q(z, y) + �(η, y),
η̇ = ϕ(η, y),
e = h(z, y),

(5)

the positive orbit of Z×Ξ×M is bounded and, for each (z(0), y(0), η(0)) ∈ Z×Ξ×M ,

lim
t→∞

e(t) = 0.

The problem at issue will be solved only under the following weak minimum-phase
assumption which requires that system

ż = f(z, 0),(6)

representing the zero dynamics of (2) associated with the input u and output y,
has a compact attractor which is asymptotically stable. In more precise terms the
assumption in question is formulated as follows.

Assumption. There exists a compact set A ⊂ R
n such that

(a1) the set A is locally asymptotically stable3 for system (6) with a domain of
attraction D ⊃ Z;

(a2) h(z, 0) = 0 for all z ∈ A.
Comments on this assumption and on the proposed framework are postponed

until after the next theorem, which presents the main result of the paper.
Theorem 1. There exists an m > 0, a controllable pair (F,G) ∈ R

m×m×R
m×1,

a continuous function γ : R
m → R, and for any compact set M ⊂ R

m, a continuous
function κ : R

p → R, such that the controller

η̇ = Fη + Gu, η(0) ∈ M,
u = γ( η ) + v,
v = κ(y)

(7)

solves the problem of semiglobal (with respect to Z × Ξ) output stabilization.

3Refer to Appendix A for precise definitions regarding the notion of asymptotic stability.
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2.2. Remarks on the framework and the result. The framework presented
above deals with problems which can be viewed as problems of “external stabilization”
of nonlinear systems, namely, problems in which the goal is to steer to zero only a few
selected external variables, represented in the current framework by the controlled
outputs e, while all other variables are simply kept bounded. In this respect the
method can be used to handle systems in which there are uncontrollable internal
motions that are not necessarily converging to an equilibrium but remain otherwise
bounded.

The main idea pursued in the present paper to solve the problem at hand is to
extend “high-gain” control paradigms, conventionally used to stabilize a minimum-
phase system with respect to an equilibrium point (see [8, 33]), to the case of compact
attractors. In this respect assumption (a1) can be interpreted as a “weak” version
of classical minimum-phase hypotheses for the case in which the asymptotic behavior
of the zero dynamics (6) is not constrained to being an equilibrium but rather is
allowed to be governed by complex bounded dynamics. Clearly, to take advantage
of the fact that the trajectories of (6) with initial conditions in Z, as required in
part (a1) of the assumption, are attracted by a compact set A, it would be desirable
to have, asymptotically, y converging to zero. Of course since the controlled variable
e is required to asymptotically decay to 0, it is also appropriate to assume, as done
in (a2), that h(z, 0) vanishes on A. If this were to occur, in fact, then also the
controlled variable e would converge to zero, and the problem would be solved. To
make y converge to zero, one might wish to appeal to (somewhat standard) “high-
gain” arguments and design a control law of the form u = −ky. However, it is well
known (see, e.g., [33]) that to have y asymptotically converging to zero in a “high-
gain” scheme, it is somewhat necessary that the “coupling” term q(z, y) between the
upper and the lower subsystem of (2) asymptotically vanishes. More specifically, it is
necessary that q(z, 0) vanish on the set A to which the state z of the upper subsystem
converges if y decays to zero. Now, in general, there is no guarantee that q(z, 0) would
vanish on A, and this is why a more elaborate controller has to be synthesized. As
a matter of fact, the main result of the paper is that a suitable dynamic controller
ensures that a property of this kind is achieved.

For the sake of simplicity, we have chosen to illustrate our theory in the case
of a system of the form (2), which is rather special for a number of reasons. As a
matter of fact, this system has relative degree 1 between the control input u and the
measured output y, its “high-frequency gain” is equal to 1, and the dynamics (6) is
assumed to possess a compact attractor which is asymptotically stable. However, the
main result of the paper lends itself to the synthesis of regulators for more general
classes of systems. A natural way in which assumption (a1) can be weakened consists
of viewing y as a “virtual control” of

ż = f(z, y)

and assuming the existence of a map α : R
n → R and a compact set A such that

(a′1) the set A is locally asymptotically stable for

ż = f(z, α(z))

with a domain of attraction D ⊃ Z,
(a′2) h(z, α(z)) = 0 for all z ∈ A.
If this is the case, in fact, the change of variable ỹ = y−α(z) transforms system (2)

into a system in which assumptions (a1) and (a2) are fulfilled. The result of Theorem 1
can therefore be used, provided that the variable ỹ is available for feedback.
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An extension of this kind is useful in handling cases of systems having relative
degree r > 1 between the control input u and the measured output y. Consider, to
this end, the case of a plant modeled by equations of the form

ż1 = f(z1, Cz2),
ż2 = Az2 + Bζ,

ζ̇ = q(z1, z2, ζ) + u,
(8)

in which z1 ∈ R
n−r+1, z2 ∈ R

r−1, y ∈ R, and A,B,C is a triplet in “prime” form,
with measured output

y = Cz2(9)

and controlled output

e = h(z1, z2, ζ).(10)

Let Z = Z1 × Z2 be the prescribed compact set of initial conditions for (z1, z2)
and suppose there exists a compact set A1 which is locally asymptotically stable for

ż1 = f(z1, 0),

with a domain of attraction D1 ⊃ Z1, and such that

h(z1, 0, 0) = 0 ∀z1 ∈ A1.(11)

If this is the case, the problem of steering e to zero while keeping all internal states
bounded can be easily handled in the following way. Standard backstepping arguments
(see, e.g., [4] and also [11]) show the existence of matrix K such that, in the system

ż1 = f(z1, Cz2),
ż2 = Az2 + BKz2,

(12)

the compact set A = {(z1, z2) : z1 ∈ A1, z2 = 0} is locally asymptotically stable
for (12) with a domain of attraction D ⊃ Z1 × Z2. Thus, by letting z = col(z1, z2)
and α(z) = Kz2, by virtue of (11), it turns out that assumptions (a′1) and (a′2)
above are fulfilled by system (12) with controlled output (10). This, in view of the
previous discussion, guarantees the existence of a controller solving the problem at
hand provided that the variable ỹ := ζ −Kz2 is available for feedback. In particular,
since col(z2, ζ) = (y, ẏ, . . . , y(r−1)), Theorem 1 guarantees the existence of a partial
state feedback controller, namely, a controller relying not only on the knowledge of
the measured output (9) but also on all its first r−1 derivatives with respect to time.
This is not a restriction, though, because—as shown, for instance, in [14] and [33]—as
long as convergence from a compact set of initial conditions is sought, all components
of col(z2, ζ) can always be estimated by means of an “approximate” observer driven
only by its first component Cz2, namely, the actual measured output y.

Finally, it is worth noting that all the results presented in the paper could be
generalized to treat the case in which the “high-frequency gain,” which is assumed to
be unitary in (2), is a generic sign-definite function of the state, namely, the case in
which the dynamics of y in (2) is described by

ẏ = q(z, y) + b(z, y)u(13)

with b(z, y) ≥ b for some known b > 0. Details on how this can be accomplished are
rather straightforward and are not deliberately presented here, as they would only
add notational complications without any extra conceptual value.
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2.3. Output regulation. A special case covered by the previous setup is the
one in which system (2)–(3) is described by equations of the form

ż1 = f1(z1),
ż2 = f2(z1, z2, y),
ẏ = q(z1, z2, y) + u,
e = h(z1, z2, y),

(14)

i.e., a system with “triangular” zero dynamics. In this case, it is clear that the dynam-
ics of z1 is a totally autonomous dynamics, which can be viewed as an “exogenous”
signal generator. This is the way in which the classical problem of output regulation is
usually cast (see [23]). Depending on the control scenario, the variable z1 may assume
different meanings. It may represent exogenous disturbances to be rejected and/or
references to be tracked. It may also contain a set of (constant or time-varying)
uncertain parameters affecting the controlled plant.

In this context, it is important to note that the proposed framework encompasses
a number of problems which have been recently addressed (see, among others, [25,
31, 11, 5, 4, 12]), all relying upon various versions of the so-called “minimum-phase”
and “immersion” assumptions.

More specifically, as far as the assumption of “minimum-phase” is concerned, all
the aforementioned works require that the dynamics

ż1 = f1(z1),
ż2 = f2(z1, z2, 0),

(15)

with z1 ∈ R
s, z2 ∈ R

n−s, possess some stability property. For instance, in [31] the
assumption in question is the existence of a differentiable map π : R

s → R
n−r whose

graph

A = {(z1, z2) ∈ R
s × R

n−r : z2 = π(z1)}
is invariant and locally exponentially stable for (15), uniformly with respect to the
exogenous variable z1, with a domain of attraction containing the assigned compact
set of initial conditions and such that

h(z1, z2, 0) = 0 ∀ (z1, z2) ∈ A.

This assumption has been substantially weakened in [5] (see also [6] and [4]) by simply
asking that the positive orbit of the set of initial conditions under the flow of (15) be
bounded (which is, in turn, equivalent to the existence of a compact set A, having
the properties indicated above, which is the graph of a set-valued map π). Of course,
it is apparent that all these cases fit into the framework presented in section 2.1.

Furthermore, the framework presented in the actual literature, where the prob-
lems of output regulation are usually tackled, requires an additional assumption com-
monly referred to as the “immersion” assumption. The latter refers to system (15)
with output q(z1, z2, 0) which is required to be immersed into a system with prescribed
properties. To mention a few of these properties, typical assumptions required im-
mersion into a linear observable system (see [20, 31, 30]), or into a nonlinear system
in canonical observability form (see [6]), or into a nonlinear system in adaptive ob-
servability form (see [11]).

Remarkably, this additional assumption is not present in the framework proposed
in this work. In this respect the important conceptual result proved in Theorem 1 is
that no “immersion” assumption is, in principle, necessary for the problem of output
regulation to be solvable.
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3. Main results.

3.1. The basic approach. In this section we overview the main steps which
will be followed to prove Theorem 1. Technical proofs of the results given here are
presented in Appendix B.

We consider the closed-loop system (2), (7) which, after the change of coordinates

η → x = η −Gy,

can be rewritten as

ż = f0(z) + f1(z, y),

ẋ = Fx−Gq0(z) −Gq1(z, y) + FGy,

ẏ = q0(z) + q1(z, y) + γ(x + Gy) + v,

(16)

in which

f0(z) := f(z, 0), q0(z) := q(z, 0)(17)

and

f1(z, y) := f(z, y) − f(z, 0),

q1(z, y) := q(z, y) − q(z, 0).

Observe that we have f1(z, 0) ≡ 0 and q1(z, 0) ≡ 0 for all z ∈ R
n.

Remark. In the case when the y dynamic is described by (13) (namely, the
system does not have unitary “high-frequency gain”), it turns out that the change of
coordinates to be considered is of the form

η → x = η −G

∫ y

0

1

b(z, s)
ds,

which is well defined as b(z, y) ≥ b > 0. In this case the resulting system exhibits
all the crucial properties of (16) on which the forthcoming stability analysis is based,
with, in particular, the function q0(z) defined as q0(z) = q(z, 0)/b(z, 0).

In what follows, system (16) is seen as a system with input v, output y, and initial
conditions contained in a set of the form Z×X×C in which X ⊂ R

m and C ⊂ R are
compact sets dependent on Ξ and M . A controller of the form (7) solves the problem
at issue if, for some map κ : R

n → R
n, the control law v = κ(y) is such that all

trajectories of (16) originating from Z ×X × C are bounded and

lim
t→∞

y(t) = 0, lim
t→∞

|z(t)|A = 0.(18)

As a matter of fact, since systems (2), (7), and (16) are diffeomorphic, boundedness
of the trajectories of (16) with initial conditions in Z ×X × C implies boundedness
of the trajectories of (2), (7) originating from Z × Ξ × M . Furthermore, by virtue
of assumption (a2), since h(·) is a continuous function, condition (18) implies also
that limt→∞ e(t) = 0, namely, that the problem of semiglobal output stabilization is
solved.

By virtue of this fact, in the following we focus our attention on system (16),
and we prove that (16) controlled by v = κ(y) has bounded trajectories and that
(18) holds. To this end, for notational convenience, denote

p = col(z, x)
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and rewrite system (16) in the more compact form

ṗ = M(p) + N(p, y),

ẏ = H(p) + K(p, y) + v,
(19)

in which M(·) and H(·) are defined as

M(p) =

(
f0(z)

Fx−Gq0(z)

)
(20)

and

H(p) = q0(z) + γ(x),(21)

and N(·) and K(·) are therefore suitable smooth remainder functions which satisfy
necessarily N(p, 0) = 0 and K(p, 0) = 0 for all p. Consistently set P = Z ×X so that
the initial conditions of (19) range in P × C. System (19) is recognized as a system
in normal form with relative degree one (with respect to input v and output y) and
zero dynamics given by

ṗ = M(p).(22)

Thus, following consolidated knowledge about stabilization of minimum-phase non-
linear systems (see [8, 2, 33]), the capability of stabilizing (19) by output feedback is
expected to strongly rely upon asymptotic properties of the zero dynamics (22). This
is confirmed by the next two results showing that the existence of an asymptotically
stable attractor for system (22) is sufficient to achieve boundedness of trajectories and
practical stabilization (Theorem 2), which becomes asymptotic if the function H(·)
vanishes on the attractor (Theorem 3). These results, which in the context of this
paper represent building blocks for proving Theorem 1, are interesting on their own,
as they represent an extension of well-known stabilization paradigms for systems with
equilibria (see [33]) to the case of systems of the form (19), with zero dynamics (22)
possessing compact attractors. For precise definitions of asymptotic and exponential
stability used in the statement of the theorems, the reader is referred to Appendix A.

Theorem 2. Consider system (19) with M(·) and N(·) at least locally Lipschitz
functions and H(·) and K(·) at least continuous functions. Let the initial conditions be
in P ×C. Assume that system (22) has a compact attractor B which is asymptotically
stable with a domain of attraction D ⊃ P . Then for all ε > 0 there exists a κ� > 0
such that for all κ ≥ κ� the trajectories of (19) with v = −κy are bounded and
lim supt→∞ |y(t)| ≤ ε and lim supt→∞ |p(t)|B ≤ ε.

Theorem 3. In addition to the hypotheses of the previous theorem, assume that
H(p)|B = 0. Then there exists a continuous function κ : R → R such that the trajecto-
ries of (19) with v = κ(y) are bounded and limt→∞ y(t) = 0 and limt→∞ |p(t)|B = 0.
If, additionally, H(·) and K(·) are locally Lipschitz and the set B is also locally expo-
nentially stable for (22), then there exists κ� > 0 such that for all κ ≥ κ� the same
properties hold with v = −κy.

For the proofs of these theorems the reader is referred to sections B.1 and B.2,
respectively.

Motivated by these results (and in particular by Theorem 3), we turn our attention
to the study of the zero dynamics (22) (with M(·) as in (20)) and to the function
H(·) in (21) by looking for the existence of a pair (F,G) and a function γ(·) which
guarantee the basic requirements behind Theorem 3 with, in particular, H(p)|B = 0.
Details in this direction are presented in the next subsection.
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3.2. The properties of the “core subsystem” (22). The crucial result which
will be proved in this part is that, under the assumption presented in section 2.1, there
is a choice of the pair (F,G) and of the map γ(·) which guarantee the existence of
an asymptotically stable compact attractor B for (22), on which the function H(·)
in (21) vanishes. Moreover the projection of B on the z coordinates coincides with
A. In view of the arguments discussed in the previous subsection, this, along with
an appropriate choice of κ(·) whose existence is claimed in Theorem 3, substantially
proves Theorem 1.

The result in question is proved in the next three propositions. To this end, note
that the core subsystem (22) in the original coordinates (z, x) is expressed as

ż = f0(z),

ẋ = Fx−Gq0(z)
(23)

with an initial condition in Z ×X. The first proposition is related to the first basic
requirement behind Theorem 2, namely, the existence of a locally asymptotically
stable attractor for (23).

More precisely, under the only requirement, which is that F be a Hurwitz matrix,
we show the existence of a set which is forward invariant and locally asymptotically
stable for (23). The set in question is described by the graph of a map.

Proposition 1. Consider system (23) with the z-subsystem satisfying assump-
tion (a1), and let (F,G) be any pair with F Hurwitz. Then

(i) there exists at least one continuous map τ : R
n → R

m such that the set

graph(τ |A) := {(z, x) ∈ A× R
m : x = τ(z)}(24)

is forward invariant for (23).
(ii) the set graph(τ |A) is locally asymptotically stable for (23) with a domain of

attraction containing Z ×X. Furthermore, the set in question is also locally
exponentially stable for (23) if A is such for (6).

The proof of this proposition can be found in section B.3.
Remark. Indeed, there might be many different continuous maps τ having prop-

erty (i) of Proposition 1. However, it turns out that if A0 is any compact subset of A
which is also backward invariant for (6), then for each z ∈ A0 there is one and only
one xz ∈ R

m such that the set
⋃

z∈A0
{(z, xz)} is invariant for (23). In particular,

xz = −
∫ 0

−∞
e−FsGq0(z(s, z))ds,

where z(s, z) denotes the value at time t = s of the solution of ż = f0(z) passing
through z ∈ A0 at time t = 0 (see [11]).

The second crucial requirement imposed by Theorem 3 is that the function H(·)
in (21) vanishes on the asymptotically stable attractor graph(τ |A). Here is where the
precise choices of the pair (F,G) and of the map γ(·) play a role. In particular note
that, by definition of H(·) in (21) and of graph(τ |A) in (24), it turns out that

H(p)|graph(τ |A) = (q0(z) + γ ◦ τ(z))|A,(25)

from which it is apparent that γ(·) should be chosen to satisfy γ ◦ τ(z) = −q0(z)
for all z in A. It is easy to realize that the possibility of choosing γ(·) in this way
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is intimately related to the fact that the map τ satisfies the partial (with respect to
q0(·)) injectivity condition

τ(z1) = τ(z2) ⇒ q0(z1) = q0(z2) ∀ z1, z2 ∈ A.(26)

In this respect it is interesting to note that what this condition says is that we need
only to reconstruct the value of q0(z) as a function of z from the knowledge of τ(z)
and not the whole state z (see also the remark at the end of the subsection).

As τ is dependent on the pair (F,G), the next natural point to be addressed is
if there exists a choice of (F,G) yielding the desired property for τ(·). To this end is
devoted the next proposition which claims that, indeed, there exists a suitable choice
of (F,G), with F Hurwitz, such that the associated map τ(·) satisfies the required
partial injectivity condition. Besides other technical constraints on the choice of F ,
which will be better detailed in the proof of the Proposition 2, the main requirement
on F is given by its dimension, which is required to be sufficiently large with respect
to the dimension of z.

Proposition 2. Set

m = 2 + 2n.

Then there exist a controllable pair (F,G) ∈ R
m×m×R

m×1, with F a Hurwitz matrix,
and a class-K function � : R

+ → R
+ such that

|q0(z1) − q0(z2)| ≤ �(|τ(z1) − τ(z2)|) ∀ z1, z2 ∈ A(27)

in which τ(·) is a map (associated with F ) having the properties indicated in Propo-
sition 1.

For the proof of this proposition the reader is referred to section B.4.
Remark. Going through the proof of the previous proposition, it turns out

that the pair (F,G) can be chosen as any (2n + 2)-dimensional real representa-
tion of the (n + 1)-dimensional complex pair (Fc, Gc), with Fc = diag(λ1, . . . , λr+1),
Gc = (g1, . . . , gr+1)

T in which gi are arbitrary nonzero real numbers and λi are n+ 1
complex numbers taken arbitrarily outside a set of zero Lebesgue measure and with
real part smaller than �, a real number related to the Lipschitz constant of f0(·) (see
Proposition 4).

It turns out that the injectivity property (27) is a sufficient condition for the
map γ(·) to exist. This is formalized in the following final proposition, proved in
section B.5, which states that if (27) holds, then there exists a map γ(·) which makes
H(·) vanish on the attractor graph(τ |A). The map γ(·) can be claimed, in general,
to be only continuous. It is also Lipschitz in the special case in which the class-K
function �(·) in (27) is Lipschitz.

Proposition 3. Let τ(·) be a continuous map satisfying (27) with A a closed
set. Then there exists a continuous map γ : R

m → R such that

q0(z) + γ ◦ τ(z) = 0 ∀ z ∈ A.(28)

If, in addition, the function �(·) in (27) is linearly bounded at the origin, then the
map γ is Lipschitz.

Combining the results of all the previous propositions, it appears that it is suffi-
cient to choose the pair (F,G) of suitable dimension (with F Hurwitz) according to
Proposition 2 and to choose γ(·) in order to satisfy relation (28). In fact, by doing
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so we are guaranteed that the compact set B = graph(τ |A) is locally asymptotically
stable for (23) with the map (21) which is vanishing on B. This, indeed, makes it
possible to apply Theorem 3 and to prove the existence of a continuous function κ(·),
completing in this way the synthesis of the controller.

Remark. The reader who is familiar with recent developments in the theory of
nonlinear state observers will find it interesting to compare the previous results with
the design method proposed by Kazantzis and Kravaris in [27] and pursued in [28],
[26], and [1]. In the framework of [27], system (23) can be identified with the cascade
of an “observed” system ż = f0(z) with output yz = q0(z) driving an “observer”
ẋ = Fx − Gyz. If the map τ(·) has a left inverse τ−1

� (·), the observer in question
provides a state estimate ẑ = τ−1

� (x). Such a left-inverse, as shown in [1], always
exists provided that the dimension of x is sufficiently large, if the pair (f0, q0) has
appropriate observability properties. In the present context of output stabilization,
though, left invertibility of τ(·) is not needed. In fact, what the controller is expected
to do is reproduce only the output q0(z(t)) and not the full state z(t) of the “observed
system.” This motivates the absence of observability hypotheses on the pair (f0, q0).

4. Conclusions. This paper is focused on the existence of an output feedback
law that asymptotically steers to zero a given controlled variable, while keeping all
state variables bounded, for any initial conditions in a fixed compact set. The pro-
posed framework encompasses and extends a number of existing results in the fields of
output feedback stabilization and output regulation of nonlinear systems. The main
assumption under which the theory is developed is the existence of a state feedback
control law able to achieve boundedness of the trajectories of the zero dynamics of
the controlled plant. In this sense the result presented here is applicable for a wide
class of nonminimum-phase nonlinear systems not tractable in existing frameworks.
In the paper only results regarding the existence of the controller solving the prob-
lem at hand have been presented, while practical aspects involving its design and
implementation are left to a forthcoming work.

Appendix A. Converse Lyapunov result. Consider a system of the form

ṗ = f(p), p ∈ R
n,(29)

in which f(p) is a Ck (with k sufficiently large) function, with an initial condition
ranging over a fixed compact set P . For system (29) assume the existence of a compact
set B ⊂ R

n which is asymptotically stable for (29), with a domain of attraction D ⊃ P .
More precisely, by setting

|p|B/D =

(
1 +

1

|p|∂ clD

)
|p|B,

we assume that the set B satisfies the following two properties:4

Uniform stability : There exists a class-K function ϕ such that for any α > 0,

|p0|B/D ≤ α ⇒ |p(t, p0)|B/D ≤ ϕ(α) ∀ t ≥ 0.

Uniform attractivity : There exists a continuous function T : R
+×R

+ → R
+ such

that for any α > 0 and ε > 0,

|p0|B/D ≤ α ⇒ |p(t, p0)|B/D ≤ ε ∀ t ≥ T (α, ε).

4In these properties the adjective “uniform” refers to independence with respect to a particular
point p in a compact set |p|B\D ≤ c.
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We say that B is also locally exponentially stable for (29) if there exist M ≥ 1,
λ > 0, and c0 > 0 such that

|p0|B/D ≤ c0 ⇒ |p(t, p0)|B/D ≤ Me−λt|p0|B/D.

In this framework it is possible to formulate the following converse Lyapunov
result which claims the existence of a locally Lipschitz Lyapunov function vanishing
on the attractor. The result is not formally proved, as it can be easily deduced by the
arguments presented in [34] (see in particular Theorem 22.5 and the related Theorems
22.1 and 19.2 in the quoted reference).

Theorem 4. Under the above uniform stability and uniform attractivity condi-
tions, there exists a continuous function V : D → R with the following properties:

(a) There exist class-K∞ functions a(·), a(·) such that

a(|p|B/D) ≤ V (p) ≤ a(|p|B/D) ∀ p ∈ D;

(b) there exists c > 0 such that

D+V (p) ≤ −cV (p) ∀ p ∈ D;

(c) for all α > 0 there exists Lα > 0 such that for all p1, p2 ∈ D such that
|p1|B/D ≤ α, |p2|B/D ≤ α, the following holds:

|V (p1) − V (p2)| ≤ Lα|p1 − p2|.

If B is also locally exponentially stable for (29), then property (a) holds with a(·), a(·)
linear near the origin.

With this result at hand, it is also possible to formulate a local input-to-state
stability result for system (29) forced by an external signal. This is formalized in the
next lemma.

Lemma 1. Let x : R+ → R
m be a C0 function. Consider the system

ṗ = f(p) + �(p, x(t))(30)

in which p ∈ R
n and �(p, 0) = 0 for all p ∈ R

n. The functions f(·), �(·) are C1.
Suppose that system (29) satisfies the above uniform stability and uniform attractivity
conditions. Then there exist functions β(·, ·) and γ(·), respectively, of class KL and
K, and a d∗ > 0 such that if

|p0|B ≤ d ∗ and |x(t)| ≤ d ∗ ∀ t ≥ 0,(31)

then the right maximal interval of definition of p(t, p0) is [0,+∞), and we have

|p(t, p0)|B ≤ max

{
β(|p0|B, t) , γ

(
max
τ∈[0,t]

|x(τ)|
)}

∀ t ≥ 0.(32)

If the set B is also locally exponentially stable for (29), then there exist N > 1, k > 0,
and γ̄ > 0 such that (32) can be modified to read

|p(t, p0)|B ≤ Ne−kt|p0|B + γ̄ max
τ∈[0,t]

|x(τ)| ∀ t ≥ 0.(33)

Proof. Pick β > 0 such that if |p|B ≤ β, then p ∈ D, and note that there exists
dβ > 1 such that for all p satisfying |p|B ≤ β,

|p|B/D ≤ dβ |p|B.(34)
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Pick d∗ > 0 arbitrarily for the time being but more specifically later on. As �(·) is

differentiable and �(p, 0) = 0, there is an �̂ > 0 such that for all |p|B ≤ β and |x| ≤ d∗,

|�(p, x)| ≤ �̂|x|.

So consider the Lyapunov function V given by Theorem 4. By using properties
(b) and (c) of this theorem, setting α = dββ, we obtain for system (30), as long as
|p1|B < β and |x| ≤ d∗,

D+V (p1, x) = lim sup
h→0+

1

h
[V (p(h, p1)) − V (p1)]

= lim sup
h→0+

1

h
[V (p1 + hf(p1) + h�(p, x)) − V (p1)]

≤ lim sup
h→0+

1

h
[V (p1 + hf(p1) + h�(p1, x)) − V (p1 + hf(p1))]

+ lim sup
h→0+

1

h
[V (p1 + hf(p1)) − V (p1)]

≤ lim sup
h→0+

1

h
Lαh�(p1, x) − cV (p1) ≤ Lα�̂|x| − cV (p1).(35)

Now assume (31) holds. Let p(t, p0), abbreviated p(t), be the corresponding solution
of (30). Let [0, T0) be its right maximal interval of definition when restricted to take
values in the open set {p : |p|B < β}. Equation (35) holds for p1 = p(t) and all t in
[0, T0). This implies

V (p(t)) ≤ e−c(t−t0)V (p0) +
Lα�̂

c
max
τ∈[0,t]

|x(τ)| ∀t ∈ [0, T0).(36)

This, in view of property (a) in Theorem 4, yields

|p(t)|B ≤ |p(t)|B/D ≤ a−1(2e−ct a(|p0|B/D)) + a−1

(
2
Lα�̂

c
max
τ∈[0,t]

|x(τ)|
)

∀t ∈ [0, T0).

(37)

By using (34), it follows that if d ∗ is chosen so that

d� ≤ min

{
c

2Lα�̂
a

(
β

3

)
,

1

dβ
a−1

(
1

2
a

(
β

3

))}

we have

|p(t)|B < β ∀t ∈ [0, T0).

From the definition of T0, it must be infinite. So we have established that (37) holds
for all t ≥ 0 if (31) is satisfied. This proves the first part of the result. The second part
of the result, namely, that under exponential stability the bound (33) holds, follows
immediately by (37) by using the fact that the functions a(·) and a(·) can be linear
near the origin.

Appendix B. Proofs.

B.1. Proof of Theorem 2. The feedback interconnection (19) can be studied
by means of arguments which are quite similar to those used in [22] to prove some of
the main stabilization results of [33]. In doing this, we take advantage of the converse
Theorem 4 presented in Appendix A.
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Let V : D → R be the function given by Theorem 4. Pick a number a > 0 such
that C ⊂ Ba := {y ∈ R : |y| ≤ a} and P ⊂ V −1([0, a]) (which is possible because of
property (a) in Theorem 4). Define

ĉ = max
(p,y)∈V −1([0,a+1])×Ba+1

|H(p) + K(p, y)|.

Also, since N(p, y) is locally Lipschitz and vanishes at y = 0, there is a number n̂
such that

|N(p, y)| ≤ n̂|y| ∀(p, y) ∈ V −1([0, a + 1]) ×Ba+1.

Finally, by property (c) in Theorem 4, there is a number LV such that

|V (p1) − V (p2)| ≤ LV |p1 − p2| ∀(p1, p2) ∈ V −1([0, a + 1])2.

Then, by choosing v = −ky in the y-dynamics in (19), we get (see notation (1))

D+|y| ≤ −κ|y| + ĉ ∀(p, y) ∈ V −1([0, a + 1]) ×Ba+1.(38)

Also, by following along the same lines as in (35), we get

D+V (p) ≤ LV n̂|y| − cV (p) ∀(p, y) ∈ V −1([0, a + 1]) ×Ba+1.(39)

So now consider a solution (p(t), y(t)) issued from a point in P×C ⊂ V −1([0, a])×
Ba. Let [0, T1) be its right maximal interval of definition when restricted to take values
in the open set int

(
V −1([0, a + 1]) × Ba+1

)
. It follows that both (38) and (39) hold

for (p(t), y(t)) when t is in [0, T1). They give successively, for all t in [0, T1),

|y(t)| ≤ e−κt a +
ĉ

κ

(
1 − e−κt

)
,

V (p(t)) ≤ e−ct a + LV n̂

(
ĉ

κ

1 − e−ct

c
+

e−ct − e−κt

κ− c

[
a− ĉ

κ

])

≤ a + LV n̂

(
ĉ

cκ
+

a

κ− c

)
.

Hence, by selecting κ to satisfy

κ > max

{
2ĉ, (c + 3aLV n̂),

3LV n̂ĉ

c

}
,

we get, for all t in [0, T1),

|y(t)| ≤ a +
1

2
and V (p(t)) ≤ a +

2

3
.

This says that the solution remains in V −1([0, a+ 2
3 ])×Ba+ 1

2
. So from its definition,

T1 is infinite. Then, from (38), we get

lim sup
t→+∞

|y(t)| ≤ ĉ

κ
.

With (39), this in turn implies

lim sup
t→+∞

V (p(t)) ≤ LV n̂ĉ

κ
.
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In view of property (a) in Theorem 4, the latter yields

lim sup
t→+∞

|p(t)|B ≤ a−1

(
LV n̂ĉ

κ

)
.

So the conclusion of Theorem 2 holds if we further impose that κ satisfies

κ > max

{
ĉ

ε
,
LV n̂ĉ

a(ε)

}
.

B.2. Proof of Theorem 3. The proof of this result follows by standard small-
gain arguments. Let κ(y) = −α(y), where α(·) is a continuous function such that
α(0) = 0 and yα(y) > 0 for all y 
= 0. By mimicking the proof of Theorem 2 it is
possible to show that for any ε > 0 there exist a κ� > 0 and a T > 0 such that,
if |α(|y|)| ≥ κ�|y|, then each trajectory of the closed-loop system issuing from the
compact set P × C satisfies

|p(t)|B ≤ 2ε and |y(t)| ≤ 2ε ∀ t ≥ T.

Observe that Lemma 1 applies to the p-component of the closed-loop solution. So
let d� be given by this lemma. By picking ε above satisfying 2ε ≤ d�, and by applying
Lemma 1 to the p-component by picking the initial condition at time t = T , we obtain

|p(t)|B ≤ max

{
β(|p(T )|B, t− T ) , γ

(
max
τ∈[T,t]

|y(τ)|
)}

∀ t ≥ T.(40)

With the properties of the functions H and K, there exist class-K functions �h(·)
and �q(·) such that

|H(p)| ≤ �h(|p|B), |K(p, y)| ≤ �k(|y|).

Clearly �h(·) and �k(·) can be taken linearly bounded at the origin if H(·) and
K(·) are locally Lipschitz. We obtain, for all (p, y),

D+|y| ≤ �h(|p|B) + �k(|y|) − |α(y)|.

So let us choose α(·) so that

|α(y)| ≥ 3 max{�h(γ̄−1(|y|)), �k(|y|), κ�|y|} + |y|,(41)

where γ̄(·) is a class-K function such that γ̄ ◦ γ(s) < s for all s ∈ R
+ with γ given by

Lemma 1 (see (32)). This gives

D+|y| ≤ −|y| +
[
�h(|p|B) − �h(γ̄−1(|y|))

]
.

So for the closed-loop solution, we get

|y(t)| ≤ max

{
exp(−(t− T ))|y(T )| , sup

s∈[T,t)

γ̄(|p(s)|B)

}

for all t ≥ T . From this and (40) the first claim of the theorem follows by small-gain
arguments. To prove the second claim of the theorem note that, if H(·) and K(·)
are locally Lipschitz, the functions �h(·) and �k(·) in (41) can be taken as linear.
Furthermore, by (33) in Lemma 1, the function γ̄(·) also can be taken as linear. From
this the claim directly follows by the previous arguments.
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B.3. Proof of Proposition 1. Let O(Z) denote the positive orbit of Z under
the flow of

ż = f0(z),(42)

namely,

O(Z) = cl

{⋃
t≥0

z(t, z0) : z0 ∈ Z

}
.

The set O(Z) is a bounded and forward invariant set for (42), such that A ⊂ O(Z).
Moreover let Ô(Z) be a compact strict superset of O(Z) such that Ô(Z) ⊂ D, and
define the system

˙̂z = a0(ẑ)f0(ẑ)(43)

in which a(ẑ) : R
n → R is any bounded smooth function such that

a0(ẑ) =

{
1, ẑ ∈ O(Z),

0, ẑ ∈ R
n \ Ô(Z).

Let ẑ(t, z0) and z(t, z0) denote the flows of (43) and (42), respectively, and note that,
as a consequence of the fact that O(Z) is forward invariant and that systems (42)
and (43) agree on O(Z), it turns out that

ẑ(t, z0) = z(t, z0) ∀ z0 ∈ O(Z) and t ≥ 0.(44)

Moreover note that for any ẑ0 ∈ R
n, (43) has a unique solution ẑ(t, ẑ0) which is

defined and bounded on t ∈ (−∞,∞).
Define now

τ : R
n → R

m,

z �→
∫ 0

−∞
e−FsGq0(ẑ(s, z))ds,

(45)

which, as a consequence of the fact that F is Hurwitz and q0(ẑ(s, z)) is bounded and
continuous in z for any s ∈ R, is a well-defined continuous map. We show now that
graph(τ |A) = {(z, ξ) ∈ A × R

m : x = τ(z)} is a forward invariant set for (23). Pick
z0 ∈ A and x0 ∈ R

m, let (z(t, z0), x(t, z0, x0)) denote the value at time t of the solution
of (23) passing through (z0, x0) at time t = 0, and note that for all t ≥ 0 (using (44)),

x(t, z0, τ(z0)) = eFtτ(z0) +

∫ t

0

eF (t−s)Gq0(z(s, z0))ds

= eFt

∫ 0

−∞
e−FsGq0(ẑ(s, z0))ds +

∫ t

0

eF (t−s)Gq0(z(s, z0))ds

=

∫ t

−∞
eF (t−s)Gq0(ẑ(s, z0))ds =

∫ 0

−∞
e−FsGq0(ẑ(s + t, z0))ds

= τ(ẑ(t, z0)) = τ(z(t, z0)).

(46)

This, along with the fact that A is forward invariant for (42) and is a subset of O(Z),
proves that graph(τ |A) is forward invariant for (23).

We now prove item (ii) of the proposition. To this end note that, by (46), it
follows that
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La0f0
τ(z) = Fτ(z) −Gq0(z)

for all z ∈ A. Defining x̃ := x − τ(z), the previous relation yields that ˙̃x(t) = Fx̃(t)
for all t ≥ 0 and for all initial states x0 ∈ R

m and z0 ∈ A. This, the fact that
F is Hurwitz, and that A is locally asymptotically (exponentially) stable for (42)
immediately yield the desired result.

B.4. Proof of Proposition 2. The result will be proved by taking the “com-
plex” pair

F = diag(λ1, . . . , λn+1), G = (g, . . . , g)T(47)

in which λi ∈ C� = {λ ∈ C : Reλ < −�}, i = 1, . . . , n + 1, � > 0, and g 
= 0. Once we
prove the result for the (n+ 1)-dimensional pair in (47), the claim of the proposition
follows by taking any (2n + 2)-dimensional “real” representation of (47).

By bearing in mind the definition of the map τ in (45) note that, as a consequence
of the choice of F and G in (47), it turns out that

τ(z) =
(
τλ1(z) τλ2(z) · · · τλn+1(z)

)T
, τλi

(z) =

∫ 0

−∞
e−λis g q0(ẑ(s, z))ds.

(48)

We will prove next that there exists an � > 0 such that by arbitrarily choosing λi,
i = 1, . . . , n + 1, in C� \ S, where S is a set of zero Lebesgue measure, the map τ is
such that

τ(z1) = τ(z2) ⇒ q0(z1) = q0(z2) ∀ z1, z2 ∈ R
n.(49)

More precisely we will prove that, having defined

Υ = {(z1, z2) ∈ R
n × R

n : q0(z1) 
= q0(z2)},

the set

S = {(λ1, . . . , λn+1) ∈ C
n+1
� : ∃ (z1, z2) ∈ Υ : τλi(z1) = τλi(z2) ∀ i = 1, . . . , n + 1}

(50)

has a zero Lebesgue measure in C
n+1 for a proper choice of �. To this end the following

theorem, proved in a more general setting in [1] (see also [9]), plays a crucial role.
Theorem 5. Let Ω and Υ be open subsets of C and R

2n, respectively. Let
(�,λ) ∈ Υ × Ω �→ δτ (�,λ) ∈ C be a function which is holomorphic in λ for each
� ∈ Υ and C1 for each λ ∈ Ω. If, for each pair � ∈ Υ, the function λ �→ δτ (�,λ) is
not identically zero on Ω, then the set

S =
⋃

�∈Υ

{(λ1, . . . , λn+1) ∈ Ωn+1 : δτ (�,λ1) = · · · = δτ (�,λn+1) = 0}

has a zero Lebesgue measure in C
n+1.

To apply this theorem to our context we first observe the following.
Proposition 4. There exists an � > 0 such that for all λi ∈ C�, i = 1, . . . , n+1,

the map τ(·) in (48) is C1.
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Proof of Proposition 4. The map τ(·) in (48) is C1 if functions e−λis g ∂q0(ẑ(s, z))/∂z,
i = 1, . . . , n + 1, are integrable on s ∈ (−∞, 0] for all z ∈ R

n (see [16]). Consider the
expansion

∂q0(ẑ(s, z))

∂z
=

[
∂q0
∂z

]
[z=ẑ(s,z)]

∂ẑ(s, z)

∂z
.

By definition, there is a number M such that |ẑ(s, z)| ≤ M for all s ≤ 0 and all
z ∈ R

n. This, along with the fact that q0(z) is C1, shows that the first factor is
bounded on (−∞, 0] × R

n. As for the second factor, bearing in mind the notation
introduced in section B.3, observe that

d

ds

∂ẑ(s, z)

∂z
=

[
∂a0(z)f0(z)

∂z

]
[z=ẑ(s,z)]

∂ẑ(s, z)

∂z
.

Letting

f̄ = max
z∈Rn

∂a0(z)f0(z)

∂z
,

we obtain ∣∣∣∣∂ẑ(s, z)∂z

∣∣∣∣ ≤ ef̄ |s|

for all s and for all z ∈ R
n. From this, the result immediately follows with � = f̄ .

Now set � := (z1, z2) and

δτ (�,λ) =

∫ 0

−∞
e−λs g [q0(ẑ(s, z1)) − q0(ẑ(s, z2))] ds = τλ(z1) − τλ(z2).

This function is C1 in � ∈ R
n×R

n and is holomorphic in λ ∈ C� for every � ∈ R
n×R

n

(see [29, Chap. 19, p. 367]). Moreover as

∫ 0

−∞
e−as |g q0(ẑ(s, z1)) − g q0(ẑ(s, z2)) |2 ds < +∞

for all � ∈ R
n × R

n and for all a < 0, the Plancherel theorem can be invoked to
obtain

1

2π

∫ ∞

−∞
|δτ (�, a + is)|2ds =

∫ 0

−∞
e−2as |g q0(ẑ(s, z1)) − g q0(ẑ(s, z2)) |2 ds(51)

for all a < 0 and for all � ∈ R
n × R

n.
Now note that, for � = (z1, z2) ∈ Υ, we have q0(z1) 
= q0(z2), and by continuity

of flow with respect to time, there exists a time t1 < 0 such that

|g q0(ẑ(s, z1)) − g q0(ẑ(s, z2))| > 0 ∀ s ∈ (t1, 0]

which, combined with (51), yields∫ ∞

−∞
|δτ (�, a + is)|2ds > 0.
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This implies that, for each � ∈ Υ, the function λ �→ δτ (�,λ) is not identically zero
on C�. Hence Theorem 5 can be applied to obtain the desired result, namely, that
the set (50) has a zero Lebesgue measure.

By this result we are guaranteed that by arbitrarily picking n+ 1 complex eigen-
values in C� \S (with � dictated by Proposition 4) of F defined in (47), condition (49)
is satisfied. From this it is easy to show that there exists a class-K function satisfy-
ing (27). Define

ϕ(s) = sup
|τ(z1)−τ(z2)|≤s
z1,z2∈A

|q0(z1) − q0(z2)|.

This function is increasing and, as a consequence of (49), ϕ(0) = 0. Moreover it is
possible to prove that ϕ(s) is continuous at s = 0. Suppose that it is not; namely,
as ϕ(·) is increasing and ϕ(0) = 0, suppose that there exists a ϕ� > 0 such that
lims→0+ ϕ(s) = ϕ�. This implies that there exist sequences {z1n}, {z2n} in A, such
that |q0(z1n) − q0(z2n)| ≥ ϕ�/2 and |τ(z1n) − τ(z2n)| < 1/n for any n ∈ N. But, as
A is bounded, there are subsequences of {z1n}, {z2n} which, for n → ∞, converge
to z�1 , z�2 , respectively. As τ(·) and q0(·) are continuous, τ(z�1) − τ(z�2) = 0 and
|q0(z�1) − q0(z

�
2)| ≥ ϕ�/2, which contradict (49). Hence, ϕ(s) is continuous at s = 0.

With this result at hand, define the candidate class-K function

�(s) =
1

s

∫ 2s

s

ϕ(σ)dσ + s

which satisfies

ϕ(s) ≤ �(s).(52)

By construction this function is continuous for all s > 0 and, as ϕ(s) is continuous
at s = 0 and by (52), it is also continuous at s = 0. Moreover since, by definition of
ϕ(·),

ϕ(|τ(z1) − τ(z2)|) ≥ |q0(z1) − q0(z2)| ∀ z1, z2 ∈ A,

it turns out that (52) yields

|q0(z1) − q0(z2)| ≤ ϕ(|τ(z1) − τ(z2)|) ≤ �(|τ(z1) − τ(z2)|) ∀ z1, z2 ∈ A,

namely, (27) is satisfied. This concludes the proof of Proposition 2.

B.5. Proof of Proposition 3. By the result of the previous proposition we
know that

τ(z1) = τ(z2) ⇒ q0(z1) = q0(z2) ∀ z1, z2 ∈ A.

For any x ∈ τ(A), let [x] = {z ∈ A : τ(z) = x}. The previous property shows that
the map q0(·) is constant on [x]. As a consequence, there is a well-defined function
γ0 : τ(A) → R such that

γ0(τ(z)) = −q0(z) ∀z ∈ A.

In fact, the value γ0(x) at any x ∈ τ(A) is simply defined by taking any z ∈ [x] and
setting γ0(x) := −q0(z). Moreover by (27), the map in question is also continuous.
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Now note that, as A is compact and τ(·) and q0(·) are continuous maps, τ(A) ⊂
R

m and q0(A) ⊂ R are compact sets. From this, Tietze’s extension theorem (see,
for instance, Theorem VII.5.1 in [13]) can be invoked to claim the existence of a
continuous map γ : R

m → R which agrees with γ0 on τ(A). This implies that
q0(z) + γ ◦ τ(z) = 0 for all z ∈ A and proves the first claim of the proposition.

Furthermore, if �(·) is linearly bounded at the origin, by compactness arguments
it is possible to claim the existence of a positive �̄ such that |q0(z1) − q0(z2)| ≤
�̄|τ(z1) − τ(z2)|. It follows that γ0 is a Lipschitz function on τ(A). From this, the
Kirszbraun theorem (see, for instance, Theorem 2.10.43 in [15]) yields the existence
of a Lipschitz map γ : R

m → R, with Lipschitz constant �, which agrees with γ0 on
τ(A). This completes the proof of the proposition.
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DYNAMIC PROGRAMMING FOR ERGODIC CONTROL OF
MARKOV CHAINS UNDER PARTIAL OBSERVATIONS:

A CORRECTION∗
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Abstract. A gap in the author’s work on dynamic programming for ergodic control of partially
observed Markov chains [V. S. Borkar, SIAM J. Control Optim., 39 (2000), pp. 673–681] is pointed
out and a correction is provided.
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1. Introduction. Huizen Yu of MIT has pointed out a subtle gap in [1] having
to do with the definition of wide sense admissible controls in control of partially
observed Markov processes. The error is in the handling of Lemma 3.1 of [1]. We
explain this in the next section in the context of [1] and present a corrected proof of
Lemma 3.1 in section 3. The ideas of [1] were applied to a specific control problem in
[4]. The results were extended to Markov processes with a Euclidean state space in
[2], [3], taking a slightly modified approach. This will be commented upon later.

2. Wide sense admissibility. The framework of [1] is a controlled Markov
chain {Xn} on a finite state space S with an associated control process {Zn} taking
values in a compact metric control space A and an associated observations process
{Yn} taking values in a finite observation space W . The transition mechanism is

P (Xn+1 = i, Yn+1 = j|Xm, Ym, Zm,m ≤ n) = p(Xn, Zn, i, j)(1)

for n ≥ 0, i ∈ S, j ∈ W , where p : S ×A× S ×W → [0, 1] is a continuous “transition
probability” function satisfying

∑
i,j p(k, u, i, j) = 1, k ∈ S, u ∈ A. X0 has a known

distribution π0. We follow the common convention that (Y0, Z0) are independent of
X0. The aim is to minimize the ergodic cost

lim sup
n→∞

1

n

n−1∑
m=0

E[h(Xm, Zm)]

for a prescribed h ∈ C(S×A) over {Zn} adapted to σ(Ym,m ≤ n), n ≥ 0, the so-called
strict sense admissible controls. [1] introduces a relaxation of this class to the larger
class of wide sense admissible controls defined as follows. On a possibly augmented
probability space, {Xn} above may be viewed as being given by the dynamics

Xn+1 = F (Xn, Zn, ξn)(2)

for {ξn} independently and identically distributed (i.i.d.) uniformly distributed on
[0, 1] and F a measurable map S × A × [0, 1] → S that depends on the function p(·)
above. Suppose (Xn, Yn, Zn, ξn) are defined on a probability space (Ω,F , P̄ ) such that
there is another probability measure P0 on (Ω,F) with the following properties:
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1. Under P0, {Yn} is i.i.d. uniform on W and independent of X0, {ξn}, and
furthermore {Zn, Y0, . . . , Yn} is independent of {ξm}, X0, {Yi, i > n} ∀n.

2. If P̄n, P0n are restrictions of P̄ , P0, resp., to σ(X0;Ym,m ≤ n; ξm, Zm,m < n)
for n ≥ 1, then P̄n � P0n with

dP̄n

dP0n
= Πn−1

m=0

p(Xm, Zm, Xm+1, Ym+1)

p̄(Xm, Zm, Xm+1)(1/d)
,

where d = |W | and p̄(i, z, j) =
∑

y p(i, z, j, y) ∀i, z, j.
Then we say that {Zn} is wide sense admissible. This includes strict sense admissible
controls. The wide sense admissible control is in effect prescribed by the joint law φ
of ({Yn}, {Zn}) under P0. Hence it can be identified with this φ. Let Φ denote the
set of wide sense admissible controls, i.e., of φ as above. The “vanishing discount”
argument used later in [1] requires that we consider a pair of state-observation pro-
cesses {X̂n, Ŷn} and {X̃n, Ỹn} on the same probability space with a common control
process {Zn} that is wide sense admissible for both, and corresponds to a prescribed
φ for one of them, say the latter. The way [1] tried to achieve this is as follows:

1. Given initial distributions π̂0, π̃0 on S, consider

Ω̂ = S × S × [0, 1]∞ × [0, 1]∞ ×W∞ ×A∞ ×W∞

with the product σ-field F̂ and the probability measure

P̂0(dx̂× dx̃× dû∞ × dũ∞ × dỹ∞ × dz∞ × dŷ∞)

= Γ(dx̂dx̃)�∞1 (dû∞)�∞1 (dũ∞)φ(dỹ∞, dz∞)�∞2 (dŷ∞),(3)

where,
• �1, �2 are uniform distributions on [0, 1],W , resp.,
• Γ(dx̂× S) = π̂0(dx̂),Γ(S × dx̃) = π̃0(dx̃), and
• if φ ≈ the law of (Y ′

0 , Y
′
1 , Y

′
2 , . . . ;Z

′
0, Z

′
1, Z

′
2, . . .), then

(†) {Y ′
n} are i.i.d. uniform on W and for each n, Y ′

m,m > n, is indepen-
dent of Z ′

m,m ≤ n;Y ′
k, k < n.

Condition (†) is effectively the wide sense admissibility condition of {Zn}
for ({X̃n}, {Ỹn}). It should be noted that the definition of (3) in [1] uses
Γ(dx̂, dx̃) = π̂0(dx̂)π̃0(x̃), i.e., the two initial conditions are independent under
P̂0, but a dependence is introduced later on in [1].

2. Define random variables (X̂0, X̃0, {ξ̂n}, {ξ̃n}, {Ỹn}, {Zn}, {Ŷn}) canonically on
this probability space so that their joint law is P̂0. (Thus, for example,
X̂0([x̂, x̃, û

∞, ũ∞, ỹ∞, z∞, ŷ∞]) = x̂.)

3. Generate {X̂n}, {X̃n} from (X̂0, {Zn}, {ξ̂n}), (X̃0, {Zn}, {ξ̃n}), resp., by using
(2).

4. Change measure to P̂ as follows: If P̂n, P̂0n are the restrictions of P̂ , P̂0,
resp., to Gn

Δ
= σ(X̂0, X̃0; ξ̂m, ξ̃m, Zm,m < n; Ŷm, Ỹm,m ≤ n) for n ≥ 0, then

P̂n � P̂0n with

dP̂n

dP̂0n

= Λn

Δ
= Πn−1

m=0

(
p(X̂m, Zm, X̂m+1, Ŷm+1)

p̄(X̂m, Zm, X̂m+1)(1/d)

)(
p(X̃m, Zm, X̃m+1, Ỹm+1)

p̄(X̃m, Zm, X̃m+1)(1/d)

)
.(4)
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Let E0[ · ] denote the expectation under P̂0. Lemma 3.1 of [1] claims that under P̂ ,
{X̂n, Ŷn}, {X̃n, Ỹn} are two state-observation pairs with a common control {Zn} wide
sense admissible for both. This is far from obvious. While {Zn} is clearly wide sense
admissible for {X̃n, Ỹn}, it is not obviously so for {X̂n, Ŷn}. This is because, while

E0

[
dP̂n

dP̂0n

∣∣∣∣∣X̃m, Ỹm,m ≤ n;Zm,m < n

]
(5)

does equal

Λ2n
Δ
= Πn−1

m=0

(
p(X̃m, Zm, X̃m+1, Ỹm+1)

p̄(X̃m, Zm, X̃m+1)(1/d)

)
,

its counterpart

E0

[
dP̂n

dP̂0n

∣∣∣∣∣X̂m, Ŷm,m ≤ n;Zm,m < n

]
(6)

need not equal

Λ1n
Δ
= Πn−1

m=0

(
p(X̂m, Zm, X̂m+1, Ŷm+1)

p̄(X̂m, Zm, X̂m+1)(1/d)

)
.

It is, however, of the form

Λ̂1n
Δ
= Πn−1

m=0

(
p(X̂m, Zm, X̂m+1, Ŷm+1)

p̄(X̂m, Zm, X̂m+1)(1/d)

)
ζn.

Here ζn is an a.s. positive random variable of the form

ζn = ψn(X̂0, Z0, . . . , Zn−1)

for a suitable measurable function ψn, and is independent of {ξ̂k} and {Ŷm,m ≥ n}
under P̂0.

3. The correction. In order to set this right, we need the following additional
assumption:

p(i, u, j, k) > 0 ∀k whenever p̄(i, u, j) > 0.(7)

In particular, this implies that the ratio p(i, u, j, k)/(p̄(i, u, j)(1/d)) is strictly
positive when defined. The following example (due to Huizen Yu) shows that some
condition like this will be necessary to obtain a state-independent optimal cost for
the partially observed control problem.

Example. Let S = {1, 2, 3, 4}, A = {a, b}, W = {q, r}, and let the following
transition probabilities hold:

p(1, u, 1, q) =
1

2
= p(1, u, 2, r) ∀u,

p(1, u, k, �) = 0 otherwise,

p(3, u, 3, q) =
1

2
= p(3, u, 4, r) ∀u,
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p(3, u, k, �) = 0 otherwise,

p(2, u, 3, q) = 1 ∀u,
p(2, u, k, �) = 0 otherwise,

p(4, u, 1, q) = 1 ∀u,
p(4, u, k, �) = 0 otherwise.

The costs are h(1, a) = 1 = h(3, b) and h(i, u) = 0 for all other choices of i, u. Let
[z] denote a string of the type “zzz · · · z” of a random finite length. It is easy to
see that if the initial law is the Dirac measure at 1, then the state trajectory is
[1], 2, [3], 4, [1], 2, [3], 4, . . . , with the output trajectory [q], r, [q], r, . . . , with matching
lengths, so that the former is exactly recovered from the latter. In other words, the
process {πn} of conditional laws of Xn given σ(Ym,m ≤ n) for n ≥ 0 remains Dirac.
Similarly if the initial law is a Dirac measure at 3, the state process is exactly known
from the observations. A similar reasoning applies if the initial laws are Dirac at 2
or 4. In particular, the set of Dirac measures is invariant for the nonlinear filter,
which recursively generates {πn}. The optimal cost is zero in all these cases, as we
can choose control b in state 1 and a in state 3. On the other hand, if the initial
law is π′({1}) = π′({3}) = 1

2 , then {πn} is of the form [π′], π′′, [π′], π′′, . . . , where
π′′({2}) = π′′({4}) = 1

2 . A similar statement holds if the initial law is π′′ instead.
Thus {π′, π′′} is also invariant for the nonlinear filter. In this case the optimal cost
will be strictly positive: when πn = π′, choosing a with probability q and b with
probability 1 − q will yield a cost of 1

2 regardless of the choice of q. Note that the
transition probabilities of {Xn} are independent of the control and the resulting state
process is an irreducible aperiodic, and therefore ergodic, Markov chain. But the
resulting process of conditional laws is a nonergodic Markov process.

The correction is as follows: We replace (3) by

P̂0(dx̂× dx̃× dû∞ × dũ∞ × dỹ∞ × dz∞ × dŷ∞)

= π̂(dx̂)π̃(dx̃)�∞1 (dû∞)�∞1 (dũ∞)φ(dỹ∞, dz∞)�∞2 (dŷ∞),(8)

and (4) by

dP̂n

dP̂0n

=
Γ({(X̂0, X̃0)})

π̂({X̂0})π̃({X̃0})

× Πn−1
m=0

(
p(X̂m, Zm, X̂m+1, Ŷm+1)

p̄(X̂m, Zm, X̂m+1)(1/d)

)(
p(X̃m, Zm, X̃m+1, Ỹm+1)

p̄(X̃m, Zm, X̃m+1)(1/d)

)
.(9)

Define yet another probability measure P̄0 as follows: If P̄0n
Δ
= the restriction of P̄0

to Gn, then

dP̄0n

dP̂0n

= Πn−1
m=0

(
p(X̃m, Zm, X̃m+1, Ỹm+1)

p̄(X̃m, Zm, X̃m+1)(1/d)

)
.

Then, using (7), we have

dP̂n

dP̄0n
=

Γ({(X̂0, X̃0)})
π̂({X̂0})π̃({X̃0})

Πn−1
m=0

(
p(X̂m, Zm, X̂m+1, Ŷm+1)

p̄(X̂m, Zm, X̂m+1)(1/d)

)
,
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and under P̄0, {Ŷn} is i.i.d. uniform on W and independent of X̂0, {ξ̂n}, and further-

more {Zn, Ŷ0, . . . , Ŷn} is independent of {ξ̂m}, X̂0, {Ŷi, i > n} ∀n. This establishes the
wide sense admissibility of {Zn} for {(X̂n, Ŷn)} and completes the proof of Lemma 3.1
of [1].

Let τ = min{n ≥ 0 : X̂n = X̃n, Ŷn = Ỹn}. As in [1], we assume that

M
Δ
= supE[τ ] < ∞,(10)

where the supremum is over all Γ and all wide sense admissible {Zn}. Let {Zn} above
be chosen to be optimal for the α-discounted cost when the initial law is π̂. Also define

X∗
n

Δ
= X̃nI{n ≤ τ} + X̂nI{n > τ},

X̄n
Δ
= X̂nI{n ≤ τ} + X̃nI{n > τ},

Y ∗
n

Δ
= ỸnI{n ≤ τ} + ŶnI{n > τ},

Ȳn
Δ
= ŶnI{n ≤ τ} + ỸnI{n > τ},

ξ∗n
Δ
= ξ̃nI{n ≤ τ} + ξ̂nI{n > τ},

ξ̄n
Δ
= ξ̂nI{n ≤ τ} + ξ̃nI{n > τ}.

Note that
• {ξ̄n, ξ∗n} are i.i.d. uniform and independent of X̂0, X̃0 under both P̂ , P̂0;
• under P̂0, {Ȳn}, {Y ∗

n } are i.i.d. uniform and independent of {ξ̄n}, {ξ∗n}, X̂0,
X̃0;

• under P̂0, {Zn, Ȳ0, . . . , Ȳn} (resp., {Zn, Y
∗
0 , . . . , Y

∗
n }) for each n is independent

of Ȳm,m > n, {ξ̄k} (resp., Y ∗
m,m > n, {ξ∗k});

• {X̄n} (resp., {X∗
n}) are generated recursively by (2) from (X̂0, {ξ̄n}, {Zn})

(resp., (X̃0, {ξ∗n}, {Zn})).
Furthermore, one verifies that

dP̂n

dP̂0n

Δ
=

Γ({(X̄0, X
∗
0 )})

π̂({X̄0})π̃({X∗
0})

Πn−1
m=0

p(X̄m, Zm, X̄m+1, Ȳm+1)

p̄(X̄m, Zm, X̄m+1)(1/d)

× Πn−1
m=0

p(X∗
m, Zm, X∗

m+1, Y
∗
m+1)

p̄(X∗
m, Zm, X∗

m+1)(1/d)

for n ≥ 1. In particular, this shows by the same arguments as above that ({X̄n}, {Ȳn},
{Zn}) as well as ({X∗

n}, {Y ∗
n }, {Zn}) are state-observation-control triples for which

{Zn} is simultaneously wide sense admissible. The rest follows exactly as in [1], lead-
ing to Theorems 4.1 and 4.2 of [1], in particular the dynamic programming equation
for ergodic control given by (4.1) there. Theorem 4.1 (ii) of [1] yields the existence of
an optimal wide sense admissible control {Zn} of the form Zn = v(πn), n ≥ 0, for some
measurable v(·), where πn

Δ
= the regular conditional law of Xn given Ym, Zm,m ≤ n.

Plugging this back into (2.4) of [1] (which is the recursive nonlinear filter describing
the evolution of {πn}), one inductively sees that this control is in fact strict sense
admissible. This implies that the value function remains unchanged if we move from
strict sense admissible over to wide sense admissible controls, and thus justifies the
above relaxation.
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In the corresponding developments for Euclidean state space worked out in [2], [3],
the counterpart of (7) is already assumed. (In fact, it is available free for the sampled
nondegenerate diffusions considered later in [2] and [3].) The coupling time τ gets
replaced by a “coupling time at the pseudo-atom.” In this case, however, Γ(dx̂dx̃)
need not be absolutely continuous with respect to π̂(dx̂)π̃(dx̃) in general. But the
approach taken in [3] works with independent initial conditions and therefore does
not run into this difficulty.
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